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Abstract

In this paper, we have used the d-posterior approach in regression. Regression predictions
are a sequence of similarly made decisions. Thus, d-risk can be helpful to estimate the quality
of such decisions. We have introduced a method to apply the d-posterior approach in re-
gression models. This method is based on posterior predictive distribution of the dependent
variable with the given novel input of predictors. In order to make d-risk of the prediction
rule meaningful, we have also considered adding probability distribution of the novel input to
the model.

The method has been applied to simple regression models. Firstly, linear regression with
Gaussian white noise has been considered. For the quadratic loss function, estimates with
uniformly minimal d-risks have been constructed. It appears that the parameter estimate
in this model is equal to the Bayesian estimate, but the prediction rule is slightly different.
Secondly, regression for the binary dependent variable has been investigated. In this case,
the d-posterior approach is used for the logit regression model. As for the 0-1 loss function,
the estimate with uniformly minimal d-risk does not exist, we suggested a classification rule,
which minimizes the maximum of two d-risks. The resulting decision rules for both models are
compared to the usual Bayesian decisions and the decisions based on the maximum likelihood
principle.

Keywords: Bayesian inference, regression, d-risk

Introduction

When solving the regression problem, the first step is always “training” the model
using a finite sample. Only then are the estimates of the model parameters used to
predict the dependent variable value for every new set of predictors. The prediction
itself is a process of making a variety of similar decisions, which gives a reason to apply
the d-posterior approach [1, 2] to control potential risks of such decisions. Since d-risk
can be interpreted as expected loss for a particular prediction value, the d-posterior
approach is a natural alternative to the maximum likelihood and Bayesian principles
in solving this problem.

The d-posterior approach has not been tried for regression problems yet. That is to
say, there is a regression technique [3], which controls the false discovery rate (FDR),
the decision quality related to d-risk. However, the statistical model used in [3] is
not the same as in the classical regression problem statement. Here, we discuss two
classical regression models: linear regression with Gaussian white noise and quadratic
loss function, and logit linear regression with zero-one loss function.

1. Regression

All vectors will be treated as column vectors in this paper. We will also denote
transposing with a superscript 7', so that XY is a scalar product of two real m-vec-
tors for X € R™ and Y € R™ .
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Let us fix positive integers m and n, such that n > m, and suppose that we have
a full rank real matrix
x1,1 oo T1m

X_ =
Tn,l -+ Tnm

This matrix defines predicates for regression. Let X; be i-th row of the matrix X.

We assume that for every vector X € R™ there exists some density p(y|X,0)
with respect to some measure, where 6 is an unknown parameter from the parameter
space ©. In this paper, we consider only the case of linear regression, where ® = R™
and p(y|X,0) = f(y|XT0) for some density f. Hereafter, any kind of probability density
would be denoted as p. It will be clear from the context which density is meant.

The d-posterior approach is a subsection of the Bayesian statistics. Therefore, we
need to define the prior distribution of the parameter . We assume that 6 is a sample
value of the continuous random variable ¥ with the known density p(6).

Let us suppose that we deal with independent observations Y = (y1,...,y,)", which
follow the distribution defined by p(y|X;,0). The likelihood function is p(Y|X,0) =

11 p(yi| X, 6). The posterior density is

i=1

p(0]Y,X) = p(Y|X, 0)p // (Y|X, 0)p(6) db (1)

The first problem with regression is to find some estimate 0 of 0, which can be
used later to estimate the density p(y.|Xx, 0) of the predicted varlable Y, for a novel
predictor input X,. The usual maximum likelihood estimate (MLE) maximizes the
likelihood p(Y'|X,0) with respect to 6. Another option is to use the maximum a pos-
teriori (MAP) estimate, which maximizes the posterior density instead (the same as
maximizing p(Y|X, 8)p(0)). Both options are very popular (MAP estimates are used in
numerous regularization techniques, such as ridge regression, LASSO, etc.).

The less popular option is the Bayesian estimate. Firstly, one needs to specify the
loss function L(6y,63). The prior risk function for estimate § is then Ry = EL(Y, 9)

The Bayesian estimate minimizes the risk with respect to 9. The corresponding esti-
mation could be achieved more easily by minimizing the posterior risk

R(d|Y,X) =E[L(¥,d) | Y,X] = /L(e,d)p(9|Y, X) df
S)

with respect to d. In the case of the quadratic loss function, the Bayesian estimate is
a posterior mean. The Bayesian estimates are not widely used, because they usually
require intensive computation.

The d-risk of the estimate 6 is

R;(d) =E |L(9,0)|0

: d

Since d-risk is a function, there are different possible ways to define the estimate that
“minimizes” its d-risk. For some statistical models, this minimizing is trivial: there exists
such an estimate 0* that

Ry (d) < Rg(d), (2)

for any d and any estimate 0. The estimate 0* , which satisfies (2), is called an estimate
with uniformly minimal d-risk (we will designate it as U-estimate). There is a way to
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find this estimate [1]: one needs to minimize R(d|Y,X) with respect to its random
arguments (in the case of the above-given regression statement, it is Y"). If for every Y
exists at least one d, for which R(d|Y,X) is minimized, then this d (or any, if there
are multiple solutions) is a U-estimate. As it was said earlier, none of such estimates
have been used in the literature.

However, estimating the parameters is not best suited for the d-posterior approach.
The thing is, the d-risk can be interpreted as average loss for a particular decision value
among a succession of experiments. Actually, the parameter 6 is estimated only once.
Therefore, U-estimates can be viewed only as somewhat regularized MLEs, just like
the Bayesian or MAP estimates. On the other hand, prediction for a single training
sample can be made infinitely many times. This gives the opportunity to use the d-risk
for assessing the quality of custom prediction rules. However, in order to make the most
sense of the definition of d-risk, we need to make the predictors random. Indeed, in the
case of constant predictor vector X, , the d-risk is “average loss for particular decision
value among a succession of experiments, with predictors equal to X,”. If X, is a random
vector, then d-risk is “average loss for particular decision value among a succession of
experiments”. Hence, we will present various possibilities for X, distribution. Note that
we formally do not need to specify the distribution of predictors of the matrix X.

For a new set of predictors X, , the predictive posterior distribution of the dependent
variable y, is

p(ys| X, V. X) = / p(y.19, X.)p(6]X. ) do. (3)
©

The right side of (3) is obtained using the fact that distribution of y. provided that X,
and 6 are not dependent on the training sample Y and X. The same can be said about
the distribution of Y, which does not depend on X, given X and 6. The posterior
predictive of y, can be used in the same manner as the usual posterior distribution
in terms of the Bayesian rules and rules which minimize the d-risk. In this case, y, is
the “parameter”, for which we can specify the loss function and posterior risk.

2. Linear regression with Gaussian noise

This section focuses on studying of the following model:

yl:X;TO—Fg“ EiNN(Oﬂo—z)v i=1,...,n, (4)

2 of the white noise to be

for a mutually independent ¢;. We assume the variance o
known. We will discuss this matter later.

The likelihood function of this model is
p(Y[X,0) = ¢ (Y[X0,0°1,),

where ¢(x|p, A) is the density function of multivariate normal distribution with
the mean vector p and covariance matrix A, and I; is the d x d identity matrix.
The corresponding cumulative distribution function will be denoted as ®(x|u,A). For
the sake of simplicity, the PDF and CDF for the standard univariate (with mean zero
and variance equal to one) normal distribution will be denoted as ¢(x) and ®(x),
respectively.

For this model, the MLE of 6 is well-known:

Oy = (XTX)1XTY.

If we try to apply the maximum likelihood principle to prediction, we can obtain
the usual predicting scheme, which involves MLE of 6. Indeed, in order to maximize



d-POSTERIOR APPROACH IN REGRESSION 413

p(y*,Y10,X, X,) with respect to unknown parameters, we need to maximize it with
respect to 6 and y.. Since the mode of normal distribution is its mean, the MLE of y.
is Xf 0,1 - Note that here we do not need to estimate o2 for prediction.

For the Bayesian analysis, we need to specify the prior:

p(0) = (010, 7).

The parameter 7 is known.
The posterior density of 0 is

SXTy I, XTx\'
p(exx>=@(e\ : ,s), s:(—+ ) |

T g

This expression can be derived from the convolution theorem. The Bayesian estimate
of @ for the quadratic loss function L(6,d) = ||§ — d||3 is the posterior mean:

~ SXTy
Op = .
o

Note that this expression depends on o and 7.
In the same Bayesian setting, the posterior predictive for a new set of the predictor
variables X, is

XTSXTy
Py« X, V. X) = ¢ (y —

JXTSX, + 02> : (5)

This can be derived from the direct representation of the model (4), because the li-
near transformation of normal distribution is normal distribution as well. If the poste-
rior predictive is treated as posterior distribution, then for the quadratic loss function
L(ys,d) = (y. — d)* the Bayesian estimate for y, is X.0p.

Now, let us consider the d-posterior approach to estimate 6. For the model studied
in this section, we can find the U -estimate. Indeed, the posterior risk can be expressed as

R(d|Y,X) =E [|9 - d|} | v,X] =
=E (19— 9113 | ¥,X|+ 10 — dll} = trace(S) + 05 — |3

We used the fact that E [19 ‘ Y, X] = 0. Since the only term which depends on Y is

the term with 0p, the minimizing with respect to Y is straightforward, and the U-es-
timate of # is equal to the Bayesian estimate 6p.

Now, we want to find the U-estimate for y.. As it was said in the previous section,
in order to make the use of d-risk meaningful, we need to consider X, random. Sur-
prisingly, we do not need to specify it unless we assume that it does not depend on 6.
Then, the posterior predictive distribution does not depend on the distribution of X,
and it is given by formula (5). On a side note, if we consider X to be random with
distribution which does not depend on 6, then the posterior predictive also does not
change.

In order to find the U-estimate of y, for the quadratic loss function, we need to
minimize

R(d|X.,Y,X) =E[(y. - d)* | X,, Y. X]
with respect to X,,Y . Unfortunately, it seems that there is no invertible solution of
that optimization problem. However, if we consider only Y to be random, the U-
estimate of y, is equal to the Bayesian estimate. Considering only X, to be random
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gives a completely different result. Indeed, the posterior risk of the decision d can be
expressed as

RMX%KX%:E“%fo%V|XMKX}+Qf%4dP:
= XTSX, + 02+ (XT05 — d)>.
Differentiating with respect to X, yield
R(d|X.,Y,X) = 25X, + 205 (Xf 05 — d) .

Now, we need to solve the equation R'(d|X.,Y,X) = 0. By performing some transfor-
mations, we can get a solution for d:

25X, + 205 (X,T 05 — d) -0,

0LSX, + 0505 (X*TéB - d) =0,

oL . 0 .
d= efff(* + XT0p :X*Tis;ef’ + XT05.
939B 9303

The right side of the last expression is obtained by transposing the first term on the left
side. This yields the linear dependence on X, of the U-estimate for y.: y, = X 0y,
where

~ S0,
9U=93+AAB.
050

The fixed values of Y do not significantly affect interpretation. For the fixed Y,
the d-risk is an “average loss for particular decision value among a succession of expe-
riments, given the training set Y. One can argue that this interpretation is even more
natural and useful than the interpretation of d-risk for a random Y .

The problematic part here is the fact that hyperparameters ¢ and 7 need to be
known. In case of unknown hyperparameters, the ML-IT procedure (maximum likelihood
estimates) is popular. Another approach is to specify the distributions of ¢ and 7, and
use the marginal likelihood in all derivations. This approach is useful because marginal
likelihoods obtained that way are usually not very sensitive to changes of second-level
prior distributions parameters. Unfortunately, all these techniques do not yield results
which can be expressed with explicit formulas. It is also very difficult to apprehend their
impact on the posterior distribution and U -estimates.

3. Logit linear regression

In this section, we assume that dependent variables take only two values (0 and 1)
and follow the logit linear regression model. The density of a single observation is

P(yz = 1|97Xz) =0 (X;Te) 5
where sigmoid function is given by
o(x)

The likelihood function in this case is given by

- 1
Cl4e

n

p(v18.X) = [[ o (24 — )X79).

i=1
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The prior of 6 is assumed to be Gaussian: p(f) = »(0|0,72). Here, we also consider
X, to be random, and its distribution does not depend on 6. One such possibility is to
consider X, Gaussian with the mean vector 0 and covariance matrix A.

Unfortunately, integrals and optimization problems are intractable. Binary linear
regression is usually fitted by the numerical methods, regardless of the method of esti-
mating (MLE and MAP estimates or Bayesian estimate).

The posterior density of 6 is given by (1). The posterior predictive of a new set of
predictors X, is given by (3). Now, let us suppose that the loss function is given by

1, y«=d,

The Bayesian prediction rule for L predicts the value k£ that has the maximum predic-
tive posterior probability of P(y. = k| X,,Y,X).

The next step is to predict the value of y, given the new input X, . For this purpose,
we define the classification rule ¢ = ¢(X,,Y,X), so the values of ¢ correspond to
predicted values of y,.. D-risks of the classification rule ¢ for the 0-1 loss function are
given by

L(y,,d) = {

R¢(0) :P(y* = 1‘915:0)7 R¢(1) :P(y* =0[¢ = 1)'

These formulas can be expressed as

Ro(k) = [ [ Ply. =1~ 10, X0p(6. X.lo = ) dX. b,

where

p(6.X.10 = 1) = P(o = ko, X p(0)p(x.) | [ [ Plo =0 X)p(0)p(x.) dX. ab.

e R™

This expression for d-risk is convenient, because we usually know the distribution

In the case of finite decision spaces, U-estimates do not exist in most cases [1], so
we need to use different definition of the optimal decision rule. The binary classification
can be perceived as a problem of comparing two hypotheses. There exists [4] such a rule
¢* that for the given 0 < fy < 1 Ry+(0) < By and Ry« (1) is minimal among all
the rules ¢ that satisfy R4(0) < p. The most important thing here is that such a rule
(in setting of the prediction problem of the current section) has the following form:

o = 1, T>C,
o, T<C’

for some constant C' and T' = P(y. = 1/X,, Y, X). Note that for the Bayesian prediction
rule C' =0.5.

Of course, one can define 5y and numerically find C', for which R4+ (0) < fy. This is
the case when one decision is more important than other. However, usually researchers
do not distinguish different values of dependent variables, and the most natural way to
find such C' is that R4+ (0) = R4+ (1). It is possible for d-risks which are small enough,
or, conversely, large n. The latter is due to the fact that d-risks tend to 0 as n — oo,
see [5].

Note that we can calculate d-risks of ¢ for the fixed X, using

Ro(HX.) =Py = 1— k¢ =k, X.), k=0,L. (6)
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Fig. 1. Sample d-risks (6) of ¢* for C' = 0.4 and C = 0.5. Solid line is Rg+(0) and dashed
line is Rg= (1)

In order to get Ry4(k), one needs to calculate expectation of the last expression with
respect to X, .

The expression (6) is very interesting as it shows which values of X, are the most
risky in taking decisions. In order to see that, we set up a numerical example. We con-
sider a simple regression model of the form

P(y; = 1|0, X;) = o (6o + 461) ,

where x; is a scalar value. Let (6p,01)T ~ N(0,41), z;, 2. ~ N(0,9), i = 1,...,n,
n = 25. In the numerical Monte-Carlo experiment, we calculated frequencies of errors
and calculated conditional d-risks (6). The results for ¢* with C' = 0.4 and C' = 0.5
are shown in Fig. 1. Due to the symmetry of distributions of all variables, it is expected
that d-risk has also a symmetrical form. The values of z, with the largest d-risk are
those closest to zero. It is also expected, because then y, takes values 0 and 1 with the
expected probability of 0.5.

Conclusions

We studied the ways to construct the prediction rules, which minimize the d-risk.
For the linear regression with Gaussian noise, we constructed the U -estimate for the re-
gression parameter 6 and U -estimate for prediction of y. of a new observation X, for
random X, and fixed Y. For the linear logit regression, we suggested the prediction
rule, which minimizes the maximum of two d-risks.
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d-AnocTepuopHbIii TOAX0/ B perpeccun
A A. Bauxun

Kasanckuti ([Ipusoasicexuti) edepanvhodi ynusepcumem, 2. Kasanw, 420008, Poccus

AnaHoTanus

B crarbe npejicraBiena mombITKa MPUMEHUTD d-allOCTEPUOPHBIA 1M01X01 B perpeccuu. Tak
KaK perpecCHOHHbBIE TPOTHO3bI SIBJIAIOTCS 110 CYTH IOCIEI0BATETBHOCTBIO CXOXKUX PEIeHUi, 9TO
JTaéT BO3MOXKHOCTD MCITOJTB30BAHUS d-PUCKA KAK Mepbl KavueCTBa MPOTHO3MpOBaHUs. B pabo-
Te U3YJaIOTCs PA3JIUIHBIE MTOAX0/bI K IIPUMEHEHUIO d-alloCTePUOPHOTO TOJIX0/IA JJIsi ITPOTHO3a,
B PErpecCHOHHBIX MOJeJisAX. IIpeiaraercs moaxo, OCHOBAHHBIN Ha AIIOCTEPUOPHOM IMIPOrHO-
CTHYECKOM paCIpee/IeHIN TePEMEHHON-perpeccopa B 3aBUCHMOCTHU OT 3HAYEHUN TEPEMEHHBIX-
npeauKTopoB. st Toro 4robbl WHTEpHpeTalys d-pUCcKa MMPaBUJIa ITPOTHO3a MMEJIa CMBICI,
pejiiaraeTcsi J00aBUTh B BEPOSITHOCTHYIO MOJENb PACIIPee/IeHIe TPEINKTOPOB.

STa METOIUKA 6bIJ'Ia NIpUMEHEHa Ha JIBYX IPOCTBIX PErPECCUOHHBIX MOIECJIAX. CHaanIa usy-
qaeTcs JIMHEHHAas] PErpeccusi ¢ IrayCCOBCKUM OeJibiM IryMoM. st 9Toit Mojenn u jijis KBaJipa-
TUYECKON (DYHKIUU MTOTEPDH OBLIN MOCTPOEHBI OIIEHKH C PABHOMEPHO MUHUMAJIBHBIM d-PUCKOM.
Oxazajoch, 9TO OlEHKA IapaMeTpa COBHaJaeT ¢ 0aileCOBCKOHN OIEHKOM, a IMPOrHO3 HECKOJIb-
KO oTamyaercs. /lamee paccMaTpuBaeTcst JOrMCTHIECKAs PErpeccus Jiss OMHAPHON 3aBUCHMOI
nepeMmenHoit. st pyHkmum noreps 1-0 He cyIlecTByeT mpaBuiia MPOroHO3a, PABHOMEPHO MU-
HUMHU3UPYIOIIETO d-PUCK, TOITOMY TPEIAraeTCs MPaBUI0, KOTOPOE MUHUMU3UPYET MAKCIMYM
AByx d-puckoB. [lonyvuennbie st 06enx Mojeseil IpaBuia CPABHUBAIOTCA C U3BECTHBIMU pe-
IO MM d)yHKH‘I/IHMI/I, ITIOCTPOEHHBIMU COI'VIACHO BaﬁeCOBCKOMy PUHIUILY U IIPUHITUITY MaK-
CAMAJILHOTO TPABJIONOI00MSI.
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