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Abstract

Real data are usually characterized by high dimensionality. However, real data obtained
from real sources, due to the presence of various dependencies between data points and limi-
tations on their possible values, form, as a rule, form a small part of the high-dimensional
space of observations. The most common model is based on the hypothesis that data lie on
or near a manifold of a smaller dimension. This assumption is called the manifold hypothesis,
and inference and calculations under it are called manifold learning.

Grassmann & Stiefel eigenmaps is a manifold learning algorithm. One of its subproblems has
been considered in the paper: estimation of smooth vector fields by optimization on the Stiefel
group. A two-step algorithm has been introduced to solve the problem. Numerical experiments
with artificial data have been performed.

Keywords: manifold learning, dimensionality reduction, vector field estimation, optimiza-
tion on Stiefel manifold

Introduction

The concept of Big Data implies not only a large sample size, but also high di-
mensionality. Thus, real data usually have a very high dimensionality, for example,
the dimensionality of digital black and white photos is equal to the number of pixels
(up to 10 000 pixels), while brain images obtained per second with functional magnetic
resonance imaging have a size about 1.5 million. However, many traditional methods and
algorithms become inefficient or simply inoperable for high-dimensional data, and this
phenomenon is called the curse of dimensionality [1]. D. Donoho, a famous statistician,
said in 2000 at the Conference on Mathematical Challenges of the 21st Century: “We can
say with complete confidence that in the coming century high-dimensional data analysis
will be a very significant activity, and completely new methods of high-dimensional data
analysis will be developed; we just do not know what they are yet” [2].

However, real data obtained from real sources, due to the presence of various de-
pendencies between data points and limitations on their possible values, take, as a rule,
a small part of the high-dimensional space of observations. For example, the set of
all black and white portraits of human faces with the original dimension of the order
of hundreds of thousands has an intrinsic dimension of not more than 100. The conse-
quence of the low intrinsic dimension is the possibility of constructing a low-dimensional
parametrization of such data with the minimal loss of information contained in it. There-
fore, many algorithms for high-dimensional data processing begin with the problem of
dimensionality reduction, which results in low-dimensional descriptions of such data.

220



ESTIMATION OF SMOOTH VECTOR FIELDS ON MANIFOLDS... 221

The most common model for describing such data is the hypothesis that data lie on
or near a manifold M of a smaller dimension. This assumption is called the manifold
hypothesis [3], and inference and calculations under it are called manifold learning
4, 5].

At the moment, many manifold learning algorithms have been developed: IsoMap [6],
locally linear embedding [7], local tangent space alignment [8], Laplacian eigenmaps
[9, 10], Hessian eigenmaps [11], Grassmann & Stiefel eigenmaps (GSE) [12, 13], etc. It is
the GSE calculation aspects that are considered in the paper.

1. Manifold learning. Grassman—Stiefel eigenmaps

1.1. Manifold learning. Manifold embedding. Manifold learning problem is
to find the mapping h : M C R? — Y C R? given X = (Xq,...,Xn) € M C RP,
such that Y shows the structure of high-dimensional data, where M is a manifold
with dim M = ¢. The points X;,..., Xy are assumed to be independent identically
distributed (iid) random variables from a continuous measure p with suppy = M.
In addition, there should exist (and it should be estimated) the reverse map g: Y — RP
and the approximation error [|X — g(h(x))|| should be small.

Assuming that the manifold M can be covered by single coordinate chart B, we can
define coordinates (b1,...,b,) that represent our manifold. Thus, we can write in R? :
X = f(b), X' = f(V') and for two close points X, X’ consider the linear approximation:

X' =Js b)Y —b) + X,
where J¢(b) is the Jacobian matrix. Thus, we reformulate our problem as follows:

E[[(X' — X) = J;(®)( —b)|> - min 1

(X = X) = ;) =B = min (1)

for all close points (this notion will be defined further). GSE separates this problem into

two parts: the first task is to estimate the matrix J;y = J;(f~*(X)), the second one

is to estimate coordinates b for a given Jy. The latter problem is ordinary regression,
while the former one is of interest.

1.2. Local description. Neighborhoods construction. The Jacobian matrix
J¢(b) = (0fi/0b;), ¢ = 1,...,p, j = 1,...,q, defines a tangent space Tx(M) at
point X = f(b), where Tx (M) is a g-dimensional linear subspace. The tangent spaces
can be considered as elements of the Grassmann manifold Grass(p,q) consisting of all
q-dimensional linear subspaces in RP.

Every neighborhood of each point can be approximated by the tangent space (1)
(linear subspace of R?) as M is smooth. So, we should define the “linear” neighbor-
hood. For each sample point X,, € X, local neighborhood U(X,) = {Xi,..., Xim)}
consisting of k-near sample points is constructed. Typical examples of U(X,) are
U(X,,¢), the neighborhood of X, consisting of sample points that from e-ball cen-
tered at X,,, and U(X,, k) consisting of k-nearest to the X, sample points; in our
calculations, the latter one is used. These neighborhoods determine “Euclidean” kernels
K(X;,X;) =I(X; € U(X;)), where I(A) is the indicator of event A, i.e., I(4) =1
if A occurred, and I(A) = 0 otherwise.

Then, defining these linear subspaces is the standard manifold learning problem,
which is solved by principal component analysis (PCA). Thus, at each point we search
the directions of maximum variation, defining orthogonal vectors. These vectors are
joined in matrix Qpca € RP*Y, which is considered to be a projector from the ¢-
dimensional tangent space into RP. It is worth noting that Qpca are elements of
the Stiefel manifold Stief(p,q) — the set of all g-frames in RP: QL. ,Qpca = 1.
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1.3. Global description. We construct ¢-dimensional subspaces at each point
X,; as an approximation of the tangent bundle of a differentiable manifold. However,
our goal is to set a coordinate system on a manifold. Obviously, the PCA algorithm
does not provide coordinated frames. PCA estimation consistency and its rates are
obtained, for example, in [14, 15]. Thus, these frames should be rearranged in some
tanged fields H(X;) and Span(Qpca(X;)) = Span(H(X;)), where Span(A) is a linear
hull of columns Ay,..., A, of the matrix A = (4;,...,A4,,). Let v € R?*? be some
non-degenerate transformation in the tangent. Then, the frame Qpc4 is transformed
into the vector field Qpca - v from the same tangent space. Generally, for each point
we write:

H; = QPCA(Xi) % (2)

wherev; = v(X;) is a non-degenerate transformation of g¢-basis into g¢-dimensional
subspace, H; = H(X;) is a vector field at point X;.

While defining the distance between two vectors by the Euclidean norm ||.||2, it is
natural to set the distance between two vector fields by the Frobenius matrix norm

1H; = Hjllr = \/Tr((Hi — H;)T(H; — Hj)). (3)

Then, to measure the closeness between points (and, because of differentiability, also
between tangent spaces), we define the function K(X;,X;) = K;;. Finally, we face
the next optimization problem:

n
A(H,) =Y Kijl|H — H;|[% — [ nin (4)
i=1 Hi=1
subject toVi=1,...,n
rank(v;) = q,
SpanH; = SpanQpca(X:),
HI'H, =1,

We have {H;}", C Stief(p,q) as SpanH,; = SpanQpca(X;) and HI H; = I, for
i=1,...,n. Theset of {H;} ; could be explicitly extended H(X) for all X € M [12].
So, the solution of (4) with its extension is a smooth vector fields estimation on manifold
by optimization on the Stiefel manifold (group). The problem (4) was introduced in [16],
but there was only zero-order heuristic solution. Furthermore, our problem was solved
in [17] by the direct iterative procedure. In this paper, we introduce a theoretically
motivated one.

The sample X should be “dense” on M to get a good global vector field estimation.
Such a property is guarantied with high probability for good enough manifolds [15, 18§].

2. Algorithm

Orthogonal matrix v; € O(q) rotates the g-frame Qpca in RP, such that it finally
defines the same subspace. Thus, we get the following variation of functional (4):

2 .
A= ;Kinini - Qv — {u}nznzrin (5)
s.t. U,iTvi =1,

where Q; = Qpca(X;). This is an optimization problem with orthogonal constraints:
optimization on Lie group O(q). Nevertheless, the implementation of such optimization
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is impossible, because O(q) has two connected components (simply put matrices with
determinant +1 and —1). Thus, optimization is feasible on special orthogonal group,
i.e., proper rotation of g-frame. Yet, such optimization with our PCA-frames is degene-
rate, because for two infinitely close points X;, X; the distance ||[H;—H,||r in (4) will be
non-zero. To solve this problem, we must obtain an algorithm defining self-orientation
of bases on manifold and, then, defining the orientation on manifold. Let us remind
here that the manifold is orientable if there exists the set of maps (Uy, ¢ ), such that
the determinant of the Jacobian matrix cbaqﬁgl is positive for each o, 8; Uy (Ug # 0.

Proposition 1. Let the manifold M be orientable. Q;,Q; € RP*9 are the matrices
defining q-orthogonal unit vectors in the p-dimensional space for some close points X,
X; Then, the condition det(QzTQj) > 0 for every close points X;, X; sets an oriented
atlas of manifold M.

Condition det(Q7Q;) > 0 is easy to check for constructed frames (matrices Q7 Q;
are R7%?, ¢ no more than 10). Via this fact, we can make an inductive algorithm
defining the orientation on the manifold. Let A* = {X; ,...,X;,} be the set of k
points, where the right orientation is defined. In the first step, we take random point
X;, and set the right orientation at this point Q;, ; A' = {X;,}. In the k-th step, we get
the set of points A*¥ = {X;,,..., X;, }. Then, we find the closest point among X\ A* to

this set (X;,,, = arg ml{lAk |Z~Y]2);Y € A*. Following that, we check the condition

lk“Qj > 0, where X; € A* is the closest point to X, ,, . If det( lk+1Q-7) < 0, then
two columns in Q;, ., should be reversed, otherwise Q;, ., gives the right orientation, in
both cases A¥*1 = AFJ{X;,,,}. Finally, we get the whole set of points (X, ... 7XN)
and the set of oriented frames (Q1,...,QN).
By transforming functional (5), consider Q¥ Q; = I, we get the following optimiza-
tion problem:

Tk+1

Z Kij - Tr (v (QF Qj)vy) — min (6)

A brief scheme of the algorithm can be presented as follows:

A. constructing graph K;;; K;; = 1 if X; is among k-closest points of X, otherwise
Kij = O,

B. constructing frames QQpca by PCA at each point of sample;
C. initialization of frames QQpca — defining orientation of manifold;

D. solving optimization problem (6) by Trust Region Method [19].

3. Numerical experiments

The half of two- and four-dimensional spheres S2 ., C R*, S ., C R® and cylinder
S x [0,1] are considered as manifold M. All samples are iid uniformly distributed.

One can see that, as a result of optimization, initialization converges to the ideal
value of —2 fast and vector fields are visually smooth. The A values without optimiza-
tion are higher and the vector fields are not smooth.

Sample generation and steps 1-3 of the algorithm are implemented in R with the
standard packages. Step 4 of optimization is performed in Matlab using the Manopt
package for optimization on manifolds [20]. The derivatives and the Hessian matrix
were theoretically calculated for the functional (6) and were used as a part of input
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Fig. 3. A as a function of log;,(n/100) for the cylinder

for manopt. The functional (6) was scaled to present results for different sample sizes,
dimensions and neighbor numbers k: A = 2(Ngk)~'A. For two close points X;, X;,
the function is ¢~ !'Tr (HITHJ) — 1. Therefore, functional A should be close to —2.

The value of functional A as a function of log;,(NN/100) is calculated for sample
sizes N = 100 -2™, m = 0,...,4 for the cylinder and two-dimensional sphere and
m = 0,...,3 for the four-dimensional sphere. For each sample size, 10 samples were
calculated. In Figs. 1, 2 and 3, the mean value of functional (6) and its mean + /-
standard deviation are shown.

In Figs. 4 and 5, the optimized vector fields (a and ¢) and vector fields without
optimization (b and d) for the 2D sphere and cylinder are indicated.
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Fig. 4. Vector fields on sphere

Fig. 5. Vector fields on cylinder

Conclusions

The optimization aspects of vector field alignment on an unknown manifold were
considered. It is an important part of the Grassmann & Stiefel eigenmaps algorithm for
the manifold learning problem.

The algorithm for vector field alignment was introduced. The algorithm consists of
two steps: bases initialization at the same oriented atlas and Stiefel group optimization.
The numerical experiments with artificial data were performed. The proposed algorithm
shows good results.

Acknowledgements. The study by Yu.A. Yanovich was supported by the Russian
Science Foundation (project no. 14-50-00150).

References
1. Bellman R.E. Dynamic Programming. Princeton, Princeton Univ. Press, 1957. 339 p.

2. Donoho D.L. High-dimensional data analysis: The curses and blessings of dimensionality.
Proc. AMS Conf. on Math Challenges of 21st Century, 2000, pp. 1-33.

3. Seung H.S., Lee D.D. Cognition. The manifold ways of perception. Science, 2000, vol. 290,
no. 5500, pp. 2268-2269. doi: 10.1126/science.290.5500.2268.

4.  Huo X., Ni X.S., Smith A.K. A survey of manifold-based learning methods. In: Liao T.W.,
Triantaphyllou E. (Eds.) Recent Advances in Data Mining of Enterprise Data. Singapore,
World Sci., 2007, pp. 691-745. doi: 10.1142/9789812779861 0015.



226

E.N. ABRAMOV, YU.A. YANOVICH

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Ma Y., Fu Y. Manifold Learning Theory and Applications. London, CRC Press, 2011.
314 p.

Tenenbaum J.B., de Silva V., Langford J. A global geometric framework for nonlinear di-
mensionality reduction. Science, 2000, vol. 290, no. 5500, pp. 2319-2323. doi: 10.1126/sci-
ence.290.5500.2319.

Roweis S.T., Saul L.K. Nonlinear dimensionality reduction by locally linear embedding.
Science, 2000, vol. 290, no. 5500, pp. 2323-2326. doi: 10.1126/science.290.5500.2323.

Zhang 7., Zha H. Principal manifolds and nonlinear dimension reduction via local tan-
gent space alignment. SIAM J. Sci. Comput., 2004, vol. 26, no. 1, pp. 313-338. doi:
10.1137/S1064827502419154.

Belkin M., Niyogi P. Laplacian eigenmaps for dimensionality reduction and data
representation. J. Neural Comput., 2003, vol. 15, no. 6, pp. 1373-1396. doi:
10.1162/089976603321780317.

Belkin M., Niyogi P. Convergence of Laplacian eigenmaps. Adv. Neural Inf. Process. Syst.,
2007, vol. 19, pp. 129-136.

Donoho D.L., Grimes C. Hessian eigenmaps: Locally linear embedding techniques for
high-dimensional data. Proc. Natl. Acad. Sci. U. S. A., vol. 100, no. 10, pp. 5591-5596.
doi: 10.1073/pnas.1031596100.

Bernstein A., Kuleshov A.P. Manifold learning: Generalizing ability and tangent proxim-
ity. Int. J. Software Inf., 2013, vol. 7, no. 3, pp. 359-390.

Bernstein A., Kuleshov A., Yanovich Y. Manifold learning in regression tasks. In: Gammer-
man A., Vovk V., Papadopoulos H. (Eds.) Statistical Learning and Data Sciences. SLDS
2015. Lecture Notes in Computer Science. Vol. 9047. Cham, Springer, 2015, pp. 414-423.
doi: 10.1007/978-3-319-17091-6 _36. 2015.

Pelletier B. Non-parametric regression estimation on closed Riemannian. J. Nonparamet-
ric Stat., 2006, vol. 18, no. 1, pp. 57-67. doi: 10.1080,/10485250500504828.

Niyogi P., Smale S., Weinberger S. Finding the homology of submanifolds with high
confidence from random samples. Discrete Comput. Geom., 2008, vol. 39, no. 1, pp. 419—
441. doi: 10.1007/s00454-008-9053-2.

Bernstein A.V., Kuleshov A.P., Yanovich Yu.A. Locally isometric and conformal parame-
terization of image manifold. Proc. 8th Int. Conf. on Machine Vision (ICMV 2015), 2015,
vol. 9875, art. 987507, pp. 1-7, doi: 10.1117/12.2228741.

Kachan O., Yanovich Y., Abramov E. Vector fields alignment on manifolds via contrac-
tion mappings. Uchenye Zapiski Kazanskogo Universiteta. Seriya Fiziko-Matematicheskie
Nauki, 2018, vol. 160, no. 2, pp. 300-308.

Yanovich Yu. Asymptotic properties of local sampling on manifold. J. Math. Stat., 2016,
vol. 12, no. 3, pp. 157-175. doi: 10.3844/jmssp.2016.157.175.

Absil P.A., Mahony R., Sepulchre R. Optimization Algorithms on Matrix Manifolds.
Princeton, Princeton Univ. Press, 2007. 240 p.

Boumal N., Mishra B., Absil P.-A., Sepulchre R. Manopt, a Matlab toolbox for optimiza-
tion on manifolds. J. Mach. Learn. Res., 2014, vol. 15, no. 1, pp. 1455-1459.

Received
December 8, 2017




ESTIMATION OF SMOOTH VECTOR FIELDS ON MANIFOLDS. .. 227

Abramov Evgeny Nikolayevich, Graduate Student of the Faculty of Computer Science

National Research University “Higher School of Economics”
ul. Myasnitskaya, 20, Moscow, 101000 Russia
E-mail: petzchner@gmail.com

Yanovich Yury Alexandrovich, Candidate of Physical and Mathematical Sciences,
Researcher of the Center for Computational and Data-Intensive Science and Engineering;
Researcher of the Intelligent Data Analysis and Predictive Modeling Laboratory; Lecturer
of the Faculty of Computer Science
Skolkovo Institute of Science and Technology
ul. Nobelya, 3, Territory of the Innovation Center “Skolkovo”, Moscow, 143026 Russia
Kharkevich Institute for Information Transmission Problems, Russian Academy of Sciences
Bolshoy Karetny pereulok, 19, str. 1, Moscow, 127051 Russia
National Research University “Higher School of Economics”
ul. Myasnitskaya, 20, Moscow, 101000 Russia
E-mail: yury.yanovich@iitp.ru

VIK 519.23

OLIeHI/IBaHI/Ie TJIaAKNX BEKTOPHBIX moJieii Ha MHOI‘OOGpaBI/II/I C IIOMOIIIbIO
OIITUMU3AIIIU Ha CHeHI/IaJIbHOﬁ OpTOI‘OHaJ'IbHOﬁ rpyIiae

E.H. A6pamos', FO.A. Hnosun?3:1

! Hayuonarvhwiii uccaedosamenserutds ynueepcumenm «Bricuas wrkoaa sKonomurus,
2. Mocksa, 101000, Poccus
2 Cronrosckudl uncmumym naysu u mexnoaozud, 2. Mockea, 143026, Poccua

3 Uncmumym npobaem nepedavu ungopmayuu Xapresuua PAH, e. Mocksa, 127051, Poccus

AnaHoTanus

BadacTyio JaHHbIE, [IOJIyY€HHbIE U3 PEAJIbHBIX KCTOYHUKOB, UMEIOT BBICOKYIO PA3MEPHOCTD.
OHAKO YacTO, B CHJIy BO3MOXKHOTO HAJIMYNSI 3aBUCUMOCTUA MEXK/Iy NapaMeTpaMu, JTaHHbIE 3a-
HUMAIOT JIWITh MAJIYIO 9aCTh BBICOKOpa3MepHOro mpocrpaHcTBa. Camas olIasi MOMIENb OIMU-
CaHMsl TAKUX 3AKOHOMEDPHOCTEH — IIPEJIIOJIOKEHNE O TOM, UTO JaHHBIE JIeXKAT Ha MJIU OKOJIO
MHOT000pa3usi MeHbIIel pa3MepHocTH. Takoe MpeInoIosKeHne Ha3bIBAETCsI TUIIOTE30M MHOTO-
obpa3ust, 06JIaCTh MPUMEHEHUsI TAKOM TUIIOTE3bI — O0YUeHNe Ha MHOTOOOPA3UNU.

Buoxkenns I'paccmana—IItudenss — onuH u3 ajaropuTmMoB 0O0ydYeHUsI HA MHOTOOOpa3nw,
BapuaIisi KOTOPOro MpeJicTaBjieHa B paboTe: OlleHUBAHUE TVIAIKUX BEKTOPHBIX TOJIEH HA MHO-
roobpa3nn ¢ MOMOIIBIO ONTUMHU3AINY Ha CIIENUAIbHON OpTOroHaabHOi rpymme. [IpeacraBien
aJIPOPUTM JIJIsl PEIleHUs] 3aJ[@9i, [IPOBEJEHBbI YHCJIEHHbIE SKCIEPUMEHTBI Ha UCKYCCTBEHHBIX
JIAHHBIX.

KimroueBble cisioBa: oOydeHne Ha MHOrOOOpa3uu, CHUXKEHHE Pa3MEpPHOCTHU, OIIEHUBAHUE
BEKTOPHBIX ITOJIEHl, ONTUMHU3AINS Ha OPTOTOHAJIBHON TPYIIIe

IlocTynuna B pegaximio
08.12.17
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