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Abstract
Advances in artificial intelligence and robotics stand to change many aspects of our lives, including our values. If trends 
continue as expected, many industries will undergo automation in the near future, calling into question whether we can still 
value the sense of identity and security our occupations once provided us with. Likewise, the advent of social robots driven 
by AI, appears to be shifting the meaning of numerous, long-standing values associated with interpersonal relationships, like 
friendship. Furthermore, powerful actors’ and institutions’ increasing reliance on AI to make decisions that may affect how 
people live their lives may have a significant impact on privacy while also raising issues about algorithmic transparency and 
human control. In this paper, building and expanding on previous works, we will look at how the deployment of Artificial 
Intelligence technology may lead to changes in identity, security, and other crucial values (such as friendship, fairness, and 
privacy). We will discuss what challenges we may face in the process, while critically reflecting on whether such changes 
may be desirable. Finally, drawing on a series of considerations underlying virtue ethics, we will formulate a set of prelimi-
nary suggestions, which—we hope—can be used to more carefully guide the future roll out of AI technologies for human 
flourishing; that is, for social and moral good.
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1 Introduction

In the first half of the twentieth century, science fiction and 
Hollywood movies already envisaged an active role of intel-
ligent machines in society (Bench-Capon et al. 2012). It all 

began, one may say, with Tin Man the famous character 
in the fictional Land of Oz created by American author L. 
Frank Baum, and continued with Maria—the humanoid 
robot that played in Metropolis—Fritz Lang’s 1927 classic 
(Buchanan 2005). It is safe to say that by the 1940s, an army 
of computer scientists, mathematicians, and philosophers 
was actively trying to build intelligent machines and that 
the concept of artificial intelligence had already been cultur-
ally assimilated in people’s minds (Brooks 1999). Vannevar 
Bush’s visionary work (Bush 1945) is particularly instructive 
in this respect, as it anticipated many aspects of the mod-
ern information society. Bush’s work was also inspirational 
for one of the fathers of Computer Science, Alan Turing. 
Alan Turing was a British polymath, who established the 
foundations of modern computing. Turing believed that 
computers could think and would eventually be able to pos-
sess human level intelligence. In particular, he suggested 
that human cognition can be understood as a mere compu-
tation or manipulation of symbols (Turing and Haugeland 
1950). If we could map the operations of the brain formally 
(mathematically), then—on his view—we could also pro-
cess them into a Turing machine (an abstract computational 
device whose operations are limited to reading and writing 
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symbols on a tape, or moving along the tape left or right); 
so, we could practically replicate human behaviour (and 
intelligence) in such devices (Copeland 2000).

Turing’s groundbreaking idea faced two insurmountable 
challenges, though. Firstly, computers at that time could 
not store information, they could only execute commands. 
The capacity of storing information and retrieving it at will 
is (among other things) a crucial feature of human intelli-
gence (Sternberg 1983). Secondly, computing was extremely 
expensive. In the early 1950s, the cost of leasing a computer 
was around USD 200,000 a month (approximately USD 
2,306,622.41 in today’s money, if we consider inflation). 
This meant that only very prestigious universities or big tech 
companies could afford it. Proofs of significance and further 
discoveries were needed to persuade funding agencies to 
finance projects on machine intelligence (Kline 2010).

A significant breakthrough came about during the early 
1950s, with the development of the Logic Theorist. The 
Logic Theorist was a computer program designed to rep-
licate the problem solving skills typically found in humans 
(Norvig and Intelligence 2002). This program, arguably one 
of the first artificial intelligence programs ever designed, was 
presented at the Dartmouth Summer Research Project on 
Artificial Intelligence (DSRPAI) in 1956. This conference—
a collaborative effort who brought together top researchers 
from various academic fields, was jointly hosted by John 
McCarthy and Marvin Minsky. During this conference the 
term ‘artificial intelligence’ was coined (McCorduck and 
Cfe 2004). Despite the Dartmouth Summer Research Pro-
ject on Artificial Intelligence fell short of its very ambitious 
goals (McCarthy et al. 1956), it set the agenda by catalyzing 
the next 20 years of AI research.

As machines became faster, cheaper, and more accessible, 
the field literally boomed. From 1957 to 1974, research on 
AI flourished. Newell and Simon’s General Problem Solver 
(Newell et al. 1959), Rosenblatt’s PERCEPTRON (Rosen-
blatt 1960) and Weizenbaum’s ELIZA (Weizenbaum 1976) 
[to mentioned only a few] showed realistic potentials to 
replicate problem solving skills and learning abilities into 
artificial systems, sparking widespread enthusiasm about the 
future prospects of AI. In the late 1960s, Minsky famously 
noted that “from three to eight years we will have a machine 
with the general intelligence of an average human being”. 
Building and expanding on this seminal work, Newell 
and Simon (1972) formulated the physical symbol system 
hypothesis, which laid down the groundwork for the devel-
opment of the computational theory of mind (Fodor 1975); a 
very influential paradigm in philosophy, which attempted to 
explain human cognition in terms of computation performed 
on internal (neurally localizable) representations.

Nevertheless, while much of the theoretical apparatus 
for the development of intelligent systems had been devel-
oped, there was still a long way to go before the end goals 

of abstract thinking and learning could be successfully 
implemented in artificially constructed machines. Devas-
tating critiques quickly followed those very early successes, 
pointing out the insurmountable difficulties (both technical 
or mathematical—Minsky and Papert 1969 and philosophi-
cal—Searle 1982; Dreyfus 1976) underlying the develop-
ment of a strong AI (Dreyfus and Hubert 1992). As hopes 
dwindled so did the funding, and research on AI came to a 
halt for about 10 years.1

It was only in the late 1980s and early 1990s, with the 
advent of “deep learning” techniques and back-propaga-
tion training (Hopfield 1982; Rumelhart et al. 1986), that 
researchers found a way out of the impasse above-men-
tioned, proving that computers could actually learn from 
experience and might ultimately be able to attain human 
like intelligence (McClelland et al. 1986; Rumelhart et al. 
1994). For example, in 1999 LeCun et al. (1999) pioneered 
the concept of convolutional neural networks.

During the 1990s and early 2000s, many landmark goals 
of artificial intelligence were achieved. For instance, in 
1997, Gary Kasparov (chess grand-master and world cham-
pion) was defeated by IBM’s Deep Blue. In the same year, a 
speech recognition software, developed by Dragon Systems, 
was firstly implemented on Windows, opening the way to 
the development of modern virtual assistants (such as Siri, 
Alexa, Alisa etc.) capable of interacting and communicat-
ing with humans using speech synthesis. Similarly, artifi-
cial machines (such as Kismet) became capable of mapping 
and recognising human emotions through facial analysis 
(Breazeal 2002).

We now live in the age of “big data”; an age in which we 
have the capacity to collect huge amounts of information 
and process it with artificial machines in ways that are far 
more effective than a person (or a group of people) could 
ever do. In this context, Krizhevsky et al. (2012), Dean et al. 
(2012) further demonstrated the great power of deep learn-
ing techniques for several industries and various fields (rang-
ing from engineering and banking, to marketing, and even 
entertainment); see Le et al. (2020) for a helpful review. 
In the long term, the goal of researchers working on AI 
is to produce systems and artificial machines that will be 
capable of exceeding and surpassing human cognitive abili-
ties in virtually all tasks or fields. This possibility, thanks 
to the above-mentioned progresses and heavy investments 
by governments and funding agencies worldwide, seems 
within reach, or at least it no longer looks like an unattain-
able mirage.

This possibility also promises to bring about a fourth 
industrial revolution (Philbeck and Davis 2018) and with it 

1 https:// sitn. hms. harva rd. edu/ flash/ 2017/ histo ry- artifi cial- intel ligen 
ce/ (Last Accessed September 2022).

https://sitn.hms.harvard.edu/flash/2017/history-artificial-intelligence/
https://sitn.hms.harvard.edu/flash/2017/history-artificial-intelligence/


AI & SOCIETY 

1 3

large-scale changes to the functioning of our society, poten-
tially leading to undesirable societal outcomes (e.g., unus-
able skills and job losses, social insecurities, further cen-
tralization of power and money, concerns over privacy, just 
to mention a few). For this reason, a number of governments 
(e.g., Chinese,2 American,3 and Russian,4 to mention a few) 
as well as institutions (such as the EU5) advised by leading 
researchers (Floridi et al. 2018; Floridi 2019; Floridi and 
Cowls 2022; Cowls et al. 2019) already started evaluating 
the grand challenges that AI may pose to our societies (Yang 
et al. 2018; Taddeo and Floridi 2018) as well as reflecting 
on the opportunities to improve the well-being of their citi-
zens (Vallor 2016, 2017; Walsh et al. 2019), by promoting 
and endorsing the application and design of AI for Social 
Good (Floridi 2020; Smuha 2019; Delcker 2018) and Moral 
Enhancement (Savulescu 2009; Savulescu and Maslen 2015; 
Clarke et al. 2021).

Naturally, as noted above, a lot of works have been pro-
duced in the area and many important intellectuals ana-
lysed these problems before us. In this paper,building and 
expanding on those earlier works, we reflect on the pos-
sibility and desirability of applying new AI technologies in 
society. More precisely, in Sect. 2, we discuss a methodol-
ogy—recently applied in software engineering and based 
on Machine Learning—called Puzzle Driven Development 
(PDD), which (and more on this below) aims to automati-
cally prioritize tasks allocation for software engineers. We 
review the pros and cons of its widespread application in 
workplaces (such as IT companies) and on the job market. 
In Sect. 3, we extend the reach and scope of our analysis to 
other domains (such as social robotics, criminal justice, and 
medicine and healthcare) with the aim of better compre-
hending the broader potential impact of AI technologies in 
our societies. In doing so, we critically reflect on the oppor-
tunities (promises) as well as on the challenges (dangers) 
that the adoption of such technologies may bring about. In 
Sect. 4, by focusing on a series of important considerations 
underlying virtue ethics, we assess the desirability of this 
process (AI revolution), while developing a set of prelimi-
nary recommendations or suggestions, which—we hope—
can be used to more carefully guide the future implementa-
tion of AI technologies for human flourishing; that is for 
social and moral good. Finally, we conclude (Sect. 5), by 
discussing possible future research directions.

2  AI in the workplace: puzzle driven 
development

Writing software is a complex process that typically requires 
several programmers working collaboratively with the same 
code base (Wasserman 1996). Version Control Systems 
(VCS) are used by most projects to maintain a code base 
(e.g., Git). So called “feature branches” provided by VCS 
help developers isolating their changes and subsequently 
testing and integrating them into the source code trunk (Spi-
nellis 2005). However, when a development team is large 
and the intensity of the changes is significant, developers 
often face the so-called problem of stale branches (branches 
of the repository that have become too large and haven’t 
been dealt with by anyone in a very long time).6

To prevent such situations from happening and, hence, 
to streamline the development process, some teams adopt 
early merges of incomplete changes. In other words, they 
force programmers to leave TODO markers (known as puz-
zles) in any unresolved branch (Storey et al. 2008). These 
puzzles are then converted (typically by the project manager) 
to new tasks when the branch gets merged into the trunk. 
Even though there are a few existing tools developed to auto-
mate this process, none of them—to date—can prioritize and 
properly assign the tasks being created (Guo et al. 2021). 
Because of this significant shortcoming that causes tasks to 
quickly flood the backlog, such tools haven’t been used in 
large and complex projects (Schwaber 1997).

Recently, however, a few researchers proposed a new 
development methodology called Puzzle Driven Develop-
ment.7 This technique (Bugayenko et al. 2022a, b) delegates 
the responsibility of task decomposition to its performers 
(the developers). In doing so, it eliminates the role of the 
project manager in task decomposition. In other words, this 
technique manages the programmer and their tasks at the 
same time, by requiring the maximum amount of work that 
can be done by any developer on any given task. This means 
that the developer focuses on delivering the task for which 
she has been hired by contributing the maximum to it and 
with the least amount of resistance (like blockers, unclear 
descriptions, dependencies on other tasks). The developer 
then creates more tasks by adding puzzles to positions in 
the codebase where the rest of the work needs to be done. 
This implies that the initial task can be moved to a “done” 
or “completed” state and its children tasks (created using 

2 http:// www. gov. cn/ zheng ce/ conte nt/ 2017- 07/ 20/ conte nt521 1996. 
html (Last Accessed September 2022).
3 https:// www. ai. gov/ (Last Accessed September 2022).
4 http:// en. kreml in. ru/ events/ presi dent/ news/ 57425 (Last Accessed 
September 2022).
5 https:// ec. europa. eu/ futur ium/ en/ ai- allia nce- consu ltati on.1. html 
(Last Accessed September 2022).

6 An example at: https:// github. com/ git/ git/ commit/ e194c d1e0e 
08611 462eb 9c5a7 31a7a 3d797 f9252 (Last Accessed September 
2022).
7 https:// www. yegor 256. com/ 2018/ 03/ 21/ zeroc racy- annou nceme nt. 
html (Last Accessed September 2022); https:// paten ts. google. com/ 
patent/ US201 20023 476A1/ en (Last Accessed September 2022).

http://www.gov.cn/zhengce/content/2017-07/20/content5211996.html
http://www.gov.cn/zhengce/content/2017-07/20/content5211996.html
https://www.ai.gov/
http://en.kremlin.ru/events/president/news/57425
https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html
https://github.com/git/git/commit/e194cd1e0e08611462eb9c5a731a7a3d797f9252
https://github.com/git/git/commit/e194cd1e0e08611462eb9c5a731a7a3d797f9252
https://www.yegor256.com/2018/03/21/zerocracy-announcement.html
https://www.yegor256.com/2018/03/21/zerocracy-announcement.html
https://patents.google.com/patent/US20120023476A1/en
https://patents.google.com/patent/US20120023476A1/en
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puzzles) do not have a hard dependency on the parent task. 
In essence, these newly created tasks are not blocked by the 
initial task.

Complexity and volume are often mentioned as two of 
the major factors attributed to incomplete, delayed and/
or failed tasks/projects in software development (Mitch-
ell 1990). Smaller and simple tasks with shorter estimated 
delivery times, on the other hand, have a higher completion 
and success rate (Lalsing et al. 2012). Crucially, effective 
task management is of paramount importance in software 
engineering, especially for large organizations with hun-
dreds of thousands of developers and significant amounts 
of backlogs. Projects managers, though, are often too busy 
to deal with all the tasks of a project because they often 
manage more than one project at the same time. The PDD 
methodology promises to enable the continuous free flow of 
work, while limiting dependencies between tasks or block-
ers, which often lead to delays in task delivery and subse-
quently, to significant delays in project delivery. In brief, 
with the use of Machine Learning (ML) it is now virtually 
possible to automatically prioritize tasks and adopt smarter 
forms of management that help increasing the effectiveness 
as well as the productivity of software development (Cian-
carini et al. 2021a, b).

In truth, business companies have long used AI-based 
solutions to automate routine tasks in operations and logis-
tics (Raisch and Krakowski 2021). However, with recent 
advances in computational power, the exponential increase 
in data, and new machine-learning techniques—such as 
the one we discussed above—corporations are now able to 
use AI-based solutions also for important managerial tasks 
(Brynjolfsson and Mcafee 2017)

It is therefore not surprising that big IT companies are 
heavily investing in these techniques and methodologies, 
foreseeing the unique potentialities of Machine Learning for 
streamlining workflow, efficiency, as well as for maximising 
profits. Admittedly, the adoption of Machine Learning, if 
properly implemented, could also benefit the workers. For 
example, it could contribute to significantly reduce stress, 
thereby allowing developers to achieve a more balanced 
lifestyle and to live fuller lives. In this sense, we could posi-
tively assess such developments and consider them as illus-
trative, paradigmatic examples of the rising tide of artificial 
intelligence technology to business automation, which also 
currently involves other fields (Wright and Schultz 2018) 
(ranging from robotics and entertainment to medicine and 
sensors).

Nevertheless, despite these extraordinary applications 
and the promise to enhance workers’ well being, it is still 
crucially important to adopt a critical stance and encourage 
some criticism towards the widespread implementation of 
such techniques and technologies in the workplace. Thus, 
it is of paramount importance to reflect on the potential 

nefarious ethical and sociological implications that business 
automation may have for future professions, workplaces, and 
even civil rights. Next, we turn to analyse some of these 
effects or implications.

A great number of researchers already pointed out the 
potential negative impact of automation on the future of jobs 
(Brynjolfsson and McAfee 2014; Susskind and Susskind 
2015). Some of them argued that this digital revolution is 
going to create massive job losses on an unprecedented scale 
(see Wajcman 2017 for an helpful review). Others (e.g., Ford 
2017) claimed that due to information technology not only 
low-skill workers but also highly-skilled professionals will 
be at risk of being displaced by machines. Most of these 
researchers therefore share the view that automation is likely 
to produce significant labor disruptions (e.g., Arntz et al. 
2017). For example, Frey and Osborne (2017) predicted that 
automation could replace as much as 50% of today’s jobs in 
as little as 10 years.

Not everyone has looked at this process with negative 
eyes, though. For example, a few researchers envisaged 
favorable labor supply adjustments following this AI revo-
lution (Abeliansky and Prettner 2017; Kurzweil 2005).

Some researchers also took a (pragmatic) middle ground 
position (Daugherty and Wilson 2018; Davenport and Kirby 
2016). They emphasised the many limitations that machines 
still have and anticipated the advent of an era where, rather 
than being adversaries, humans and artificial systems will 
coalesce, combining their complementary strengths to ena-
ble faster learning and the development of enhanced capa-
bilities (Markoff 2016).

Consistent with these recommendations, many IT com-
panies started pursuing the implementation of an augmen-
tation strategy, rather than one involving mere automation. 
For example, Satya Nadella, CEO of Microsoft, stated that 
the firm will “build intelligence that augments human abili-
ties and experiences. Ultimately, it’s not going to be about 
human vs. machine”.8 On a similar vein, IBM recently 
asserted that “the purpose of AI and cognitive systems 
developed and applied by the IBM company is to augment 
human intelligence”.9 Yet, significant worries remain con-
cerning the fact that AI technology (such as machine learn-
ing), while improving the economy, streamlining efficiency, 
and maximising profits may also exacerbate and radicalise 
societal inequalities, by—for instance—reducing employ-
ment and wages, especially for the working and the middle 

8 https:// slate. com/ techn ology/ 2016/ 06/ micro soft- ceo- satya- nadel la- 
humans- and-a- i- can- work- toget her- to- solve- socie tys- chall enges. html 
(Last Accessed September 2022).
9 https:// www. ibm. com/ blogs/ think/ 2017/ 01/ ibm- cogni tive- princ 
iples/ (Last Accessed September 2022).

https://slate.com/technology/2016/06/microsoft-ceo-satya-nadella-humans-and-a-i-can-work-together-to-solve-societys-challenges.html
https://slate.com/technology/2016/06/microsoft-ceo-satya-nadella-humans-and-a-i-can-work-together-to-solve-societys-challenges.html
https://www.ibm.com/blogs/think/2017/01/ibm-cognitive-principles/
https://www.ibm.com/blogs/think/2017/01/ibm-cognitive-principles/
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class (Acemoglu and Restrepo 2020), thereby leading us into 
a dystopian future (Bostrom 2017).

However, returning to the case study in software engi-
neering (PDD) we presented above, we can say that what is 
truly original and perhaps more interesting about such a case 
is not necessarily the fact that it will lead to increase auto-
mation; rather, that it can be taken to show how automation 
may become an essential requirement for the implementation 
and functioning of the process itself. In other words, the 
software/the program/the technique won’t merely be a tool 
in the hands of IT companies to increase efficiency, decrease 
costs, or speed up the development process. In brief, some-
thing we—as humans—may choose to implement or refuse 
to based on a series of partial and subjective objectives. The 
PDD case is potentially illustrative of an economy and of a 
society that, once built, wouldn’t be able to give up the soft-
ware or the programs on which it is be based. This is because 
doing so, in virtually every domain (from communication to 
public health, and finance), will determine a collapse of the 
society itself. This means that it is not just the realisation of 
the infrastructure that leads to automation that matters in 
this case, but also the processes managing the update and 
repair of the software/programs as well as those that deter-
mine their functioning that become crucial. This is because 
such processes are mandatory to keep the system, hence the 
society based on them, alive; that is, up and running. The 
pressure then to speed up and streamline everything that 
relates to the software or the program (even the capacity to 
fend off cyber-attacks) becomes an imperative, a must do 
to ensure the system’s survival. In this sense, the PDD (and 
similar cases) may constitute obligations that must be car-
ried out, in the most efficient way possible, even if they may 
cause significant job losses. This seems to be a very peculiar 
characteristic of an economy that is based on information 
technology, which is—however—also deeply welded on a 
significant component of AI, to the extent that—one may 
argue—makes it utterly dependent upon it.

The possible dependence of future societies on increas-
ingly powerful AI systems raises another significant worry. 
The concern one may raise with respect to this point is that 
AI technologies are not just any piece of technology—they 
are pieces of technology (that, at least in some cases, such 
as the one we discussed above) are meant to fully replace 
humans in their capacity of decision-making. There are 
several important ethical questions that one may ask in 
this respect. For instance: (i) what risks are involved when 
AI replaces humans in their capacity of decision-making, 
and (ii) how do we best avoid such risks? or (iii) is ethi-
cally desirable or permissible to delegate important deci-
sions to AI systems? Provided that AI is more efficient than 
human intelligence for certain tasks, it must be noted that 
decision-making in humans is a complex process, which is 
often based on moral values and ethical considerations of 

things such as respect, dignity, non-discrimination, etc., that 
contemporary AI systems lack. While these issues may not 
be directly relevant in cases where AI is used for human-
machine interaction, they become extremely significant in 
cases where AI is deployed for human-human interactions 
(such as in some of the cases we will discuss below).

3  AI in society: promises and dangers

In the nearest future, AI as a technology will likely change 
not only the way we operate at work, but also the way we live 
our lives. In general, one may venture to say that the prosper-
ity of future societies may well depend on their abilities to 
adapt to the transformational changes that the AI revolution 
will bring about. In this section we focus specifically on 
three domains and on the analysis of how AI may influence 
specific human values related to them: (a) social robotics 
(friendship), (b) criminal justice (fairness), and (c) medicine 
and healthcare (privacy).

3.1  Social robotics

In the last decade, there have been significant efforts to study 
the possible uses of social robots (Johal 2020; Heerink et al. 
2016). These are robots built in a humanoid or animal-like 
form that are developed for natural, affective, and quasi-
interpersonal human–robot interactions (Breazeal et  al. 
2016). For such interactions to be akin to the interpersonal 
interactions observed among humans, social robots need to 
be equipped with human-like emotions, which are usually 
developed using methods of artificial intelligence, known 
as artificial emotional intelligence (AEI). Such methods 
typically allow or assist social robots in performing the fol-
lowing tasks: i. emotion recognition, ii. emotion generation, 
and iii. emotion augmentation (Schuller and Schuller 2018). 
While the first two of these tasks are actively studied and 
even partially implemented in social robotics; the task of 
emotion augmentation has remained—at the time of writ-
ing at least—partly unexplored. However, we must note that 
even the simplest task; that of emotion recognition may—to 
date—represent a challenge, especially when considering 
‘microexpressions’ on human faces, for examples signals 
of power (posture, volume of voice, etc.; see Krakovsky 
[2018]). In addition, given the multi-modal nature char-
acterising much of human communication, it is absolutely 
critical for AI (if it wants to be successful, at least) to cor-
rectly recognize and understand human psychology. In this 
context it is worth noting that consultative AI, the sort of 
AI that is extensively used in information assistance ser-
vices, can rarely communicate information to calm down 
a person if the person shows signs of irritation or stress. 
Similarly, most of the social robots available to date are able 



 AI & SOCIETY

1 3

to perform specific roles (e.g., involving caring); however, 
all such roles are typically performed on a structured and 
predictable scenario where psychological variables are not 
taken into account. Even though social robots may offer cer-
tain benefits- for example- they could alleviate stress or other 
negative emotions or even contribute to develop empathy 
in children, as recently shown by Alemi et al. (2016); they 
may not be able to repeat some of the same positive effects 
in adults, unless adult humans consider such robots smart 
enough to sympathize and engage with them (in other words, 
unless such robots demonstrate the capacity to recognize 
emotions and to act in accordance with social norms). How-
ever, as interest in social robots will likely increase, it may 
be worth reflecting on the possibility of using social robots 
as means to cultivate friendship. Many researchers (Gabriel 
2020; Montes and Goertzel 2019; Renda 2019) already spec-
ulated about the possibility to create robot-friends (Marti 
2010). For example, Promobot recently introduced a new 
humanoid robot capable of gesticulating and communicating 
realistically with people, pretty much like a friend.10

With high hopes, however, also came strong criticism. 
One concern, raised by Danaher (2019), is that robots will 
only -at best- be able to imitate the emotional reactions 
and behavioral patterns that humans associate with friend-
ship. Even though interaction-oriented robots may seem 
to become more human-like and with the introduction of 
AI they will able to communicate in a more personalized 
manner, their social abilities will still lag behind those of a 
human being. As a consequence, one may conclude, that the 
human–robot experience will still significantly differ from 
the kind of friendship observed among humans.

In this context, we can raise a second concern, which 
unlike the one we presented above, has not been widely dis-
cussed in the literature and as such is quite original. The 
concern is not about the inability of social robots to mimic 
behavioural patterns observed in friendship among humans 
but about their incapacity to mimic the styles of friendship 
observed among real friends. Consider a lonely elderly or a 
person living in a remote (isolated) place (e.g., in the moun-
tains), a humanoid robot friend might certainly be a desir-
able solution for such a person (certainly a better solution 
than its alternative; that is, no friends at all); however, the 
ethically sensitive aspect that we think needs to be discussed 
concerns the friendship style that the robot must be trained/
pre-programmed to pursue or exercise.

Should it be “confirmatory and caring”; i.e., should it 
always indulge and support the human? Or should it be also 
“corrective”; that is, by virtue of its “neutral” and logical 
competence (the robot is still a computer) must it try to 

convince the human to modify or to improve certain atti-
tudes, behaviours, and/or lifestyles when logic demands 
it? Should the robot perhaps be “adversative”; i.e., possess 
its own point of view (which one, in case?) and support it 
in the interaction with the human even when it leads to a 
clash? In brief, the point we are after here is that the human 
friend does a bit of all of the above and probably does even 
more. For example, the human friend is capable not only 
of switching its behaviour/stance (from, say, confirmatory 
and caring, to neutral/corrective, or even adversative) but 
also to adjusting it with respect to changing environmental 
circumstances and/or psychological scenarios. The robotic 
friend, on the contrary, is neither capable of changing its 
stance (to switch modality, unless reprogrammed) nor is able 
to adjust its behaviour in relation to changing conditions (be 
them environmental or psychological). It simply performs 
the job for which it has been trained or pre-programmed. In 
this context, it may well happen that the robotic friend that 
panders and indulges and supports on all conditions (no mat-
ters what) its human friend may be preferred over, say, an 
overly critical human being. This situation, however, poses 
significant ethical issues, as it may gradually contribute to a 
loss of important societal values (such as honesty, respect, 
integrity and other normative ones) that appear to character-
ise real friendship but that are also of paramount importance 
for proper and harmonious group relations.

3.2  Criminal justice

Another domain where the AI is currently being imple-
mented is criminal justice. ‘Risk assessment tools’ are 
increasingly used in courts for dealing with a number of 
tasks such as: (i) assisting judicial decision-making, (ii) 
initial sentencing, (iii) probation and parole granting, and 
(iv) post-release monitoring (Weidong 2020; Wang 2020). 
The introduction of AI in criminal justice serves mainly the 
purpose of automation, pursued in the name of objectiveness 
and neutrality. As automation is based on datasets, statistical 
models or inferences, it is believed that AI could elaborate 
more objective data, which would allow it to render fairer 
judgements.

In this respect there are a series of important ethical 
considerations to make. Firstly, how reliable are those data-
sets and statistical models? The crimes recorded at police 
departments are not necessarily all the crimes that happen, 
as the criminality rate may depend (quite heavily) on polic-
ing strategy, and also on relations between the local com-
munity and the police (Isaac 2017). Thus, one of the most 
critical and crucial aspects underlying the implementation 
of AI technologies in this domain involves the reliability of 
the algorithmic computations that are fed to the AI system 
and their potentially discriminative nature. If such datasets 
and algorithms or statistics are not proper and sound, they 

10 https:// tadvi ser. com/ index. php/ Produ ct: Promo botRo bo-C (Last 
Accessed September 2022).

https://tadviser.com/index.php/Product:PromobotRobo-C
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may well cause extensive false positives, especially towards 
ethnic minorities (Douglas et al. 2017). What may poten-
tially happen is—for instance—that stringent post-release 
policing in certain areas with already high criminality rate 
may result in mass incarcerations, while in other areas less 
stringent policing policies may just cause the AI system to 
release pressure on criminals, allowing them to act more 
or less freely. On these grounds, one could argue that the 
implementation of automation and AI in criminal justice 
may actually threaten (rather than ameliorating) the func-
tioning of the criminal justice system.

Secondly, one could also raise another worry, related to 
the one discussed above, which is about the application of 
AI in the determination of risk for bail and parole; or in the 
usage of AI for sentencing. Surely, a positive bias towards 
automation could be defended in all these cases. If we think 
about how wrong human inferences can be (Kahneman 
2011) or about how a judges’ eating habits may affect the 
harshness of punishment (Glöckner 2016; Danziger et al. 
2011), the idea of automating the process may quickly arise 
as the fairest as well as the most efficient prospect available. 
However, a judgement made through an algorithm is not 
always better than a judgment performed by a human being, 
as we already explained above, especially because—in the 
end—humans are strongly biased creatures, who invariably 
prefer evaluations made by other humans (especially when 
it comes to punishment) (McKay 2020). So, any decision 
(however fair) made by a machine (however intelligent) may 
never be fully accepted by a human being and this may lead 
to potentially significant social tensions. All in all then, there 
seems to be serious issues underlying the implementation of 
AI technology in the criminal justice systems, which may 
threaten both ethical and social values.

3.3  Medicine and healthcare

In the area of medicine the primary role of AI is to analyze 
the relationships between prevention or treatment techniques 
of a wide array of medical conditions, and/or to improve 
medical diagnosis [Ahuja (2019) and Sand et al. (2021)]. 
There is no doubt that the intelligent clustering of medical 
data can assist doctors in many ways. For example, com-
putational psychiatry (Montague et al. 2012) uses com-
putational tools (such as machine-learning) to process the 
patient’s clinical data in order to improve disease classifica-
tion, predict treatment outcomes and -on these bases- refine 
the choice of drugs to be administered (Wiese and Friston 
2021).

The ethical aspect underlying the application of AI in 
this new branch of medicine is related to the possible “dep-
ersonalization” of treatment, which is based on the digital 
processing of quantitative parameters, without consider-
ing the phenomenological aspects that are related to the 

physiological ones. Although a few researchers recently 
argued that there are potential significant benefits in this 
process (Palmer and Schwan 2021), especially related to the 
mitigation of shame-induced barriers to medical care, others 
[such as Alvarado (2021)] also convincingly showed that 
even if deep neural networks trained by AI may be better 
than human doctors with respect to accuracy (at least in cer-
tain domains; e.g., radiology), may be less costly, and even 
possess more predictive power; we would not have sufficient 
reason to trust them in the same way as we trust a human 
counterpart. In other words, even if AI and its computational 
techniques may be able to trigger otherwise unattainable 
advancements in the way we understand the biochemical 
balances of our brain, this does not necessarily mean that 
the individual will trust them and that humans will enjoy an 
equally satisfactory experience ‘from the phenomenological 
perspective’, at least (Wiese and Friston 2021).

Yet, one may still argue that the pattern-recognition tech-
nology typically used in machine learning, combined with 
the opportunity of testing on ‘virtual cohorts’, could provide 
very powerful opportunities for the development of better 
treatment in several branches of medicine (Altman 2015). 
This might be true. However, in all the cases we discuss 
there is a significant amount of personal data to dealt with 
(the patients’ data). Hence, it seems crucial to determine the 
boundaries of privacy, so that the data would allow training 
the machine and carrying out its assessment on a condi-
tion of anonymity and in accordance with ethical principles 
and values. It is worth noting that many researchers already 
started investigating the ways in which Blockchain technol-
ogy could be applied in healthcare, for instance (Xia et al. 
2017). Blockchain technology, in tying the possibility of 
accessing personal data to the person’s biometrics, could 
well be used to place the patients at the center of the medi-
cal ecosystem, to increase their security, privacy, and even 
the interoperability of their health data (Megha et al. 2021).

However, how secure the personal information recorded 
on that blockchain could ever be? Otherwise stated, how 
a blockchain system is coded and funded, to whom it ulti-
mately responds, and under which legal framework it works 
would have fundamental intentional and unintentional ethi-
cal consequences on the way in which the person’s privacy 
is preserved (Megha et al. 2021). This area, at the time of 
writing, is simply too murky to make any sensible or definite 
ethical recommendation on the topic.

As a final note to this discussion, one could notice that 
in cases of human-machine interaction (Farina and Lavazza 
2021a, b; 2022a, b) the risks involved in the deployment of 
AI systems may be rather limited (related—at worst—to job 
losses), while they might be much more significant if the 
AI system is meant to replace the human in human interac-
tions. This is because artificial machines are not autono-
mous moral agents, they don’t have the ability—at the time 
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of writing at least—to intend an action or to autonomously 
choose an intentional action; so, they lack the deliberation 
required to make responsible decisions. Thus, relevant ethi-
cal considerations should be built in such systems by the 
developers themselves, possibly as behavioural patterns, as 
it seems clear that ethical insights are desperately needed 
for such systems.

4  Designing AI for moral and social good: 
a virtuous ethics perspective

Having critically assessed the opportunities and the chal-
lenges underlying the implementation of AI technologies 
in the wider society, we can now briefly reflect on how to 
use such technologies for social and moral good (Cath et al. 
2018).

Although—as Jones (2013) brilliantly noticed—there is 
probably a little Ned Ludd in us all, and even though each of 
us could certainly sympathize with those workers in England 
who ‘toiled two centuries ago in “dark Satanic mills,” as 
poetically described by Blake and Bloom (1982),11 and felt 
driven to smash the machines that were replacing them’; it 
is practically impossible to think or even imagine that we 
could now meaningfully stop the revolution pushed forward 
through the development of AI technologies.

 Wiener (1988) famously made the ethical argument that 
humans should be liberated from work that machines can do 
better. Yet, there is a widespread anxiety (call it paranoia, 
if you like) in society, visualised in many movies (ranging 
from Chaplin’s Modern Times and Kubrick’s 2001: A Space 
Odyssey  to the Wachowskis’ Matrix trilogy and Cameron’s 
Terminator), with respect to a future where machines will 
raise, revolt against us, and become our masters. This kind 
of understanding is also partly echoed in the philosophical 
writings of Frisch (1959) and Arendt (1950).

In truth, the ethics of AI has already been the subject 
of in-depth analyses that have explored many of the most 
significant aspects involved in it (Taddeo and Floridi 2018; 
Floridi et al. 2018; Floridi 2019; Cath et al. 2018; Cowls 
et al. 2019; Savulescu 2009; Savulescu and Maslen 2015).

Roughly speaking, we can say that there are three main 
directions or dimensions inspiring and characterising such 
ethical analyses (Li 2021). 

1. Consequentialist Ethics. Under this framework an agent 
is thought to be (or become) ethical, if and only if—in 
weighing the consequences of each possible choice—she 

chooses the option that has the best aggregate conse-
quences.

2. Deontological Ethics. Under this understanding an agent 
is believed to be (or become) ethical, if and only if she 
is conscious of her obligations and duties and—conse-
quently—if she acts in accordance to established social 
norms.

3. Virtue Ethics. Under this framework an agent is (or 
becomes) ethical, if and only if she displays virtues 
(such as courage, justice, generosity etc.) and therefore 
acts according to exemplary moral values, so as to be 
perceived favourably by others.

Under any of these three frameworks, the need to maintain 
and preserve human self-determination (especially in rela-
tion to AI-governed systems) has been strongly emphasized 
(Coeckelbergh 2020; Spiekermann et  al. 2022; Trappl, 
2015). This is particularly important because we are enter-
ing an era when automation is being extended to many areas 
and domains, as we have seen above. Directly linked to the 
issue of self-determination is the issue of agency (the abil-
ity of human beings to act consciously and freely), which 
has also captured the attention of many researchers across 
the above-mentioned dimensions (Johnson and Verdicchio 
2019). Agency is one of the properties that make individu-
als persons and allow them to have full moral status; hence, 
it is a property that is of paramount importance to attribute 
meaning to people’s existence. This is why it has been noted 
that an ever-increasing extension of decision-making and 
control of complex processes by artificial intelligence sys-
tems may cause a restriction of human agency, albeit with a 
gain in efficiency (Hallamaa and Kalliokoski 2020).

Yet, it must be also noted that are more ethical issues that 
have received increased attention within those frameworks 
we mentioned above. These are those concerned with the 
possibility of explaining and making transparent the criteria 
on the basis of which an AI system can make decisions. For 
example, total human control of automation is obviously 
not a desirable outcome, as it seems to contradict the pur-
pose for which AI is employed in the first place, which is—
mainly—to do what a human being or even an organization 
of humans cannot do as effectively, efficiently, and quickly. 
Nevertheless, some form of control in terms of responsibility 
for the consequences of the decisions taken by an AI system 
seems to be necessary (de Fine Licht and de Fine Licht 2020; 
Felzmann et al. 2020). Such checks must be implemented in 
certain domains, for instance, in the medical applications of 
AI—mainly when there is the possibility of an inauspicious 
outcome. Is it an outcome that no doctor could have avoided 
in any case, or is it a case where the system has ‘made a 
mistake’? And, consequently, who should bear the costs for 
the mistake?11 https:// physi cstod ay. scita tion. org/ doi/ 10. 1063/1. 27319 75 (Last 

Accessed September 2022).

https://physicstoday.scitation.org/doi/10.1063/1.2731975
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The concern for transparency, i.e., understanding the ways 
in which the AI used reaches its decision, seems to be of 
paramount importance also with respect to the applications 
of AI technologies to the criminal justice system. Crucial 
points in this context involve reflections on: (i) why certain 
areas are deemed more in need of close police control than 
another?; or (ii) why an offender is given a harsher sentence 
than another offender, who has committed the same type of 
crime? These points, of course, become all the more rel-
evant as the more invisible the artificial intelligence systems 
become. In truth, in this case it is not just the transparency of 
the automation process that seem to pose significant ethical 
issues but also the fact that some functions in those systems 
might be automated and hence be beyond human control.

In this sense, as discussed in Sect. 1 above, not only have 
many scholars and representatives of civil society voiced 
concerns and suggested forms of protection and regula-
tion of people and society, but also some states and inter-
state organizations have established specific guidelines for 
the development of an ethical AI (Floridi et al. 2018). For 
example, a US report suggested specific policy responses to 
“amplify the best and temper the worst impacts” of AI and 
automation. A EU policy brief demanded for “intrinsically 
European and humanistic values” to ground “rules, govern-
ing in particular liability and ethics” of robotics and AI. 
A UK report focused on the importance of examining “the 
social, ethical, and legal implications of recent and potential 
developments in AI” and developing “socially beneficial AI 
systems” (Cath et al. 2018). On a similar vein, the code of 
Ethics developed by the Russian Federation12 emphasized 
the need for AI systems to: 

1. protect human interests and rights,
2. promote the responsible usage of AI technology in soci-

ety,
3. pursue the implementation of social good, while
4. preserving maximal transparency and truthfulness about 

their capabilities and risks.

In an attempt to further these important considerations we 
may propose another reflection here. The starting point of 
which may be the idea that the AI seems to improve the 
effectiveness as well as the efficiency of many processes 
that humans strive to complete. In this sense, we should 
admit that AI can bring about positive innovations, precisely 
because of its enormous learning and processing capacity. 
So, one could suggest that a good society with a strong pres-
ence of AI could be one in which automation would not 
distort the natural characteristics of humans (although we 

cannot exclude that in the future human beings will undergo 
an evolution due to the interactions with digital devices). 
However, it must also be noted that humans—throughout 
their evolutionary history—have acquired some basic fea-
tures in ancestral environments (such as the African savan-
nah), which they continue to need (among others, one could 
mention: i. sociability and relationships, ii. the ability to 
frequent natural and not just artificial environments, and 
iii. various other activities (including physical efforts ori-
ented to a relevant, concrete and visible purpose). These, 
we argue, are important conditions needed to be fulfilled 
to avoid psychic and existential problems that are more fre-
quent in advanced societies and that are independent of the 
level of physical security, education, income, and wealth. 
Human beings are proactive creatures, who deeply fear lone-
liness, boredom, and feelings of worthlessness. In general, 
they like to be held accountable for their actions. The posi-
tive contribution of artificial intelligence to a good and fair 
society may then come from its integration with this feature 
of human beings, if pursued to enhance the needs of humans 
themselves (not to vex or mortify them). In other words, 
efficiency, automation, and optimization—even if carried 
out with the best intentions and with the idea of developing 
a more prosperous society in line with economic criteria 
and/or values, should always be balanced against the back-
drop on what ultimately makes us ‘phenomenologically’ 
and ‘quintessentially’ humans. Otherwise stated, it should 
be directed towards preserving sociality, increasing happi-
ness, and realizing human potential.

To this extent, we thus emphasise the need to focus on 
the application of AI technologies for human flourishing 
and well-being. In truth, a number of researchers, includ-
ing (Constantinescu et al. 2021; Stahl 2021; Wallach and 
Vallor 2020) recently advocated such a view [which we 
may call virtuous ethics] and—as a consequence—a set of 
guiding principles (including beneficence, non-maleficence, 
autonomy, and justice) has emerged to guide and direct such 
implementation (Jobin et al. 2019).

A virtue-based approach typically focuses on certain 
character traits and dispositions, which are acquired through 
practice and habituation, rather than on rules and regula-
tions. So, virtue ethics is said to be agent-centered rather 
than action-centered, it is about the right sort of feelings 
and motivations, rather than about the right sort of actions.

Consider next Shannon Vallor’s work as a paradigmatic 
illustration of this approach (Vallor 2016, 2017). Vallor—in 
drawing from Aristotelian, Confucian, and Buddhist virtue 
traditions as well as from earlier works on virtue ethics con-
ducted by Western philosophers (such as Nussbaum 1999; 
MacIntyre 1981)- proposes to cultivate a kind of moral char-
acter that expresses technomoral virtues. Such virtues—on 
her view—will allow us to live a good life in a future in 12 http:// publi cation. pravo. gov. ru/ File/ GetFi le/ 00012 02004 240030? 

type= pdf (Last Accessed September 2022).
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which technological powers become “embedded in co-evolv-
ing social practices, values, and institutions” (p. 5).

The technomoral virtues that can help flourish and thrive 
in the world, according to Vallor, include: (i) honesty, (ii) 
self-control, (iii) humility, (iv) justice, (v) courage, (vi) 
empathy, (vii) care, (viii) civility, (ix) flexibility, (x) perspec-
tive, (xi) magnanimity, and (xii) wisdom. Vallor maintains 
that these virtues will likely evolve in future technosocial 
contexts and that—hence—her taxonomy should not be con-
sidered as exhaustive.

Whether we should consider Vallor’s taxonomy as an 
exhaustive one is beyond the scope of this paper; what is 
important in the economy of our manuscript is rather how 
Vallor thinks that such technomoral virtues can be acquired. 
The foundations of virtuous character, for Vallor, are mas-
tered by promoting a “relational understanding of moral 
obligations, reflective self-examination of moral progress, 
and intentional self-direction of moral development” (Bar-
rera 2020, p.129). In other words, one’s moral wisdom is 
only completed through habitual moral attention to the sali-
ent features of specific situations coupled with the appro-
priate extension of moral concern to ‘the right beings, at 
the right time, to the right degree, and in the right manner’ 
(Vallor 2016, p. 117). In short, Vallor appeals to virtue ethics 
to offer us a strategy for self-cultivation that empowers us to 
ultimately develop “technomoral wisdom”, a general condi-
tion of integrated, and unified moral expertise that genuinely 
expresses or synthesises all other technomoral virtues and 
does so towards the realization of the highest human good.

To understand and better appreciate the many benefits 
of adopting this virtuous approach to the applications of AI 
technologies in society, we next briefly review how it may 
perform against alternative accounts [consequentialist or 
deontological] (Bauer 2020; Anderson and Anderson 2011) 
in one of the case studies [involving social robots] that we 
discussed and analysed earlier on.

In considering the possibility of the implementation of a 
virtuous ethics approach in the field of social robotics, we 
should first distinguish between what we may call robust 
virtuous robotics and weak virtuous robotics. The robust 
approach to social robotics claims that it is theoretically 
and practically attractive to implement virtues in robots 
themselves, while its weak counterpart asserts that it is not 
needed that social robots behave in a virtuous way, it is sim-
ply enough that they serve for pedagogical purposes; that is, 
help humans cultivate virtues like compassion, honesty, and 
generosity (Peeters and Haselager 2021). The robust virtu-
ous robotics has received some criticism (Constantinescu 
and Crisp 2022).

The crux of the argument against such an approach 
revolves around the idea that current or near-future social 
robotic systems cannot genuinely perform virtuously, nor 
have the right motivations to do so. In addition, it has been 

argued that such robots cannot acquire the phronesis needed 
for taking into account the right circumstances; hence, that 
they are unable to make appropriate moral decisions.Yet, we 
do not think that a weak virtuous approach in robot design is 
less preferable than alternative approaches (be them conse-
quentialist or deontological)—quite the opposite. We believe 
that it is often undesirable to frame the relationship between 
humans and social robots through the language of duties and 
consequences.

Consider the following example as an illustration of 
this claim. Imagine that someone wants to simulate rape 
with a social robot (think about the famous “Westworld” tv 
series). What would be wrong with such an action from a 
deontological point of view? Do we have any moral duties 
towards the robot? Do standard moral obligations or univer-
sal precepts (such as do not rape etc) that normally apply to 
human relations also apply to our relation with the robot? 
Hardly so. Similarly, what would entail to assess such an 
action (simulating rape on a robot) from a consequentialist 
standpoint. Will there be bad consequences for anyone? Not 
really, none would suffer and nothing would really change 
for humans (although probably both deontologism and con-
sequentialism advocates could find some arguments against 
robot rape). Yet, from the standpoint of virtuous ethics, we 
would immediately know that it wouldn’t be virtuous to 
imitate rape using sex robots and that would intuitively go 
against basic exemplary traits of character that are valued by 
society and individuals within it. We would also know that 
the cultivation of vice is something that we should avoid. 
Even though it may be too early to talk about virtuous robots 
by design (Dignum 2018), the case study—involving social 
robots—we just reviewed shows that robots may be designed 
to promote and foster key human virtues.

Implementing the virtue ethics approach by both design 
and regulation means translating wisdom (phronesis) into 
rules that have exceptions, depending on the specific situ-
ation. For example, a vending machine will not dispense a 
bottle of water even if it is only a penny short of the required 
amount. For a penny, a person may die of thirst. A human 
operator can be more flexible. Of course, automation has 
many other advantages, one of which—as we have seen 
above—is greater efficiency than humans; however, it seems 
to be too strict to accommodate for the complexity of the 
real world.

To better illustrate this idea, we could perhaps discuss 
a more pertinent example. The example involves robot 
assistants for the elderly or for people with disabilities, 
which may be implemented to allow greater autonomy and 
agency for the individual. Let us imagine the case of an 
elderly diabetic with a non-severe form of the disease. 
She cannot eat sweets, as a general rule, but an occasional 
pastry will not be harmful. A robot assistant will have 
to prevent the elderly person from eating sweets, either 
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under the framework of deontological ethics (a prescrip-
tion deduced from the behaviour that is right to follow) or 
under the framework of consequentialist ethics (the result 
will be better health). However, the comfort that an occa-
sional pastry can provide to a depressed individual may 
be better illustrated through the lenses of a virtue ethics 
approach (we are not excluding that it may be included in 
the other approaches as well).

Naturally, the assistant robot could be programmed so 
as to grant × number of pastries in a given unit of time (a 
month, for example), in accordance with the health and 
mood conditions of the individual under its care. For further 
concessions, the robot should consult the physician or the 
supporting administrator. However, the rigid programming 
could also be subject to modification based on supervised 
or unsupervised learning. The robot could increase or nar-
row its basic range of pastries per month based on the real 
time evolution of the patient’s health and mood conditions. 
This pattern of action, as noticed above, seems to be better 
described by the flexibility characterising a virtuous ethics 
approach. A virtuous ethics approach in promoting the idea 
that virtues are acquired by continuous habituation and per-
fected through practice emphasises their context-dependent 
nature. Hence, it introduces an element of flexibility, which 
seems to best capture human nature but also probably best 
reflects the nature of current AI technologies (based on rein-
forcement learning) that take flexibility as a core feature or 
trademark.

Embracing and defending a viewpoint grounded on virtue 
ethics (Bynum 2006), thus promoting the enhancement of 
human nature (Persson and Savulescu 2012) could respect 
human dignity and other crucial moral values, while con-
tributing to reach eudaimonia; a state of human flourishing.

As Bynum (2006) and Stahl (2021) brilliantly pointed 
out, flourishing requires excellence skills in the pursuit of 
one’s goals, which implies that—possibly—there are as 
many ways of flourishing as there are combinations of indi-
vidual skills. This is an important point to emphasise for 
responsibilists like us (Karimov et al. 2022; Pietrini et al. 
2022; Lavazza and Farina 2021), who think that there is 
a significant responsibility on the part of the individual in 
achieving virtuous behaviour. Nevertheless, it must also 
be noted that humans cannot flourish on their own. ‘To 
live happy, meaningful lives, they must live together in 
communities—sharing experiences, challenges, common 
values—working to create or preserve a social context in 
which security, opportunities, knowledge, resources, and the 
other “core goods” are available in the community’ (Bynum 
2006, p.165). This therefore entails that the socio-cultural 
constructs and milieus surrounding the individuals (be them 
the state or the communities in which people are immersed) 
should be considered as equally important in defining, solic-
iting, and endorsing a virtuous-centered approach to AI.

5  Conclusion

As we saw from the discussion of the cases we described 
above (concerning workplaces, social robotics, administra-
tion of justice and health), the benefits related to the imple-
mentation of AI technologies in society may be unprec-
edented; however, the risks (linked to possible abuses of 
established standards and values) may also be significant.

It is quite possible that in the near future human beings 
will be deprived of their work and operational competence 
(at least in certain domains), that their companions will 
become intelligent robots, that they will no longer be able 
to enforce the attribution of criminal responsibility through 
their proxies (the judges), and that even medicine will 
become merely a depersonalized process. In such a scenario, 
individuals who do not need to work, who lose their main 
purpose of existence because almost everything is taken care 
of by automated systems, who see their direct interactions 
with their fellow human beings diminished, and who also 
find that the sphere of justice and medicine is administered 
by machines could—perhaps—achieve improvements in 
their material conditions; yet, they may not have a corre-
sponding increase in their overall well-being.

We believe the major challenge of a good society in the 
age of AI lies precisely in reaping the greatest gains from 
intelligent automation, so as to remove as many people 
as possible from the realm of need and suffering, but also 
to prevent an epidemic of sadness, depression, and men-
tal illness that may well arise as a consequence of such 
‘facilitated living’.
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