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Abstract 
 

The data ambiguity problem for heterogeneous sets of equipment reliability indicators is considered. In fact, the same manufacturers do 

not always unambiguously fill the SMART parameters with the corresponding values for their different models of hard disk drives. In 

addition, some of the parameters are sometimes empty, while the other parameters have only zero values. 

The scientific task of the research consists in the need to define such a set of parameters that will allow us to obtain a comparative as-

sessment of the reliability of each individual storage device of any model of any manufacturer for its timely replacement. 

The following conditions were used to select the parameters suitable for evaluating their relative values: 

1) The parameter values for normally operating drives should always be greater or lower than for the failed ones; 

2) The monotonicity of changes in the values of parameters in the series should be observed: normally working, withdrawn prematurely, 

failed; 

3) The first two conditions must be fulfilled both in general and in particular, for example, for the drives of each brand separately. 

Separate averaging of the values for normally operating, early decommissioned and failed storage media was performed. The maximum 

of these three values was taken as 100%. The relative distribution of values for each parameter was studied. 

Five parameters were selected (5 – “Reallocated sectors count”, 7 – “Seek error rate”, 184 – “End-to-end error”, 196 – “Reallocation 

event count”, 197 – “Current pending sector count”, plus another four (1 – “Raw read error rate”, 10 – “Spin-up retry counts”, 187 – 

“Reported uncorrectable errors”, 198 – “Uncorrectable sector counts”), which require more careful analysis, and one (194 – “Hard disk 

assembly temperature”) for prospective use in solid-state drives, as a result of the relative value study of their suitability for use upon 

evaluating the reliability of data storage devices. 
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1. Introduction 

To ensure data security, provided that the effectiveness of the 

organization performance is maintained, it is necessary to copy 

information from the unreliable storage device to a new and relia-

ble drive in a timely and complete manner. To this end, SMART 

technology (self-monitoring, analysis and reporting technology 

[1]) is used for internal assessment of the hard disk state of a com-

puter, and also as a mechanism for predicting its possible failure. 

But even the same manufacturers do not always unambiguously 

fill the SMART parameters for different models of their drives 

with the corresponding values. Moreover, some of the parameters 

are sometimes empty, while the other parameters have only zero 

values. Hence, the scientific task of the research consists in the 

need to determine such a set of parameters that will allow us to 

obtain a comparative assessment of the reliability of each individ-

ual storage device of any model of any manufacturer for its timely 

replacement. As a result, five parameters were chosen which fully 

satisfy the selection criteria, and four more that satisfy in part. One 

additional parameter is proposed for prospective solid-state drives. 

 

 

 

2. Methods 

To search for and detect the patterns of data storage device fail-

ures, SMART data on hard disk drives from the company Back-

blaze website were analyzed [2, 3]. 
We studied 45 SMART parameters of 92530 drives of 93 models 

of 6 trademarks of HGST (Hitachi Global Storage Technologies), 

Hitachi (later HGST), Samsung, ST (Seagate), Toshiba, WDC 

(Western Digital) for the period from 10 April, 2013 to 31 De-

cember, 2016 [4]. 

It was found that 79.58% of the drives continued to function nor-

mally at the end of the period under study; 14.74% were de-

commissioned early, and 5.68% failed. The long operating time 

for individual drives, reaching a maximum of 31.3 years (274,412 

hours for WDC WD10EADS) or 18.7 years (163730 hours for 

WDC WD800BB) may not be a mistake, but as Backblaze experts 

suggest [5], is the reality. This is confirmed by the fact that West-

ern Digital hard disk drives were the best among the previously 

studied.  

In total, over 80 SMART parameters are available, but most of 

them are not used by manufacturers. Therefore, Backblaze special-

ists recorded only 40 of them in 2013-2014, and starting from 

2015 - 45 with numbers 1-5, 7-13, 15, 22, 183, 184, 187-201, 220, 

222-226, 240 -242, 250-252, 254, 255 (in 2015 they added 22, 220, 
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222, 224, 226). However, when analyzing these 45 parameters, it 

was found that not all manufacturers use them. In Table 1, the plus 

sign indicates those parameters which non-empty values were 

found in at least one of the drives of any model of the specified 

manufacturer.  

 

Table 1:. Manufacturers which use the SMART parameters measured by 

specialists of Backblaze 
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Thus, there is a very limited set of parameters that can be used to 

diagnose and assess the condition of drives of any manufacturer. 

First of all, it was proposed to use the number of overassigned 

sectors [6], and not as a separate unit parameter for assessing reli-

ability, but as a collection of data: the current value, the average 

data accumulation rate from the moment the drive was put into 

operation, the instantaneous rate of change in the number of over-

assigned sectors since the last measurement. A similar combina-

tion of the mean and instantaneous rate of change of parameter 

values is used by specialists of Blackbaze [7]. This approach al-

lows: 

1) Track drives in which the current value is close to the limit 

level; 

2) Keep under control the hard drives which slowly but steadily 

break down; 

3) Take emergency measures for drives in which a one-time jump 

in the number of overassigned sectors raises concerns. 

The proof of priority as to the number of overassigned sectors in 

evaluating the state of a hard drive is shown in [8], where the re-

sults of a study of 100,000 drives in servers around the world car-

ried out by Google, are presented. 

The following conditions can be used to select parameters suitable 

for estimating their relative values [9]: 

1) The parameter values for normally operating drives should 

always be greater or always lower than for the failed ones; 

2) Monotonicity of changes in the values of parameters in the 

series should be observed: normally operating, withdrawn prema-

turely, and failed; 

3) The first two conditions must be fulfilled both in general and in 

particular, for example, for the drives of each brand separately. 

The latter condition is introduced due to the fact that among all the 

studied drives, hard drives of the ST brand prevail with a signifi-

cant margin. 

3. Results and Discussion  

First, we consider the parameters used by all manufacturers. They 

are marked in Table 1 with six pluses. These are parameters 1, 3-5, 

7, 9 (Figure 1), and also 10, 12, 194, 196-199 (Figure 2). 

 
Figure 1:. Averaged values of the first six parameters used by all manu-

facturers for normally operating (left in each group), withdrawn prema-
turely (in the middle), and failed (on the right) storage devices 

 

 
Figure 2:. Averaged values of the second seven parameters used by all 

manufacturers for the normally operating (left in each group), withdrawn 

prematurely (in the middle), and failed (on the right) storage devices  
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Averaging was performed for the normally operating, withdrawn 

prematurely and failed storage devices separately. The maximum 

of these three values was taken as 100%. The relative distribution 

of the values for each parameter was studied. 

As can be seen from Fig. 1, parameters 5 and 7 satisfy the first two 

conditions very well, and parameters 3, 4 and 9 satisfy them par-

tially (withdrawn prematurely drives have those parameter values 

larger than those that failed). Parameter 1 also partially satisfies 

formally, however, the difference in values between normally 

operating and withdrawn prematurely drives is small, and it is 

great in comparison with the failed ones. This circumstance is 

very useful from the point of view of reliability assessment. 

It can be seen from Fig. 2 that parameters 10, 196-198 satisfy the 

first two conditions very well, and parameters 12 and 199 satisfy 

them only partially as in Fig. 1. Parameter 194 is also formally 

satisfied, however, the relative difference in the temperature be-

tween the normally operating, withdrawn prematurely and failed 

drives is small, which can lead to difficulties in practical use. 

Secondly, we consider the parameters used by five (8, 192, 193), 

four (2) and three (11, 184, 187, 188, 190, 191, 200, 240) manu-

facturers. In Table 1, they are marked with the appropriate number 

of pluses. Figure 3 shows the first parameters specified above, as 

well as the parameters recommended by the specialists of Back-

blaze 187, 188. As can be seen from Figure 3, the only fully satis-

fying parameter is the recommended one with the number 187. 

And the second recommended parameter with the number 188 

turned out to be satisfying in part, like the parameters 192 and 193. 

 

 
Figure 3:. Averaged values of parameters used by five, four and three 

manufacturers for normally operating (left in each group), withdrawn 
prematurely (in the middle), failed (on the right) storage devices 

Figure 4 shows the remaining specified parameters used by the 

three manufacturers. It can be seen that only the parameter 184 

satisfies the conditions, and the other parameters obviously do not 

satisfy them. The parameter 190, like the previously mentioned 

194, also formally satisfies those conditions, however, the relative 

difference in the values of the internal air temperature between 

normally operating, withdrawn prematurely and failed drives is 

also small, which can entail the same difficulties in practical use. 

The parameter with the number 240 satisfies the second condition 

in part.  

 

Figure 4:. Average values of the parameters used by the three manufactur-

ers for normally operating (on the left in each group), withdrawn prema-
turely (in the middle), and failed (on the right) storage devices 

As a result, we have obtained a list of 11 parameters most satisfy-

ing the first two conditions. These are the parameters 1, 5, 7, 10, 

184, 187, 190, 194, 196-198. The second condition is partially 

satisfied with parameters 3, 4, 9, 12, 188, 192, 193, 199, 240. 

Then they were checked for compliance with the third condition. 

As it turned out, parameters 5, 7, 184, 196, 197 satisfy it very well. 

Parameters 1, 10, 187 satisfy it partially in view of the small sta-

tistics on Samsung drives or the available error near zero of ST 

storage devices (Figures 5-7). 

 

 
Figure 5:. Average values of the parameter “1 Raw read error rate” for 
normally operating (left in each group), withdrawn prematurely (in the 

middle), and failed (on the right) storage devices of different manufactur-

ers 

 
Figure 6:. Averaged values of the parameter “10 Spin-up retry count” for 
normally operating (left in each group), withdrawn prematurely (in the 

middle), and failed (on the right) storage devices of different manufactur-

ers 
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Figure 7:. Averaged values of the parameter “187 Reported UNC errors” 

for normally operating (left in each group), withdrawn prematurely (in the 

middle), and failed (on the right) storage devices of different manufactur-

ers. 

The temperature parameters 190 and 194 do not completely satisfy 

the condition, and the parameter 198 satisfies in part, because of 

the small statistics volume for WDC products, and therefore we 

leave it for more detailed consideration (Figures 8-10). However, 

although the hard disk housing temperature parameter 194 is not 

suitable for reliability estimation, nevertheless, for solid state 

drives, its use can be very useful. Therefore, given the perspective, 

this fact must be borne in mind. 

 
Figure 8:. Averaged values of the parameter “190 Airflow temperature” 

for normally operating (left in each group), withdrawn prematurely (in the 

middle), failed (right) data drives of different manufacturers 
 

 
Figure 9:. Averaged values of the parameter “194 Hard disk assembly 

temperature” for normally operating (left in each group), withdrawn prem-

aturely (in the middle), and failed (on the right) storage devices of differ-
ent manufacturers 

 
Figure 10:. Averaged values of the parameter “198 Uncorrectable sector 

count” for normally operating (left in each group), withdrawn prematurely 

(in the middle), and failed (on the right) storage devices of different manu-

facturers 

4. Summary  

Thus, after considering the relative values for further study on the 

suitability for use in assessment of the reliability of data storage 

devices, we still have five parameters (5 Reallocated sectors count, 

7 Seek error rate, 184 End-to-end error, 196 Reallocation event 

count, 197 Current pending sector count) plus four more (1 Raw 

read error rate, 10 Spin-up retry count, 187 Reported uncorrecta-

ble errors, 198 Uncorrectable sector count), which required more 

thorough analysis, and one (194 Hard disk assembly temperature) 

for further perspective use for solid state drives. 

5. Conclusions  

Similar studies on the same data with disparate groups of disks 

were conducted in [10], where a search for universal predictors of 

disk failures that could be applied to disks of all brands and mod-

els was carried out. The main problem was also a significant num-

ber of SMART-parameters, which were absent for most brands 

and models of disks of the specified data set. As a result, the au-

thors were forced to discard parameters that were absent in at least 

90% of the disks, after which 21 parameters remained.  

In [11-15], SMART parameters of the specified data set were also 

used to determine the intensity and prediction of disk drive fail-

ures. Therefore, the choice of parameters for assessing the reliabil-

ity of information storage devices based on the values of SMART 

parameters is really important for ensuring data security in any 

organization. 
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