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Óôèìñêèé óíèâåðñèòåò íàóêè è òåõíîëîãèé ñîâìåñòíî ñ Èíñòèòó-
òîì ìàòåìàòèêè ñ ÂÖ ÓÔÈÖ ÐÀÍ åæåãîäíî, íà÷èíàÿ ñ 2012 ã., ïðîâî-
äèò ìåæäóíàðîäíûå íàó÷íûå êîíôåðåíöèè, îñíîâíûå òåìàòèêè êîòî-
ðûõ ñâÿçàíû ñî ñïåêòðàëüíîé òåîðèåé, ñ íåëèíåéíûì è êîìïëåêñíûì
àíàëèçîì, äèôôåðåíöèàëüíûìè óðàâíåíèÿìè è ìàòåìàòè÷åñêèì ìîäå-
ëèðîâàíèåì. Âûáîð òàêèõ íàïðàâëåíèé îïðåäåëÿëñÿ êàê àêòèâíîé ðà-
áîòîé â óêàçàííûõ îáëàñòÿõ ìíîãèõ ìàòåìàòèêîâ èç Áàøêîðòîñòàíà,
âçàèìîïðîíèêíîâåíèåì èäåé è ìåòîäîâ ñïåêòðàëüíîé òåîðèè, íåëèíåé-
íîãî è êîìïëåêñíîãî àíàëèçà ïðè ðåøåíèè ìíîãèõ àêòóàëüíûõ çàäà÷
â óêàçàííûõ îáëàñòÿõ, òàê è ñîòðóäíè÷åñòâîì ñ êîëëåãàìè èç ìíîãèõ
íàó÷íûõ öåíòðîâ Ðîññèè è çàðóáåæüÿ.

Â ïîñëåäíèå ãîäû îñîáåííî àêòèâíûì ñòàëî ñîòðóäíè÷åñòâî â óêà-
çàííûõ îáëàñòÿõ ìàòåìàòèêè ñ ó÷åíûìè èç ðÿäà íàó÷íûõ è îáðàçî-
âàòåëüíûõ îðãàíèçàöèé Óçáåêèñòàíà, Êàçàõñòàíà è Òàäæèêèñòàíà. Ñî
ìíîãèìè îðãàíèçàöèÿìè çàêëþ÷åíû ñîîòâåòñòâóþùèå Äîãîâîðà î íà-
ó÷íîì ñîòðóäíè÷åñòâå.

Íà÷èíàÿ ñ 2019 ã. êîíôåðåíöèÿ ïðèîáðåëà íîâûé ñòàòóñ, ïðåîáðàçî-
âàâøèñü â "Óôèìñêóþ îñåííþþ ìàòåìàòè÷åñêóþ øêîëó". Òåïåðü, íà-
ðÿäó ñ îáñóæäåíèåì íîâåéøèõ íàó÷íûõ ðåçóëüòàòîâ è îòêðûòûõ ïðî-
áëåì, âàæíîå ìåñòî â ðàáîòå êîíôåðåíöèè çàíèìàþò îáçîðíûå ëåêöèè
âåäóùèõ ó÷åíûõ äëÿ àñïèðàíòîâ è ìîëîäûõ ó÷åíûõ.

Íàó÷íàÿ ïðîãðàììà êîíôåðåíöèè ÓÎÌØ-25 îõâàòûâàåò ñëåäóþ-
ùèå íàïðàâëåíèÿ:

� ñïåêòðàëüíàÿ òåîðèÿ îïåðàòîðîâ;

� êîìïëåêñíûé è ôóíêöèîíàëüíûé àíàëèç;

� íåëèíåéíûå óðàâíåíèÿ;

� äèôôåðåíöèàëüíûå óðàâíåíèÿ è èõ ïðèëîæåíèÿ;

� ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå.
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PHYSICS-INFORMED NEURAL NETWORKS FOR
LIMIT-CYCLE ANALYSIS IN NONLINEAR DYNAMICAL
SYSTEMS WITH ABSOLUTE-VALUE NONLINEARITY

M.K. Arabov, MKArabov@kpfu.ru

ÓÄÊ 517.927

Ïðèìåíÿþòñÿ ôèçè÷åñêè-èíôîðìèðîâàííûå íåéðîííûå ñåòè
(PINNs) äëÿ àíàëèçà íåëèíåéíûõ äèíàìè÷åñêèõ ñèñòåì âòîðîãî
ïîðÿäêà ñ ìîäóëüíîé íåëèíåéíîñòüþ. Îñíîâíîå âíèìàíèå óäåëåíî
âûÿâëåíèþ è êîëè÷åñòâåííîé õàðàêòåðèñòèêå ïðåäåëüíûõ öèê-
ëîâ. Îáó÷åíèå ñåòè ïðîèçâîäèòñÿ ìåòîäîì L-BFGS. Ðåçóëüòàòû
ïðîâåðÿþòñÿ ÷èñëåííûìè ìåòîäàìè è àíàëèçèðóþòñÿ ñ ïîìîùüþ
ñïåêòðàëüíîãî àíàëèçà âðåìåííûõ ðÿäîâ (Äèñêðåòíîå ïðåîáðà-
çîâàíèå Ôóðüå, FFT), ÷òî ïîçâîëÿåò îöåíèâàòü àìïëèòóäíûå è
÷àñòîòíûå õàðàêòåðèñòèêè öèêëîâ.

Êëþ÷åâûå ñëîâà: ôèçè÷åñêè èíôîðìèðîâàííûå íåéðîííûå ñåòè,
íåëèíåéíûå äèíàìè÷åñêèå ñèñòåìû, ïðåäåëüíûå öèêëû, ìîäóëü-
íàÿ íåëèíåéíîñòü

Physics-Informed Neural Networks for Limit-Cycle Analysis

in Nonlinear Dynamical Systems with Absolute-Value Non-

linearity

We apply Physics-Informed Neural Networks (PINNs) to second-order
nonlinear dynamical systems with an absolute-value nonlinearity. The
focus is on detecting and quantitatively characterising limit cycles.
The PINN is trained using the L-BFGS quasi-Newton optimiser. Re-
sults are validated against numerical solvers and further analysed via
Fourier spectral analysis (FFT) of the time series, enabling the am-
plitude and frequency characteristics of the cycles to be assessed.

Keywords: physics-informed neural networks, nonlinear dynamical
systems, limit cycles, absolute-value nonlinearity

Second-order nonlinear dynamical systems with absolute-value nonlinearity
are described by the equation

x
′′ + a x

′ + b x+ c |f(x, x′)| = 0,

where f(x, x′) may take the form x′−φ(x, x′), λ−x or λ−x′. For numerical
stability, the modulus is approximated by a smoothed function

|z| ≈ φε(z) :=
√

z2 + ε2 − ε, ε > 0,
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which removes gradient discontinuities without introducing a constant bias.
The system in variables x and y = x′ takes the form:

{

x′ = y,

y′ = −a y − b x− c φε

(

f(x, y)
)

.

To approximate the solution u(t) = [x(t), y(t)]>, a neural network uNN(t; θ)
is used. The loss function consists of three components:

L(θ) = LPDE + LIC + Lper,

where

LPDE =
1

N

N
∑

i=1

[

(x′

NN(ti)− yNN(ti))
2 + (y′

NN(ti) + a yNN(ti) + b xNN(ti)+

+c φε(f(xNN, yNN)))
2
]

,

LIC = (xNN(t0)− x0)
2 + (yNN(t0)− y0)

2
,

Lper = (xNN(t0)− xNN(t0 + T ))2 + (yNN(t0)− yNN(t0 + T ))2,

where T is the assumed cycle period.
Training parameters. The calculations employed a fully connected
network with 4 hidden layers of 50 neurons each and tanh activation
function. The value of ε was set to 10−3. Training was carried out using
L-BFGS until convergence, with a gradient norm threshold of 10−9.
The method was tested for several parameter sets a, b, c, λ with di�erent
forms of f(x, x′). In cases where the system admits a limit cycle, the neural
network correctly identi�es it and reproduces the oscillation characteristics,
as con�rmed by phase portraits and spectral analysis (FFT). Comparison
with numerical integration (ODEPACK [5]) shows high accuracy and
stability of the solutions.
Note. The proposed approach extends the methods presented in [6,7] and
demonstrates the e�ectiveness of PINNs for analysing oscillatory dynamics
of systems with absolute-value nonlinearity.
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