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Abstract
The simulations with SMILES (the Sediment Model Invented for Long-tErm Simulations) for 100 kyr in the future driven
by the output of an Earth System Model with internally calculated ice sheets are performed. This Earth System Model was
forced by idealised scenarios of CO2 emissions and by changes of the parameters of the Earth’s orbit. The simulations are
carried out with different values of the heat flux from the Earth’s interior. We neglected the possible impact of hydrostatic
pressure changes due to future sea level changes on freeze/thaw temperature and on thermodynamic stability of methane
hydrates. We found that at the outer shelf, permafrost disappears either before the onset of the anthropogenic emissions or
during a few centuries after it. In contrast, for the middle and shallow parts of the shelf, in the CO2-emission forced runs, the
subsea permafrost survives, at least, for 5 kyr after the emission onset or even for much longer. At the same parts of the shelf,
methane hydrate stability zone (MHSZ) disappears not earlier than at 3 kyr after the CO2 emission onset. Both permafrost
thaw and methane hydrate stability zone shrinking occur mostly from the bottom and depend strongly on the heat flux from
the Earth’s interior. However, permafrost thaw from the top is basically determined by the applied CO2 forcing scenario.
In general, the CO2-induced warming in our simulations is able to enhance the pan-Arctic subsea permafrost loss severalfold
during 1 kyr after the emissions onset, but it is less important for the respective MHSZ loss. The dynamics of MHSZ is largely
independent on the chosen climate projection, at least for the next several thousand years.

1 Introduction

The methane hydrates at the contemporary Arctic shelf are
believed to develop during the glaciations of the Pleistocene,
when the sea level was substantially lower than the present-
day one, and this shelf was in a direct contact with a cold
atmosphere (MacDonald 1990; Buffett 2000; Romanovskii
et al. 2005; O’Connor et al. 2010; Shakhova et al. 2019;
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Gavrilov et al. 2020b; Bogoyavlensky et al. 2023. This con-
tact allowed for permafrost development in the exposed shelf
(Romanovskii et al. 2005; Portnov et al. 2014; Majorowicz
et al. 2012; Overduin et al. 2019; Angelopoulos et al. 2020),
thus providing necessary conditions for the thermodynamic
stability of methane hydrates within the methane hydrate sta-
bility zone (MHSZ)—the volume of the sediments where the
thermophysical state of the subsea sediments is favourable
for hydrate formation. Both the subsea permafrost and the
permafrost-associated methane hydrates (PAMH) are known
to exist at the present day, possibly owing to their long, of
the order of 101 kyr (Romanovskii et al. 2005; Mestdagh
et al. 2017; Malakhova and Eliseev 2017, 2020b), response
time scales to temperature anomaly at the top of the sedi-
ments. An observational support for the existence of both
the subsea permafrost and the permafrost-associatedmethane
hydrates is available from the data which employs either seis-
mic (Bogoyavlensky et al. 2022, 2023) or electromagnetic
(Koshurnikov 2023; Alekseev et al. 2023) measurements in
the sediments.

A natural question arises on how long the subsea per-
mafrost and PAMH would not disappear given the ongoing
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climate warming and future changes in the parameters of the
Earth’s orbit. While temperature changes at the sea floor at
the shelf are projected to be rather modest at the century
timescale even under relatively strong anthropogenic warm-
ing (Lamarque 2008; Heuzé et al. 2015; Bogoyavlensky et al.
2018; Chuvilin et al. 2022), a stronger warming may occur
at a larger time scale. One possible mechanism for this is
due to the riverine export of sensible heat (Dmitrenko et al.
2011; Yang et al. 2014; Golubeva et al. 2018; Shakhova et al.
2019).Anadditionalmechanism is a formationof a deepmix-
ing layer in summer in ice-free regions (Lique et al. 2018).
Such regions may become widespread because the contem-
porary warming will proceed further (Notz 2020). In turn,
a deep mixing layer may efficiently transport heat from the
oceanic surface down to the floor, which is exhibited both in
the observational studies in the Barents Sea (Ivanov 2023)
and in future projections with detailed climate models over
the whole Arctic shelf (Lique et al. 2018; Malakhova and
Eliseev 2023).

As a result, at millennium and longer timescales, the ther-
mal state of the subsea sediments may be changed markedly
with respective impacts on the subsea permafrost and PAMH
MHSZ. For instance, Wilkenskjeld et al. (2021) projected an
accelerated degradation of the subsea permafrost during the
next millennium. This is in a stark contrast with the results
byMatveeva et al. (2020), who projected that the subsea per-
mafrost exists and the PAMH are thermodynamically stable
for, at least, several kiloyears after the present assuming that
there is no anthropogenic climate forcing in the atmosphere
Further, in simulations byHunter et al. (2013) until 2850C.E.
(common era), methane release from the hydrate dissociation
either accelerates during the incomingmillenniumor exhibits
a peak followed by a decline depending on the applied warm-
ing scenario. Even longer, 20 kyr and 100 kyr-scale, future
projectionswere performed, correspondingly byMajorowicz
et al. (2012) and by Archer (2015).

All these projections except that by Majorowicz et al.
(2012) neglect future changes in parameters of the Earth’s
orbit, thus a possible next glacial inception. It was sim-
ulated earlier that both the subsea permafrost and PAMH
MHSZ were markedly thinner or even non-existent at the
middle and outer parts of the Arctic shelf following the Pleis-
tocene glacial terminations (Romanovskii et al. 2005, 2006;
Majorowicz et al. 2012; Malakhova and Eliseev 2017, 2018,
2020b, a; Gavrilov et al. 2020a). Next glacial inception, in
turn, may be delayed because of the ongoing, mostly CO2-
induced climate warming (Archer and Ganopolski 2005;
Ganopolski et al. 2016). Thus, it is of considerable interest
to study the impact of these two forcings combined.

A related problem is due to the measurable present-day
dissociation of hydrates with the gas venting out from the
sediments to thewater and further from thewater to the atmo-
sphere (Buffett 2000; Romanovskii et al. 2005; O’Connor

et al. 2010; Shakhova et al. 2010; Anisimov et al. 2012;
Majorowicz et al. 2015; Chuvilin et al. 2018; Shakhova et al.
2019). Methane hydrate dissociation was also inferred from
the isotopemeasurements as a possible cause for the develop-
ment of past hot epochs (e.g., the Paleocene-Eocene Thermal
Maximum, Dickens et al. 1995; Zeebe 2012). Large spatial
and seasonal variability associatedwith these emissions ham-
per even the present-day pan-Arctic estimates of this source.
In particular, while most studies, including the Intergovern-
mental Panel On Climate Change Working Group 1 Sixth
Assessment Report (IPCC WG1 AR6), conclude that total
methane flux from the surface of all (including both the Arc-
tic Ocean and other oceans) shelf areas to the atmosphere is
≤ 10 TgCH4 yr

−1 (Saunois et al. 2020; Canadell et al. 2021),
there are claims that this flux may be markedly larger (e.g.,
Shakhova et al. 2010).

These fluxes might become much stronger when per-
mafrost and hydrate layers completely disappeared, espe-
cially given the upper estimate of the methane stock in
the submerged permafrost-associated hydrates of 1400 PgC
(Shakhova et al. 2010; James et al. 2016). A necessary ingre-
dient for such enhancement is an accumulation within and
below the frozen sediment layer of the methane from the
hydrates dissolved in the lower part of MHSZ (Majorowicz
et al. 2012; Sapart et al. 2017). This trapped gas stays below
the shrinkingMHSZ until the impermeable layer disappears,
and a pulse release of methane might occur afterwards.
Despite such a catastrophic release may be attenuated by
the transient existence of pathways through taliks that form
below paleo-river channels, lakes, and lagoons, especially in
regionswith high geothermal heat flux (Frederick andBuffett
2014; Majorowicz et al. 2015; Malakhova and Eliseev 2018;
Angelopoulos et al. 2021), any information on the timing of
such potentially catastrophic release is of prominent interest.

This goal is pursued in the present paper. We employ ide-
alised simulations with a model for sediment thermophysics
forced by the most relevant climate forcings: slow varia-
tions due to the evolution of the Earth’s orbit and due to a
century-scale anthropogenic greenhouse warming followed
by a relaxation of the atmospheric CO2 content because of
its uptake by the ocean and by the terrestrial ecosystems.

Formethane hydrates, we limit our study only for their sta-
bility zone. Thus, hydrates may or may not be present within
this volume depending on the local availability of methane.
Moreover, even when MHSZ disappears within a given vol-
ume of the subsea sediments, methane hydrates might be
present here for several centuries because of energy con-
straints and because of the self-conservation phenomenon
(Ruppel and Kessler 2017; Chuvilin et al. 2018).

Our simulation setup lacks an explicit geography but
observes the dependence of the climate forcing in the
Pleistocene on the contemporary shelf depth. The latter
dependence is reflected in lengths of time intervals when
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shelf is either inundated or exposed to the atmosphere—this
is an essential ingredient for resolving the dynamics of the
thermodynamical properties in the different parts of the Arc-
tic shelf at different timescales.

2 Model and simulations

We use the version of the SMILES (the Sediment Model
Invented for Long-tErm Simulations) which is identical to
that described in Malakhova and Eliseev (2020a). It has
evolved from themodel for sediment thermophysics (Denisov
et al. 2011; Eliseev et al. 2015; Malakhova and Golubeva
2016;Malakhova andEliseev 2017, 2018, 2020b) by extend-
ing the earlier model version with an equation for salt
diffusion in the sediment pores. In brief, the model solves
two coupled one-dimensional diffusion equations: one is for
heat diffusion in the sediments (taking into account heat
which is consumed during thaw or released during freez-
ing), and another one is for salt diffusion in the sediments.
Both equations are solved in the sediment column of depth
HS = 1500m.For heat diffusion equation, a Stefan condition
is imposed at the thaw/freezing interfaces in the sediments.
For the same equation, heat capacity and thermal conductiv-
ity depend on the state of the sediment layer (either frozen or
unfrozen; Table S1). Salt diffusion is allowed in the unfrozen
layers only. Freeze/thaw temperature depends on salinity and
pressure, thus leading to the coupling between heat and salt
diffusion equations. The latent heat of fusion during the for-
mation and melting of the pore ice is explicitly accounted
for, but the respective heat released during the dissociation
of hydrates is neglected. Sediment porosity φ exponentially
decreases downward from the value of 0.4 at the top of the
sediments with the vertical scale of 2500m. Heat and salt
diffusion equations are solved at a vertical grid with a step of
0.5 m. Lithological stratification in the vertical is figured in
Table S1. This setup corresponds to the sediment drilling
measurements in the Laptev Sea Razumov et al. (2014);
Gavrilov et al. (2020a).

Equilibriummethanehydrate stability boundary is adapted
from the TOUGH+HYDRATE model taking into account
salt-induced depression of the dissociation temperature (Rea-
gan and Moridis 2008; Reagan et al. 2011.

The complexity of our model is comparable to the model
employed byMatveeva et al. (2020) except they neglect salin-
ity variations while we neglect the latent heat of methane
hydrate dissociation. Another example is the model used
by Archer (2015), which thermophysical module is similar
to ours, but neglects the salinity diffusion in the sediment
pores. Our model was verified against the drilling measure-
ments at the New Siberian Islands (Gavrilov et al. 2020a)
as well as against the onshore measurements (Arzhanov and

Malakhova 2023). A more detailed description of SMILES
is available in the supplement (Section S1).

The simulations are performed for three values of the
present-day shelf depth HB: 10m, 50m, and 100m. These
‘locations’ do not represent any particular geographic points,
Rather, they are assumed to be representative for the shallow,
intermediate (ormiddle), and deep (or outer) parts of the shelf
correspondingly. We highlight that here and below the term
‘the present-day shelf depth’ means the thickness of water
layer above the sea floor at the present day.

Initial conditions for both heat and salt diffusion equations
are applied for a non-glacial state as it is reconstructed for
400 kyr B.P. (before present). Here, ‘present’ (or time instant
t = 0) is formally ascribed to year 1950 C.E.

At the sediment–ocean interface (or at the sediment–air
interface if the sediments are in contact with the air during
marine regressions), temperature and salinity are prescribed
to time-dependent functions TB and SB.

When shelf is in contact with the atmosphere, TB is set
equal to surface air temperature (SAT) Ta, and SB is zeroed.
When shelf is covered by water, TB (SB) is prescribed to
be equal to the near-bottom water temperature (salinity) Tw
(Sw). For past time instants and for the present day (t ≤ 0),
both Tw and Sw depend only on the present-day shelf depth
HB (Table S3). At the bottom of sediment domain, time-
independent heat fluxG from the Earth’s interior and no-flux
condition for salinity are adapted. The time-dependent Ta
is constructed from the monthly mean SAT simulated with
the Climber-2 for time interval from 400 kyr B.P. to t = 0
(Ganopolski et al. 2016) as it is detailed in supplementary
SectionS3.The temperature and salinity profiles as simulated
for t = 0 are shown in supplementary Fig. S5.

Then, our simulations are continued for another 100 kyr.
We loosely refer to this time interval as a ‘future’ (t > 0)
and mark it with ‘after present’ (A.P.). In this, we assume
that the shelf is always covered by water, but SAT changes.
Thus, for future TB = Tw + �Tfut (Fig. S2). In the first
series of simulations, �Tfut is set equal to Ta(t)− Ta(0). For
this, we use the continuation of the Climber-2 simulations
forced by changes of parameters of the Earth’s orbit and
by anthropogenic CO2 emissions (Ganopolski et al., 2016).
These emissions start in the year 1950 C.E. and proceed with
a simulation-independent rate until the prechosen cumulative
emission level Etot is achieved. We chose two Climber-2
simulations: one with Etot = 1000 PgC and another with
Etot = 3000 PgC, in which emissions cease in future years
100 and 300 correspondingly. Upon this, anthropogenic CO2

emission rate is set to zero, and the Climber-2 simulation is
continuedwith a freely evolving carbon cycle. Thereafter, our
simulations based on the Climber-2 output with Etot = 1000
PgC and Etot = 3000 PgC are referred to as TR1000 and
TR3000, respectively.
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However, the sea floor warming might proceed in a much
slower rate than the surface air warming (Lamarque 2008;
Heuzé et al. 2015) except over the shallowest part of the
shelf (up to a few metres, Dmitrenko et al. 2011; Bogoy-
avlensky et al. 2018, 2022; Overduin et al. 2019). Therefore,
we performed one more, ‘committed’ simulation, in which
future Ta(t) is a repetition of the Climber-2-simulated Ta(0)
(corresponding to �Tfut ≡ 0). This simulation is thereafter
referred to as TR0. In brief, our simulations represent a ‘win-
dow of possibilities’ with the temperature change in TR3000
(TR0) serving as an uppermost (lowermost) possible sea floor
warming.

Wenote that there is a commonbelief that the seafloor tem-
perature is rather insensitive to climate changes provided that
the shelf is flooded. However, a quite comparable warming
near the Arctic Shelf seafloor is simulated by at least a single
model (ACCESS Earth System Model version 1.5, Fig. S3)
in year 2300. In addition, very similar rates of the warmings
of the surface air and at the sea floor are projected when the
Arctic sea ice loss proceeds to a sufficient degree (Malakhova
and Eliseev 2023). Thus, we conclude that the upper range
of our seafloor warming is not a purely speculative.

Nonetheless, we highlight that anthropogenic emissions
in TR1000 and TR3000 attempt to mimic neither historical
emissions nor common scenarios for anthropogenic emis-
sions in the future (e.g., Eyring et al. 2016). Nonetheless,
taking into account that cumulative anthropogenicCO2 emis-
sions into the atmosphere for 1750-2004 are close to 500 PgC
(Friedlingstein et al. 2020), one could loosely ascribe model
year 50, when the cumulative emissions are close to this
value, to year 2000C.E. This ascription is not principal to our
results, but might be helpful for putting the figured numbers
into the context of the ongoing and future climate changes.

For future period, we neglect sea level changes on hydro-
static pressure. The impact of such assumption is discussed in
Section 4. A neglect of pressure contribution is also charac-
teristic for some of the other estimates of future methane
hydrate response to climate changes (Buffett and Archer
2004; Hunter et al. 2013).

The value of the heat flux from the Earth’s interior G
is time-independent, but is varied between different simula-
tions. Depending on simulation, we set it equal to either 45
mWm−2 or to 60 mWm−2 or to 75 mWm−2. The interme-
diate of these values is characteristic for the most part of the
Arctic shelf (Pollack et al. 1993; Davies 2013). In turn, value
G = 75 mWm−2 is typical for rift zones. Regions with 45
mW m−2 are rare in the Arctic, but this value is still studied
for completeness.

Our simulations fulfil important conditions which are nec-
essary for a qualitatively realistic outcome. Namely, the
present-day temperature is negative over the whole Arctic
shelf (Fig. S2). Past changes of both permafrost layer and
MHSZ follow the Pleistocene climate curve with some delay

(Romanovskii et al. 2005; Malakhova and Eliseev 2017,
2018, 2020b, a). An example (for G = 60 mWm−2) of the
simulated permafrost layer and MHSZ for the whole period
(from 400 kyr B.P. to 100 kyr A.P.) is shown in Fig. S6.

Methane content per unit volume of the sediments of
the subsea hydrates is calculated following (Gornitz and
Fung 1994; Biastoch et al. 2011; Majumdar and Cook 2018;
Stranne et al. 2017)

m̃CH4 = kCH4ρCH4φθCH4 (1)

where the gas expansion coefficient from the sediment
condition to the standard temperature and pressure (STP)
is kCH4 = 140, methane density at STP is ρCH4 =
0.7168 kgm−3, and θCH4 = 0.05 is a fraction of pore vol-
ume occupied by hydrates (Gornitz and Fung 1994; Buffett
and Archer 2004; Klauda and Sandler 2005). Then, the total
methane content per unit area of the sediments, mCH4 , is
calculated by integrating m̃CH4 over the estimated methane
hydrate stability zone.

We highlight that, in our simulations, permafrost is
assumed to exist in a sediment layer in a given year if the sim-
ulated temperature in this layer is below the freezing point
for this year. While this criterion does not observe the water
content of this layer, we note that in our simulations, the sedi-
ment pore space is assumed to be filled either by liquid water
or by ice (Section S3).

Another term to be clarified is ‘survival’. When applied to
permafrost, this term means that the permafrost layer, which
is formed earlier in a given simulation, continues to exist
(probably with a different thickness). In a similar way, the
term ‘survival’ is applied to MHSZ. Survivals of permafrost
and MHSZ are studied separately—each is governed by its
own criterion (temperature below the freezing threshold for
permafrost and temperature-pressure conditions for MHSZ).

We highlight that the calculation of methane content in
hydrates and methane release because of their dissociation
is not a major goal of our paper. However, even the order-
of-magnitude estimates for these values are instructive. We
make these estimates in a very simple manner by calculat-
ing the release of methane from the sediments to the oceanic
water based on dmCH4/dt Eq. 1. In this, we assume the fol-
lowing:

• Methane, which is released from the hydrate dissociation
because of MHSZ shrinking, is instantly transported to
the sediment–water interface but is subjected to chemi-
cal loss in the sulphate reduction zone. The latter loss is
represented via coefficient KS < 1.

• When MHSZ shrinks, both top and bottom boundaries
contribute to the CH4 release at the sediment–water
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interface. In other words, we assume that the MHSZ is
permeable for methane transport.

Thus, the sediment-to-ocean CH4 flux per unit area reads

fCH4 = KS
dmCH4

dt
. (2)

Coefficient KS is set equal to the spatially uniform value
of 0.5, which is adapted from the review paper by Ruppel
and Kessler (2017).

Wenote that, in general, sulphate reduction is a rather com-
plex process depending, in particular, on the rate of methane
delivery to the sulphate reduction zone. Thus, our usage of
a single coefficient to represent this process is a drastic sim-
plification. However, because we do not account for explicit
geography in our set up, we feel that our estimates are cor-
rect at least for the order of magnitude with this respect—it
is clear that an apparent, mechanistically derived KS can not
be larger than unity, and it is likely to be of the same order
of magnitude as 1/2.

Thereafter, we use fCH4 for fluxes per unit area, while
FCH4 is used for area-cumulative fluxes. In a similar way, we
usemCH4 and MCH4 for mass per unit area and for total mass
in a specified region correspondingly.

3 Results

3.1 Permafrost

Similar to that obtained earlier with SMILES (Malakhova
and Eliseev 2017, 2018, 2020b, a), the permafrost layer with
thickness from 300 to 1200 m develops in the shallow and
middle parts of the Arctic shelf to t = 0 (Fig. 1).

In the outer part, the thickness of this layer is ≤ 150 m
owing to the shorter interval when the sediments are exposed
to cold air temperatures during the marine regression.
The only exception is case

(
HB=100 m; G=75 mWm−2

)
,

in which permafrost disappears several kiloyears before this
time instant. All this in a broad agreement with the observa-
tional results (Bogoyavlensky et al. 2022, 2023; Bukhanov
et al. 2023),who showed that the permafrost in theLaptevSea
becomes sporadic or non-existent below the 60-m isobate.
However, in the East Siberian Sea, it could exist at shal-
lower depths.As it is expected, the permafrost layer thickness
is larger for simulations with smaller contemporary shelf
depth, which is at a longer contact with the atmosphere dur-
ing oceanic regressions, and for simulations with a smaller
geothermal heat flux. Among the studied cases, the largest
present-day permafrost layer thickness, about 1200 m, is
simulated for case

(
HB = 10 m; G = 45 mWm−2

)
.

After t = 0, the subsea permafrost thaws, both from
the top and from the bottom. The bottom thaw is basi-

Fig. 1 Frozen sediment layers in different SMILES simulations
(colours) as functions of time in future for HB = 10 m and 50m and
different values of geothermal flux G. Ordinates show the depth below

the sea floor. Boundaries of the frozen layer are smoothed with a win-
dow length of 1 kyr. Time instant t = 0 is formally ascribed to common
year 1950
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cally independent of applied warming scenario except at the
outer shelf but depends on both G and HB. If one averages
the bottom thaw rate, vpf,b, for 0–1 kyr.A.P., the maximum
value, ≈ 16.7 mkyr−1, is simulated for the shallow shelf.
This value is in agreement with the measurement reported
in Koshurnikov (2023). For this part of the shelf, the bot-
tom thaw rate depends only weakly on geothermal heat flux
intensity. For the middle shelf, the dependence of vpf,b on
G is more marked: this rate changes from ≈ 12 mkyr−1

for G = 75 mWm−2 to 15 mkyr−1 for G = 45 mWm−2.
For most part of the permafrost degradation, the bottom thaw
of the frozen layers is a continuation of the earlier thaw,
which certainly is not related to CO2 emissions, and is a
long-term response to the onset of the Holocene (Malakhova
and Eliseev 2017, 2020b). Further in the future, vpf,b slows
down.

The permafrost table thaw rate vpf,t , in contrast, most
strongly depends on applied external CO2 emissions into the
atmosphere. As it is expected, the larger the emission rate,
the faster the thaw. For TR0, this rate is always smaller than
≈ 1.5 mkyr−1 irrespective of G and HB. Such values are
quite similar to those exhibited before t = 0. A severalfold
larger vpf,t , typically from about 2 m kyr−1 to approxi-
mately 13 mkyr−1, is simulated in TR1000 and TR3000
for 0 ≤ t ≤ 10 kyr and, by and large, is independent of G.
In turn,vpf,t depends onHB andonCO2 emission rate, but in a
complicatedwaybecause of the dependenceof this rate on the
state simulated for t = 0. In contrast to vpf,b, vpf,t changes in
time non-monotonically but still shows the above-mentioned
dependencies on G and HB. Orbital forcing, which is taken
into account in simulations TR1000 and TR3000, leads to
temporal retardations of the permafrost table thaw rate. How-
ever, its effect is not a dominant one, because such thaw
(albeit with a much reduced rate) is exhibited in simulation
TR0 as well.

Time before permafrost is extinguished at the Arctic
shelf strongly depends on all parameters: contemporary shelf
depth, geothermal heat flux, and CO2 emission rate (left pan-
els in Fig. 2). We note that, because in our simulations initial
TB is a function of HB, the dependence of our results on
contemporary shelf depth implicitly includes the respective
dependence on initial near-floor water temperature.

For the outer shelf (HB = 100 m) permafrost is either dis-
appears before t = 0 or is simulated to disappear during few
centuries in the future provided that G is sufficiently large
(≥ 60 mWm−2 in our experiments). Only for the small-
est employed value of the geothermal heat flux permafrost
continues to exist in the future with the date of the com-
plete degradation, tpf,end, which is 1 kyr A.P. for TR3000,
2 kyr A.P. for TR1000, and amounts to 11 kyr A.P. for TR0.

In the CO2-emission forced runs and for the middle and
shallow parts of the shelf, tpf,end in our simulations is never
smaller than 5 kyrA.P. In this part of the shelf and in the simu-

lation withG = 45 mWm−2, tpf,end is as large as 32 kyr A.P.
for TR3000 and even 51 kyr for TR1000. These values are
again in agreement with those reported by Archer (2015).

The longest survival of the subsea permafrost is simulated
in runs TR0 in the middle and shallow parts of the shelf. In
these experiments, tpf,end is ≥ 22 kyr A.P. or even survives
till the end of the simulation.

All our simulations show a clear dependence of tpf,end
on geothermal heat flux: the larger the flux is, the sooner
the subsea permafrost ceases to exist. This is an obvi-
ous consequence of the respective dependence of vpf,b.
The dependence of vpf,t on future CO2 emission rate leads
to the negative correlation of tpf,end with the applied cumula-
tive emissions. In addition, the time of the subsea permafrost
disappearance is smaller for larger HB because the larger
present-day shelf depth leads to a thinner permafrost layer at
t = 0.

3.2 Methane hydrate stability zone

The methane hydrate stability zone ceases to exist before the
present at the outer shelf (HB = 100 m; Fig. 3). This is
in agreement with our previous simulations (Malakhova and
Eliseev 2017, 2018, 2020b, a) which were driven by other
forcing datasets. For themiddle and shallow parts of the shelf
in all our simulations, the present-day MHSZ base is located
deeper in the sediments than its permafrost counterpart. This
is due to the impact of the hydrostatic pressure of the water.
Wenote, however, that this impact is only possible in the pres-
ence of the overlying permafrost layer—otherwise, MHSZ
does not form at all. In turn, the MHSZ top depth is larger
than the permafrost top depth for the same pair (HB; G).
For the middle and shallow parts of the shelf, MHSZ bot-
tom is located at the about 1400 m below the sea floor for
G = 60 mWm−2 and about 900 m for G = 75 mWm−2.
In the outer shelf, methane hydrate stability zone disappears
before t = 0 (Fig. 2).

The rate of theMHSZshrinking from the bottom, vMHSZ,b,
averaged from t = 0 to t = 1 kyr A.P. amounts from
13 mkyr−1 to 30 mkyr−1 depending on HB and onG, which
is similar to its permafrost counterpart. Again,MHSZ shrink-
ing from the bottom is a continuation (albeit slightly fastened)
of the corresponding shrinking during the last few millennia
before the onset of the external CO2 emissions. Later on,
vMHSZ,b magnitude increases. For instance, its verticalmove-
ment rate may be as large as about 100 mkyr−1 for a number
of simulations with HB = 50 m. Interestingly, in simulations
with the moderate geothermal heat flux G = 60 mWm−2,
such large values ofvMHSZ,b are exhibited only in theTR3000
simulation. In the simulations with other values ofG, the rate
of vMHSZ,b averaged over 5 kyrA.P. ≤ t ≤ 10 kyr A.P. is
close to 100 mkyr−1 for all three emission scenarios.
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Fig. 2 Timeof the disappearanceof permafrost (left) andof themethane
hydrates stability zone (right) for different HB. Negative time instants
indicate that the feature under study disappears before t = 0. Value

100 kyr A.P. indicates that permafrost survives till the end of the simu-
lation. Time instant t = 0 is formally ascribed to common year 1950

The methane hydrate stability zone, similar to that exhib-
ited for permafrost, shrinks from the top at amuch slower rate.
On the shallow and middle parts of the shelf and during the
first 1 kyr after the emission onset, this rate, vMHSZ,t , changes
from 0 to 6 mkyr−1 depending on contemporary shelf depth,
geothermal heat flux, and emission scenario. The MHSZ top
deepening is not a continuation of the tendency during the

last few millennia before t = 0—in fact, before the emis-
sion onset, MHSZ top shallows rather than deepens at these
parts of the shelf in all our simulations. Later on, vMHSZ,t

increases. For the last few millennia before the complete dis-
appearance of the methane hydrate stability zone, it may be
of the order of 100 mkyr−1 (Fig. 3).
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Fig. 3 Methane hydrate stability zone in different SMILES simulations (colours) as functions of time in future for HB = 10 m and 50m and
different values of geothermal flux G. Ordinates show depth below the sea floor. Time instant t = 0 is formally ascribed to common year 1950

The time since the emission onset till the completeMHSZ
disappearance (time instant tMHSZ,end) at the shallow and
middle parts of the shelf in our simulations is from 3 kyr
for

(
HB = 50 m; G = 75 mWm−2

)
in both runs TR1000

and TR3000 (Fig. 2). For the same pair (HB; G), it is of
the same order of magnitude (4 kyr) in run TR0. However,
in other simulations, tMHSZ,end is located markedly further
in the future. For G = 60 mWm−2 and HB = 50 m
(HB = 10 m), tMHSZ,end changes from 11 to 20 kyr A.P.
(from 31 to 41 kyr A.P.) depending on the applied CO2 sce-
nario. For small geothermal heat flux G = 45 mWm−2, this
time instant is from 36 to 81 kyr. A.P. depending on CO2 sce-
nario and on contemporary shelf depth. Basically, tMHSZ,end

is negatively correlated with both G, HB and with the rate of
the CO2-induced warming in the atmosphere.

A comparison between left and right panels in Fig. 2 shows
that, for a given HB,G, and emission scenario, MHSZ disap-
pears earlier than the respective permafrost layer. However,
we did not find a systematic dependence for the differ-
ence between these two extinction times on the above-listed
parameters.

3.3 Methane release from the sediments to the
water

The values of averaged over the prechosen time intervals
are shown in Fig. 4. For ‘recent past’ (the last millennium
t = 0) for both shallow and middle parts of the shelf is
between 0.3 and 5.2 gCH4 m

−2 yr−1. In simulation TR0,

fCH4 may either increase or decrease during the next 2 kyr
depending on HB and G. In contrast, future enhancement of
theMHSZshrinking from the top in simulationswith external
CO2 emissions always leads to an increase of this flux during
1 or 2 kyr with subsequent decrease thereafter. In particular,
the means of fCH4 over 0.5-1 kyr A.P. in these model runs
typically amount from 4 to 16 gCH4 m

−2 yr−1 at the shallow
and intermediate shelves (except forG = 45 mWm−2 which
is accompanied by much smaller values of fCH4).

We note that our fCH4 estimates for time interval from
−0.5 kyr A.P. to +0.5 kyr.A.P. are within the corresponding
range as measured at the shallow and intermediate parts of
the shelf by Shakhova et al. (2019) (≤ 10 gCH4 m

−2 yr−1 in
our units and taking into account impacts of an initial degree
of subsea permafrost thaw and by modern methanogenesis
combined with partial release of preformed CH4 from inter-
pore and/or relic hydrates preserved within the permafrost at
the shallow and intermediate shelves).

4 Discussion and conclusions

4.1 Summary

We performed simulations with the SMILES (the Sediment
Model Invented for Long-tErm Simulations) for 100 kyr
in future. These simulations were initialised from the state
obtained for a broadly defined ‘present-day state’ and forced
by surface air temperature (SAT) changes as simulated by
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Fig. 4 Methane flux from the
sediments to the ocean averaged
over different time intervals. The
grey rectangle which is labelled
as ‘SEA19’ is a value reported
in the review by Shakhova et al.
(2019) taking into account
impacts of an initial degree of
subsea permafrost thaw and by
modern methanogenesis
combined with partial release of
preformed CH4 from inter-pore
and/or relic hydrates preserved
within the permafrost at the
shallow and intermediate shelf.
Time instant t = 0 is formally
ascribed to common year 1950

the Climber-2 Earth system model. In turn, SAT changes in
Climber-2 were modelled as a response to idealised scenar-
ios of CO2 emissions and to changes of the parameters of the
Earth’s orbit. Because of uncertainty in relating SAT changes
to changes of temperature at the surface of the oceanic shelf
sediments, TB, we used a broad interval of future TB changes:
from no change since the present day (which is a continua-
tion of the Holocene history) to the change with the same rate
as it is simulated for SAT. Owing to additional uncertainty
due to existing spatial variations of geothermal heat flux,
we repeated model runs for several values of this variable
ranging from 45 to 75 mWm−2. We neglected the possible
impact of the sea level on freeze/thaw temperature and on
thermodynamic stability of methane hydrates.

We found that, for the outer shelf (HB = 100 m), per-
mafrost either disappears before t = 0 or is simulated to
disappear during a few centuries in future provided that
G ≥ 60 mWm−2. For smaller G and at the same part of
the shelf, the date of the complete degradation is not later
than 11 kyr A.P. depending on the applied emission sce-
nario. For the middle and shallow parts of the shelf, in the
CO2-emission forced runs the subsea permafrost survives, at
least, for 5 kyr after the emission onset or even much longer.
Without applied greenhouse forcing, the permafrost exists
here at least until 22 kyr A.P. or even survives till the end of
the model runs.

At the shallow and middle parts of the shelf in our simu-
lations methane hydrate stability zone disappears not earlier

than at t = 3 kyr A.P., but typically MHSZ survives until 11
to 20 kyr A.P. (from 31 to 41 kyr A.P.) for G = 60 mWm−2

and HB = 50 m (HB = 10 m). For smaller geothermal heat
flux G = 45 mWm−2, the time instant of the local MHSZ
extinction is from 36 to 81 kyr A.P. depending on the CO2

scenario and on the contemporary shelf depth.
Timings of local extinction of both the subsea permafrost

and MHSZ are negatively correlated with the geothermal
heat intensity provided that other factors are being equal.
This reflects the strong control which this variable sets on
the permafrost thaw from the bottom and the corresponding
MHSZ shrinking. In turn, thaw from the top andMHSZ table
deepening is basically determined by the appliedCO2 forcing
scenario. Because of different contribution of processes at the
top and bottom boundaries to total loss both for permafrost
and for MHSZ, the timings of the permafrost disappearance
depend stronger on the applied scenario relative to that of the
MHSZ extinction.

The most important impact of the future orbital forcing is
a non-monotonic change of TB. Its impact on simulations is
more important for the permafrost than for MHSZ. In partic-
ular, it leads to retardation of the permafrost table thaw rate in
TR1000 and TR3000. However, its effect is not a dominant
one, because such thaw (albeit with a much reduced rate) is
exhibited in simulation TR0 as well.

Owing to multi-millennium timescale of the variations of
the parameters of the Earth’s orbit, our scenario TR0 during
the next several millennia is similar to the future scenario
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employed by Matveeva et al. (2020). In this respect, it is
remarkable that the timescale of theMHSZ extinction is very
similar between our paper and the paper by Matveeva et al.
(2020). It credits an additional support for our results.

4.2 Implications for pan-Arctic

Despite of very rudimentary account of geographically dis-
tributed properties, it is instructive to estimate the pan-Arctic
values of the above-studied variables. Thus,we integrated our
simulated variables over the whole Arctic shelf with a crude
approximation for such integrals: we assume that our shallow
shelf is representative for all shelf areaswith HB ≤ 30 m, our
intermediate shelf—for 30 m < HB ≤ 75 m, and our deep
shelf—for HB > 75 m. To partly compensate for our rudi-
mentary geography, we limit these integrals to the regions
where the subsea permafrost was simulated in a more realis-
tic setup (Malakhova 2020) (supplementary Section S4.4), in
which the geographically explicit surface forcing was used
(supplementary Fig. S8 and Table S4)—just by multiplying
vertical integrals by the area of such regions.We note that the
geographical distribution of the subsea permafrost in theArc-
tic simulated by Malakhova (2020) is in general agreement
with an alternative simulation (Overduin et al. 2019).We also
assume that MHSZ develops only in the subsea permafrost
and covers the whole permafrost-bearing region as simulated
by Malakhova (2020). In addition, we acknowledge the fol-
lowing important caveats in our ‘pan-Arctic’ calculations:

• Geological features are neglected completely. Such fea-
tures may lead either to local variations of the geothermal
heat flux or to release of the thermogenic methane from
the sediments.

• In our simulations, we use the Climber-2 surface air tem-
perature anomaly from the present day only for the grid
cell corresponding to the East Siberian Arctic shelf to
for our model. This anomaly is apparently different even
from temperature in other model grid cells. However,
three shelf regions are located in nearby grid cells (recall
very coarse zonal resolution of Climber-2, ≈ 51o), and
temperature anomaly in our preselected Climber grid cell
deviates from its zonal mean counterpart no more than
by 20% during the most part of the simulation (supple-
mentary Section S3 and Fig. S4).

• Moreover,weusegeographically uniformvalue (−12oC)
for the reference temperature for the top boundary of the
shelf exposed to the atmosphere during marine regres-
sions. The Climber-simulated anomalies are added on
top of this reference temperature (supplementary Sec-
tion S3). This caveat is partly (albeit far from completely;

see below) ameliorated by using the above-mentioned
subsea permafrost extent adapted fromMalakhova (2020).

We these caveats in mind, we highlight that our calcula-
tions for methane stocks and for methane fluxes are correct,
at best, only for an order of magnitude.

In addition, because of the aforementioned limitations, we
do not make attempt to calculate the present-day volumes
of the subsea permafrost and of the permafrost-associated
methane hydrate stability zone—both of them may be sen-
sitive to the local geological features—and present only
changes relative to the present day.

The subsea permafrost volume, Vpf , is decreased by 1.3%
(4.5%, 6.8%) during the first 0.5 kyr in future in simulation
TR0 (TR1000, TR3000) with G = 60 mWm−2 (Fig. 5a).
Larger permafrost volume loss during the same time inter-
val is simulated with G = 75 mWm−2: 2% (10%, 13%).
At t = 1 kyr A.P., Vpf in simulations TR0 is decreased by
1.5–4.6% relative to t = 0 depending on G, by 4–14% in
simulations TR1000, and by 8–20% in simulations TR3000.
Our estimates are markedly smaller than those reported by
Wilkenskjeld et al. (2021) who claimed that 35% of the ini-
tial subsea permafrost volume is lost by common era year
3000 under high-emission scenario SSP5−8.5. While our
and their modelling setups are pretty different because of
(i) differences in emission scenarios, (ii) their usage of the
Max-Planck-Institute (MPI) oceanic model to generate the
temperature at top of the sediments rather than our sim-
ple transfer of the near-surface atmospheric temperature
anomaly to the sediment-oceanic interface, (iii) an explicit
treatment of the geographic features in their simulations and
a very rudimentary account for them in ours, (iv) their usage
of ‘partially frozen cells’ (such partial freezing is neglected
in our setup), and (v) an incomplete correspondence between
our calender and the common era calender; the difference is
still verymarked.Wenote that they are unlikely to be ascribed
to the driving Earth SystemModels (ESMs) owing to compa-
rable equilibrium climate sensitivities ( 2.8 K) and transient
climate responses ( 1.8 K) between MPI-ESM employed by
Wilkenskjeld et al. (2021) and Climber-2 used in our exer-
cise (MacDougall et al. 2020). The most likely reason (as
pointed out to us by S. Wilkenskjeld) is their implementa-
tion of ‘partially frozen cells’ leading to a smaller amount
of ice in the sediment layers, which are located deeper than
100m relative to the sea floor. Thus, melting the pore ice in
the upper part of the sediment leads to larger relative loss of
the permafrost volume in simulations by Wilkenskjeld et al.
(2021) relative to that in our simulations.

After 10 kyr after time instant t = 0 (corresponding to
the emission onset for TR1000 and TR300), in our sim-
ulations, the subsea permafrost volume loss is, depending
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Fig. 5 Volume of the subsea
permafrost (a) and the
permafrost-associated subsea
methane hydrate stability zone
(b) relative to the time instant of
the CO2 emission onset (which
is formally ascribed to common
year 1950) in simulations with
G = 60 mWm−2 averaged over
the whole Arctic shelf

on G, 16–44% in simulations TR0, 27–75% in simulations
TR1000, and 37–86% in simulations TR3000. In this as well
as in previously studied time slices, the largest Vpf loss is
exhibited for G = 75 mWm−2 and the smallest one is for
G = 45 mWm−2.

In contrast to the subsea permafrost volume, the perma
frost-associated MHSZ loss depends more weakly on the
applied emission scenario (Fig. 5b) but strongly depends
on G. This is again consistent with the finding that MHSZ
mostly shrinks from below rather than from above. The pan-
Arctic methane hydrate stability zone volume, VMHSZ, is
reduced by 0.4–3.4% during the first 0.5 kyr after the CO2

emissions onset, by 1.0–7.8% during the next 0.5 kyr, by 2–
16% to t = 2 kyrA.P., by 4–45% to t = 5 kyrA.P., and
by 8–60% to t = 10 kyrA.P. relative to its value at t = 0.
Similar to that already exhibited for Vpf , the largest Vpf loss
is exhibited for G = 75 mWm−2 and the smallest one is for
G = 45 mWm−2. Our estimate of the relative VMHSZ loss
for G = 60 mWm−2 during the first 1 kyr after the emis-
sion onset is similar to that obtained by Hunter et al. (2013)
in their high-emission scenario ECP8.5 despite they do not
model the permafrost-associated methane hydrates.

Geothermal heat flux is also very important for setting the
present-day simulated pan-Arctic methane stock, MCH4 , in
the subsea hydrates. This stock is equal to 1230 PgCH4 (all
values for this variable are rounded to the nearest integers) in
simulations with G = 60 mWm−2 (Fig. 6a), but it is as half
as much (635 PgCH4) in simulations with G = 75 mWm−2

and is larger by about 1/3 (1695 PgCH4) in simulations with
G = 45 mWm−2. Themajority of this stock (from63 to 71%
depending onG) is in the East Siberian Arctic Shelf (ESAS),
with smaller contributions from the West Eurasian and from
the North American Arctic Shelves (17–20% and 11–17%
correspondingly; for shelves definition, see supplementary
Fig. S7). The total pan-Arctic stock is broadly consistent

with the values reviewed by James et al. (2016) who figured
out that up to 1400 PgCH4 may be stored in the submerged
permafrost in the Arctic shelf. However, our estimate is an
order ofmagnitude larger than that reported byMcGuire et al.
(2009) (≤ 65 PgCH4).

The likely reasons for obtaining our value are (i) an
assumption that hydrates exist everywhere in the MHSZ
while Xu and Ruppel (2022) and Mestdagh et al. (2017)
pointed out the hydrates are mostly absent in the uppermost
part of MHSZ, and they exist in the lowermost part only pro-
vided that CH4 flux from below is large enough, (ii) possible
unfrozen (and, thus, unable to support the thermodynamic
conditions for hydrate formation) subgrid-scale horizontal
regions. Both assumptions might lead to the several-fold
overestimatedmethane stock, and in combination, theymight
lead to the corresponding overestimate by order of magni-
tude.

We note a strong dependence of the methane stock on G,
quite similar to that obtained in the present paper, was earlier
simulated by Archer (2015) for ESAS, but with more mod-
erate values of MCH4 at this shelf (for instance, 846 PgCH4
for G = 60 mWm−2, while his estimates are typically
≤ 90 PgCH4), likely owing to his accounting for the CH4

dissolved content in the pore water.
Similar to that exhibited for MHSZ, the loss of the MCH4

onlyweakly depends on the applied emission scenario during
the first several kiloyears after the emission onset (Fig. 6a),
despite there is a strong corresponding dependence on G. By
design, our estimate of the relative methane hydrate stock
decrease is identical to those obtained for the methane sta-
bility zone volume.

In contrast to MHSZ volume and its methane hydrate
stock, the pan-Arctic methane flux from the sediments to the
oceanic water, FCH4 , exhibits slightly non-monotonic depen-
dence on G. For instance, for last 0.5 kyr before t = 0, this
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Fig. 6 Methane stock in the
pan-Arctic
permafrost-associated shelf
hydrate (a) and CH4 flux from
the Arctic shelf sediments to the
oceanic water in simulations
with G = 60 mWm−2 (b). The
grey rectangle with the label
‘JEA16’ in a stands for the
empirically-based upscaling
range as reviewed by James
et al. (2016). Time instant t = 0
is formally ascribed to common
year 1950

flux is 1.8 TgCH4 yr
−1 for G = 60 mWm−2 (Fig. 6b).

It is slightly larger, 1.9 TgCH4 yr
−1, for the largest studied

G = 75 mWm−2, and is again larger, 2.40 TgCH4 yr
−1, for

the smallest studied G = 45 mWm−2. The major contribu-
tion is from the East Siberian Arctic Shelf: for the last 0.5 kyr
before the CO2 emission onset and for the first 0.5 kyr after
this onset, the flux from the sediments to the water from this
shelf is from 1.3 to 3.4 TgCH4 yr

−1 which is larger than the
estimate by Archer (2015), who reported that in his simu-
lations FCH4 from ESAS is ≤ 0.4 TgCH4 yr

−1. The likely
reason for this difference is due to (i) an order-of-magnitude
smaller methane stock in the ESAS sediments in his simu-
lations compared to ours and (ii) his accounting for future
sea level rise on MHSZ extent (warming scenario in Archer
(2015) corresponds to the sea level rise ≥ 70 m at the time
of peak warming).

Future changes of FCH4 depends on G as well. If no
CO2 emissions are applied (TR0), this flux steadily increases
during the next several kiloyears. In simulations with CO2

emissions applied, FCH4 increases, sometimes by an order
of magnitude. For instance, in simulation TR3000 with G =
60 mWm−2, even the being averaged over 0.5-1 kyr A.P.,
this flux is as large as 5.3 TgCH4 yr

−1 (Fig. 6b); a higher
counterpart value, 6.6 TgCH4 yr

−1, is obtained in simula-
tion TR3000 with G = 75 mWm−2.

Thus, we conclude that the CO2-induced warming in our
simulations enhances the pan-Arctic subsea permafrost loss
during 1 kyr after the emissions onset by several times.
However, this warming ismuch less important for the respec-
tive MHSZ loss. Our estimates of methane release from
the sediments to the oceanic water per unit area are con-
sistent with existing respective estimates attributed to the
subsea permafrost thaw. Our corresponding pan-Arctic esti-
mate averaged over centennial or millennium time intervals

typically never exceeds 14 TgCH4 yr
−1 during fewmillennia

from t = 0.
We did not make an attempt to estimate the corresponding

release of methane from the oceanic water to the atmosphere
because this is complicated by (i) methane oxidation in the
water column, (ii) sea ice blocking of gas transport from the
ocean to the atmosphere, and (iii) additional CH4 sources
unrelated to the methane hydrate dissociation, e.g., due to
methanogenesis in the river mouths or in the submerged
Yedoma or owing to release of the thermogenic methane
(Archer 2007; James et al. 2016; Ruppel and Kessler 2017;
Dean et al. 2018; Shakhova et al. 2019; Ruppel and Waite
2020). Assessing item iii is beyond the scope of the present
paper. For items i and ii, it is clear that they could only dimin-
ish CH4 flux at the ocean–atmosphere interface relative to
its counterpart at the sediment-ocean interface. Malakhova
and Golubeva (2022) reported that this difference may be as
large as one order of magnitude provided that sea ice cover
is similar to the present-day one. While the latter assumption
seems unlikely for time instants after several decades from
the present day, when most state-of-the-art climate models
project an ice-free Arctic in summer under high-emission
scenarios (Fox-Kemper et al. 2021), a severalfold decrease
of methane flux at the ocean–atmosphere interface relative
to the flux at the sediment-ocean interface still seems rea-
sonable. We suggest that CH4 flux at the ocean–atmosphere
interface could not be larger than few TgCH4 yr

−1. Thus,
despite our pan-Arctic FCH4 is substantially larger than esti-
mated by Archer (2015), we agree (even with our likely
overpredicted CH4 stock in the Arctic shelf sediments) with
his conclusion that methane hydrate dissociation in the sub-
sea sediments can not support large estimates which were
claimed recently (e.g., up to 17 TgCH4 yr

−1, Shakhova et al.
2010). The same conclusion was made in the recent IPCC
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assessment (Canadell et al. 2021) (see also Berchet et al.
2016).

4.3 Uncertainties and limitations

We acknowledge the limitations of our study:

• In our simulations, we neglected the impact of future sea
level (SL) rise on the thermodynamic stability ofmethane
hydrates and on the freeze/thaw temperature of sea water.
For both effects, this is true provided that the eustatic sea
level rises only due to thermal expansion. However, it
overlooks possible contribution to the sea level rise due
to the melting of ice sheets. For instance, the recent IPCC
Working Group 1 Assessment Report concluded that ice
sheets melting may contribute as large as 40m to sea
level within a few centuries from now (Fox-Kemper et al.
2021). Nonetheless, ice sheets do not melt in the future in
the Climber-2 simulations used here, and their contribu-
tion to the future SL rise is zero. In addition, if ice sheet
melting toSLchange is substantial, itwouldonly enhance
the thermodynamic stability of methane hydrates, thus
shifting the dates of MHSZ extinction even further in
the future. However, the hydrostatic pressure increase
would decrease freeze/thaw temperature (supplementary
Eq. S5), which would promote a faster response of the
subsea permafrost to future warming.

• An important caveat is due to the lack of mechanistic
biogeochemistry in our model reflected in vertically and
geographically uniform θCH4 . This simplification may
affect our results in two ways. First, it directly affects
the estimated methane release. Second, it overlooks a
negative feedback between the dissociation of methane
hydrates and the amount of dissolved methane in pore
volume (Ruppel andWaite 2020). The first effect is diffi-
cult to quantify in our setup. The second effect may only
slow sown the hydrate dissociation, thus diminishing the
release of methane and shifting the extinction of methane
hydrates in the sediments further in time.

• As it was stated in Section 2, we neglected the heat
released during dissociation of hydrates (Stranne et al.
2016). On one hand, the latent heat of hydrate disso-
ciation leads to retardation of their response to climate
change. Thus, it would only prolong the MHSZ exis-
tence in our simulations. However, on the other hand,
accounting for this latent heat would suppress the forma-
tion of methane hydrates during Pleistocene glaciations
as well. Provided that other things are equal, thinner
MHSZ apparently would disappear earlier. It was shown
by Stranne et al. (2016) and by Arzhanov andMalakhova
(2023) that the former effect dominates and accounting
for the latent heat of hydrate dissociation retards the dis-

appearance of MHSZ under global warming. The latter
even strenghtens our conclusions about the future fate
of the sunsea permafrost and PAMHMHSZ. To account
for this effect in a mechanistic fashion, one needs either
data on methane hydrate saturation within MHSZ (such
large-scale data are lacking) or to model their geochem-
istry. We plan to extend our model accordingly and to
perform the relevant simulations in a future paper.

• As a continuation of the previous item, we note that,
despite the specific heat of methane hydrate phase tran-
sition is 1.5-fold larger than ice/water phase transition,
it is not so important at large scales. This is because at
these scales, hydrate saturation ismuch smaller thanunity
(typically, θCH4 = 0.05, Gornitz and Fung 1994; Buffett
and Archer 2004; Biastoch et al. 2011; Klauda and San-
dler 2005), and its product with the ratio between the just
mentioned latent heats (1.5) is much smaller than unity
as well. An order-of-magnitude larger saturations is nec-
essary to make the impact of the latent heat of hydrate
dissociation comparablewith the respective impact of the
latent heat of ice/water phase transition. The layers with
much higher hydrate saturation exist in the sediments,
e.g., in Beaufort–Mackenzie Basin where this saturation
could be as large as 60% (e.g., Majorowicz et al. 2012).
However, such layers are at most several metres thick,
and they are separated by the layers which contain little
or no hydrate (Boswell et al. 2011).

• In principle, thermodynamic potentials may be used to
improve estimates of mCH4 and fCH4 even in our setup.
However, we feel that the major uncertainty of our esti-
mates for methane stock and for methane fluxes is due
to the neglect of the vertical and horizontal variations of
hydrate saturations and due to the very simplified treat-
ment of the impact of the sulphate reduction zone on
these fluxes rather than due to the neglect of the respective
latent heat of their formation and dissociation. Again, a
full geochemistry model is necessary to pursue this goal.

• An additional uncertainty in our estimates is due to a
complete neglect of the spatial inhomogeneity of most
input parameters for our model. This includes both hori-
zontal and vertical (and, plausibly, time variations of such
even temporal on our 100-kiloyear time horizon). While
some parameters are available at the horizontal grid (say,
the present-day near-seafloor temperature (Bogoyavlen-
sky et al. 2018) or the geothermal heat flux (Pollack
et al. 1993; Davies 2013), most of them are lacking—
especially, mineral and granulometric contents of the
sediment down to the depth of 1.5 km. In particular, ver-
tical layering of any input parameters could change our
results, at least quantitatively. Such extension would be
an important path in the development of our knowledge
on the future fate of the thermal state of the subsea sedi-
ment. However, this is unfeasible at the date. Lacking the
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respective data, we decided to perform our simulations
in an idealised way but with a stratification relative to
the contemporary HB. We highlight that our setup and a
general complexity of our model are quite comparable to
othermodels of similar functionality, saywith themodels
by Archer (2015) and by Matveeva et al. (2020).

• Partly, our neglect of geography is ameliorated by the
large-scale structure of the forcing data—the anthro-
pogenically induced climate changes have a very broad
(basically, the pan-Arctic) scale. For our pan-Arctic scale,
the neglect of geography is ameliorated (albeit, incom-
pletely) by using the permafrost map by Malakhova
(2020) to scale the local estimates. Thismapwas obtained
taking into account spatial variations ofG—thus, implic-
itly taking into account geological features. The latter
approach is very similar to that employed by Overduin
et al. (2019).

• We used very idealised scenarios of CO2 emissions lead-
ing to the ‘calender uncertainty’ in our simulations. For
instance, simulations TR1000 andTR3000 assume a con-
stant CO2 emission rate during either 100 or 300 years
with an abrupt decline to zero thereafter. This is in
apparent contrast with the real-world emissions, which
(i) started about two centuries earlier (around the mid-
eighteenth century taking into account the sizeable land
use change emissions) and (ii) proceed with a very
non-uniform rate during the historical period. More-
over, emissions of other anthropogenic greenhouse gases
(CH4, N2O, etc.) are ignored in the Climber simulations
as well as possible natural climate drivers (e.g., vol-
canic eruptions, total solar irradiance changes). Further,
possible natural climate variability is not simulated by
Climber and, therefore, is ignored as well. In addition,
other external forcings are neglected completely except
the orbital one. We note, however, that long time scales
involved in the problem at hand suppress the possible
impact of scenario details on the obtained results. At
least, the major finding related to the major dependence
of the time instants of complete extinction to the shelf
depth and to the processes at the bottom of the permafrost
layer and of MHSZ have to be valid irrespective to the
applied scenario emission. Further, at long scale, the cli-
mate response is determined basically by the cumulative
emissions rather than by the pathway details (Zickfeld
et al. 2009, 2012). This also provides support that our
estimates for timings of the subsea permafrost and the
permafrost-associatedMHSZ disappearances are correct
at least to the order of magnitude.

• We completely lack the centennial-scale climate vari-
ability except during the short (few centuries) period
with anthropogenic CO2 emissions. However, this vari-
abilty is likely unimportant for the goals of the present
paper owing to (i) this temperature variability is strongly

damped near the Arctic shelf floor for the climate of
the most part of the Holocene and (ii) large (multi-
millennium scale) response times of the subsea per-
mafrost and permafrost-associated MHSZ to external
forcing (see Section 1).

• An obvious limitation is due to our selection of the par-
ticular Climber-2 grid cell for climate anomalies and the
spatially uniform present-day temperature to which these
anomalies are added; both are corresponding to the East
Siberian Arctic shelf (supplementary Section S3). This
is partly reasoned by the major contribution to the per-
mafrost area, MHSZ volume, and MHSZ stock from this
part of the Arctic shelf as well as by relatively uniform
projections of temperature at these latitudes in Climber-
2. In addition, it directly affects only the present-day state
rather than future simulations.

• We used hydrostatic pressure to calculate MHSZ bound-
aries (Section S1). This is similar to Romanovskii et al.
(2005); Majorowicz et al. (2012); Hunter et al. (2013);
Archer (2015)) and is equivalent to assuming that part of
the column remains unfrozen even at very low tempera-
ture. However, in some papers (e.g., Tinivella et al. 2019;
Liu et al. 2016), alternative pressure calculations, which
take into account the lithostatic pressure, are invoked.
The latter presumes an existence of completely hydro-
logically impermeable layers in the sediments and leads
to a deeperMHSZbase (Tinivella et al. 2019). The impact
of the the replacement of the hydrostatic pressure by a
lithostatic one is not explored in our paper.

• We reported the pan-Arctic estimates only for G =
60 mWm−2. This is a typical heat flux from the Earth’s
interior in the Arctic Ocean (Davies 2013). Arctic shelf
regions with substantially largerG loseMHSZmarkedly
before the emission onset and donot contribute to the esti-
mates. The regions with much smaller geothermal heat
flux are untypical for the Arctic shelf.

• At last, there is a caveat in our simulation for (HB=10m;
G = 45 mWm−2

)
with MHSZ extending down to the

bottom of the computation domain boundary and the bot-
tom of the permafrost layer located close to the bottom of
the computation domain. This would apparently lead to
themisestimated values of all variables under interest.We
acknowledge it, andwe are going to ameliorate it in future
exercises. However, this pair (HB; G) does not look like
‘an outlier’ in our simulations, and we believe that the
results for this pair are correct at least qualitatively. In
addition, the extent of areaswith this geothermal heat flux
in the Arctic is small (Davies 2013), and all pan-Arctic
estimates are done for more common G = 60 mWm−2.

• Our estimate for methane fluxes was constructed assum-
ing an instantaneous transport of methane from MSHZ
to the sea floor (Section 2). In reality, this transport is
controlled by diffusion and vertical advection. Both pro-
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cesses result in a finite timescale for such transport (Xu
and Ruppel 2022). Therefore, it is likely that our assump-
tion of an instantaneous transport of methane leads to the
overestimated corresponding flux at the sediment-ocean
interface.

• We did not model the methane transport through the
sediment assuming that there is always a channel trans-
porting up upward. We also tried an alternative the only
escaping methane is from the top of the methane hydrate
stability zone. Methane produced due to hydrates dis-
sociation at the MHSZ bottom is accumulated below
this zone. However, whenMHSZ disappears completely,
this accumulated methane is instantly transported to
the sediment-water interface. Such pulse release is the
largest, 125 gCH4 m

−2 yr−1, for (HB = 50 m; G = 75
mWm−2

)
during 2-5 kyr A.P. (Fig. S7). This value is

insensitive to the applied emission scenario. The lat-
ter is a consequence of the dominance of the bottom
shrinking in the reduction of the MHSZ thickness for
this particular case. An order-of-magnitude smaller peak
emission as averaged over 2–5 kyr is simulated for(
HB = 50 m; G = 60 mWm−2

)
, but only in experi-

ment TR3000. Peak CH4 release per time step is of the
same order ofmagnitude between (HB = 50 m; G = 75
mWm−2

)
and

(
HB = 50 m; G = 60 mWm−2

)
(not

shown). In addition, very similar peak release of methane
is simulated with the same pairs (HB; G) irrespective of
applied emissions, but at different time instants.

• In addition, we assumed that the hydrate stability zone in
our simulations corresponds to pure methane hydrates.
A mixture of methane hydrates and hydrates of other
species would change the temperature and pressure con-
ditions for the hydrate formation and existence with
impacts on time dynamics of such hydrate stability zone.
Unaware of the respective conditions, we just mention
such a possibility without attempting to quantify it.

Thus, we conclude that our estimates for the time hori-
zons of the subsea permafrost and the permafrost-associated
MHSZ are correct at least for the order of magnitude. More-
over, the effects which are neglected in our paper (e.g., the
latent heat of hydrates dissociation) may only strenghen our
conclusion that their complete disappearance is impossible
for at least several kiloyears from the present.

4.4 Final remarks

The simulations with a one-dimensional model for the ther-
mophysics of the sediments for 100 kyr in the future are
driven by idealised scenarios of CO2 emissions and by
changes of the parameters of the Earth’s orbit.

The most important outcome of our study is as follows:

1. At the outer shelf, permafrost disappears either before
the onset of the anthropogenic emissions or during a few
centuries after it. In contrast, for the middle and shallow
parts of the shelf, in the CO2-emission forced runs, the
subsea permafrost survives, at least, for 5 kyr after the
emission onset or even for much longer.

2. At the same parts of the shelf, methane hydrate stability
zone (MHSZ) disappears not earlier than at 3 kyr after
the CO2 emission onset.

3. Both permafrost thaw andmethane hydrate stability zone
shrinking occur mostly from the bottom and depend
strongly on the heat flux from the Earth’s interior. They
are largely independent from the forcing at the upper
boundary of the sediments. However, permafrost thaw
from the top is basically determined by the applied CO2

forcing scenario.
4. As a crude estimate, we may state that the CO2-induced

warming in our simulations is able to enhance the pan-
Arctic subsea permafrost loss severalfold during 1 kyr
after the emissions onset, but it is less important for the
respective MHSZ loss.

5. The dynamics of MHSZ is largely independent on the
chosen climate projection, at least for the next several
thousand years.

One may assume that our study is very idealised and its
results are difficult to interpret in terms of common Earth sci-
ences. However, we highlight our general result: the subsea
permafrost and the permafrost-associated methane hydrates
are unlikely to experience anymarked degradation during the
next few millennia irrespective (by and large) of the anthro-
pogenic climate forcing. Moreover, most limitations of our
model or our setupwould only enhance thismajor conclusion
of our paper.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s00704-023-04804-
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S1 SMILES description

Our model, SMILES (the Sediment Model Invented for Long-tErm Simulations)
solves the one–dimensional equation for heat diffusion in the sediments

C
∂T

∂t
=

∂

∂z

(
κ
∂T

∂z

)
(S1)

as well as the diffusion equation for salinity

∂ (WS)

∂t
=

∂

∂z

(
DS

∂S

∂t

)
. (S2)

Here C is heat capacity per unit volume, T is temperature, t is time, z is
vertical coordinate below the sediment top (positive downward), κ is thermal
conductivity, W is volumetric moisture content of the sediment, S is salinity,
and DS is salt diffusivity. We set C and κ as it is figured in Table S1. These
values are in agreement with those measured by Chuvilin et al (2021, 2022)
as well with those selected by Matveeva et al (2020). Salt diffusivity in the
unfrozen layers is DS = 10−9 m2 s−1, and it is zeroed if layer is frozen. The
latter values were derived in (Razumov et al, 2014) from the oceanic sediment
drilling measurements.

Boundaries z = zF between the frozen and unfrozen sediment layers are
determined by temperature condition

T |zF = TF, (S3)

At these boundaries, the Stefan condition is imposed:

κu
∂T

∂z

∣∣∣∣
u

− κf
∂T

∂z

∣∣∣∣
f

= LW ∂zF
∂t

. (S4)

where L is latent heat of fusion, and W is volumetric moisture content of the
sediment, subscripts ’u’ and ’f’ depict values of the thermal properties cor-
responding to unfrozen and frozen layers correspondingly. Volumetric latent

Table S1: Thermophysical properties of the sediments: heat capacity C and
heat diffusivity κ as prescribed in the sediments.

z, m lithology dry soil
density,

porosity,
%

C, MJ m−3 K−1 κ, W m−1 K−1

kg m−3 unfrozen frozen unfrozen frozen

0-200 sand, loam 1500 20-40 2.63 2.01 1.38 2.30
200-800 sandy loam,

clay
1800 12-20 2.70 2.34 1.75 2.70

800-1500 sandstone,
mudstone

2000 1-12 2.15 2.10 2.30 2.75
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heat of fusion is set equal to the value corresponding to the distilled water,
3.34× 108 J m−3.

Heat and salt diffusion equations are coupled via TF dependence on S and
pressure P (Galushkin et al, 2012):

TF = −αPP − αSS (S5)

with αP = 7.3×10−2 MPa−1 and αS = 6.4×10−2 psu−1 (psu is practical salinity
unit).

The boundary conditions for Eqs. (S1) and (S2) at the top of the sediments
are

T |z=0 = TB (S6)

and
S|z=0 = SB. (S7)

The respective boundary conditions at the bottom of the computational
domain in the sediments

κ
∂T

∂z

∣∣∣∣
z=HS

= G (S8)

and
S|z=HS

= 0. (S9)

Here HS is thickness of the computational domain in the sediment column. We
set HS = 1, 500 m.

We assume that sediment pores are filled with water up to their holding
capacity. Sediment porosity exponentially decreases downward from the value
0.4 at the top of the sediments with the vertical scale 2,500 m (Sclater and
Christie, 1980). The same porosity dependence on depth is used by Matveeva
et al (2020).

Model equations are solved by using the sweep method at a discrete vertical
grid with a vertical step of 0.5 m. Time stepping scheme is implicit with the a
time step of 1 mo. We do not resolve annual cycle.

The equilibrium pressure–temperature curve for methane hydrates is adopted
from the TOUGH+HYDRATE model as it is reported in the inlet to Fig. 1 of
(Reagan and Moridis, 2008):

ln (Ph) =

5∑
n=0

anT
n
? , (S10)

with an as figured in Table S2. Here T? is temperature corrected to the salt-
induced depression

T? = T −∆Td (S11)

with

∆Td = ∆Td,ref
ln (1− xs)

ln (1− xs,ref)
. (S12)

Here xs is molar fraction of salt in the pore water, ∆TD,ref = 2 K, xs,ref = 0.0134
(Reagan et al, 2011).
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Table S2: Coefficients an in Eq. (S10). Temperature T? is in kelvins and the
equilibrium pressure Ph is in megapascals.

n T? > 273.2 K T? < 273.2 K

0 -1.94138504464560 -4.38921173434628
1 3.31018213397926 7.76302133739303
2 -2.25540264493806 -7.27291427030502
3 +7.67559117787059 3.85413985900724
4 -1.30465829788791 -1.03669656828834
5 8.86065316687571 1.09882180475307

S2 Initial conditions

Initial temperature distribution (Fig. S5a) is prescribed as

T (zj , t = 0) = T (zj−1, t = 0) +G (zj − zj−1) /κj .

Here subscript j indicates computational level within the sediment (numbered
from top to bottom), κj is thermal conductivity at this level, and T (z0, t = 0) =
TB(t = 0). The resulting T (z, t = 0) is almost linear with respect to z. Such
profile would be in equilibrium with the specified boundary conditions provided
that heat diffusivity is independent from the vertical coordinate. However,
because heat diffusivity changes in the vertical direction between frozen and
unfrozen layers, we need to spin up the model for 3 kyr.

Initial condition for salt diffusion equation is prescribed as a final state from
the previous run (Malakhova and Eliseev, 2020) to avoid strong salinity drift.
Namely, the glaciation cycle for 400-340 kyr B.P. (before present) is repeated
several times, and S drift is visually inspected in the whole computational col-
umn. It appeared that 7 repetitions of this cycle is enough to achieve the salinity
drift throughout the whole computational domain. Then, the final output of
this spin up was used for the non-glacial conditions 400 kyr B.P.

S3 Boundary conditions

At the sediment–ocean interface (or at the sediment–air interface if the sedi-
ments are in contact with the air during oceanic regressions), temperature and
salinity are prescribed to time-dependent functions TB and SB. In particular,
when shelf is in contact with the atmosphere, TB is set equal to air temperature
Ta, and SB is zeroed. When shelf is covered by water, TB (SB) is prescribed to
be equal to the near–bottom water temperature (salinity) Tw (Sw). Both Tw
and Sw are functions of the present-day shelf depth HB (Table S3) and include
the offsets between the near-surface air temperature and the temperature at
the sea floor (thus, TB 6= Ta when the shelf is flooded). In addition to this at
the time of the post-glacial oceanic transgression, we calculate the fraction of
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Table S3: Tw and Sw as functions of the present-day shelf depth HB.

HB,m Tw,
oC Sw, psu

10 -1.3 27
50 -1.7 34
100 -1.9 34

time when water layer thickness is smaller than z? = 0.5 m. This fraction is
computed as (z?/10 m) × t10, and t10 is the time interval to rise the sea level
from −10 m to zero. For this time interval, it is assumed that Tw = −0.5oC
and Sw = 25 psu. At the bottom of sediment domain (1,500 m in our model),
time-independent heat flux G from the Earth interior and no-flux condition for
salinity are adapted.

Time-dependent Ta is constructed from the monthly mean SAT as simulated
with the CLIMBER-2 for time interval from 400 kyr B.P. to the time instant
t = 0, which corresponds to the common era (C.E.) year 1950 (Ganopolski et al,
2016). The resulting TB is shown in Fig. S1.

From the CLIMBER-2 output, a grid cell, which covers the East Siberian
Arctic shelf (ESAS), is extracted. Note that because of very coarse horizontal
resolution of CLIMBER-2 (10o in latitude and 51.4o in longitude; Petoukhov
et al, 2000), a single grid cell covers the entire EEAS (the area from 77.1oE to
128.6oE and from 70oN to 80oN). CLIMBER-2 output is available as anomalies
from the above-defined present-day state. Thus, Ta is constructed by adding
the present-day temperature in this area (−12oC, Nicolsky et al, 2012) to the
CLIMBER-2 output (Fig S2).

Then, our simulations are continued for 100 kyr (’future’; t > 0). For future,
we assume that the shelf is always covered by the water, but SAT changes. Thus,
for future TB = Tw+∆Tfut. In the first series of simulations, ∆Tfut is set equal to
Ta(t)−Ta(0). For this, we use the continuation of the CLIMBER-2 simulations
forced by changes of parameters of the Earth orbit and by anthropogenic CO2

emissions into the atmosphere (Ganopolski et al, 2016). These emissions start in
nominal year 1950 and proceed with the same, simulation- and time-independent
rate until the prechosen cumulative emission level Etot is achieved. Upon this,
anthropogenic CO2 emission rate is set to zero, and the CLIMBER-2 simulation
is continued with a freely evolving carbon cycle.

The SMILES simulation employing TB, which is based on the CLIMBER-2
simulation with Etot = 1000 PgC, is denoted as TR1000. In a similar fashion,
we use the CLIMBER-2 output for the simulation with Etot = 3000 PgC to
construct the forcing for our simulation further denoted TR3000. In turn, our
simulation TR0 is forced by Ta, which is a repetition of the CLIMBER-simulated
SAT for year 1950 C.E. copied for the whole future period (thus, ∆Tfut ≡ 0 in
TR0).

The CLIMBER-simulated SAT anomalies in the above-mentioned grid cell
differ from the zonal mean SAT change at the same latitude no more than by 20%
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for the entire TR3000 simulation. For the TR1000 simulation, the respective
difference is within 10% except for the period 55-60 kyr in future and for the
last 10 kyr of the simulation (Fig. S4).

We neglect the impact of future sea level rise on hydrostatic pressure.
Depending on simulation, G is set equal to either 45 mW m−2 or to 60 mW m−2

or to 75 mW m−2.
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Figure S3: The seafloor temperature (degrees Centigrade) in the simulation with
Earth system model ACCESS ESM-1.5 forced by the Shared Socioeconomic
Pathways (SSP) 5-8.5 scenario. The data for this plot were downloaded from
the https://esgf-node.llnl.gov/projects/cmip6/ homesite (last access June, 07,
2022).
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Figure S4: Ratio of the CLIMBER-simulated surface air temperature anomalies
in the selected grid cell to zonal mean at the same latitude
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S4 Additional results

S4.1 Temperature and salinity in the sediments at t = 0

.
Temperature and salinity profiles in the sediments at t = 0 are shown in

Fig. S5.
Temperature at the time instant is below the freezing threshold for all HB

and increases downward with a HB-depending slope.
After the model spin up salinity is close to the typical sea water values

(around 30�) near the sea floor (Fig S5b). In the shallow and intermediate
parts of the shelf, salinity drops within few tens of meters. In the shallow shelf,
it is about 20�) at the depth 10 m below the sea floor, and below the depth
of 30 m relative to the sea floor, S amounts to few per mil. In the intermediate
shelf salinity value 10� is reached at the corresponding depth 50 m relative to
the sea floor. In the outer shelf, S is markedly larger and, as a whole, is above
15� until the depth 100 m below the sea floor.
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a) T (t = 0)

b) S (t = 0)

Figure S5: Profiles of temperature (a) and salinity (b) at t = 0 for different
present-day shelf depths HB. Note different Y -axes range between panels a
and b.
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S4.2 Simulation results for t ≤ 0

Figure S6: The permafrost and MHSZ boundaries in the simulation TR3000
with G = 60 mW m−2 for different present-day shelf depths HB.
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S4.3 CH4 flux assuming that MHSZ is impermeable for
methane transport

a) HB = 10 m

b) HB = 50 m

Figure S7: Similar to Fig. 4 of the main text: methane flux from the sediments
to the ocean averaged over different time intervals but assuming that MHSZ is
impermeable for CH4 transport.
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S4.4 Supplement for pan-Arctic estimates

Figure S8: Depth of the subsea permafrost bottom (meters) in 1948 (modified
after (Malakhova, 2020)). Rectangles show shelf regions adapted in the present
paper: WEAS (West Eurasian Arctic Shelf), ESAS (East Siberian Arctic Shelf),
NAAS (North American Arctic Shelf).

Table S4: Permafrost area (105 km2) as simulated by (Malakhova, 2020) at the
parts of the contemporary Arctic shelf depicted in Fig. S8 as a function of the
present day shelf depth HB.

HB,m WEAS ESAS NAAS

≤ 30 1.19 3.16 1.07
from 30 to 75 8.89 4.61 0.74

> 75 0 3.50 0.23
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a) FCH4,w, ESAS

b) FCH4,w, WEAS

c) FCH4,w, NAAS

Figure S9: Similar to fig. 6b of the main text but with a breakdown into shelf
regions. Please note different ranges of Y -axes for different subplots.
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