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Introduction

The future of people and their future living stan-
dards are closely related to the education they receive. 
A higher education level is essential for achieving 
higher living standards. The education system should 
provide equal opportunities for equal success for ev-
eryone, regardless of individual and socio-cultural 
characteristics, socio-economic status, health status, 
pandemics and other factors. Failure to achieve educa-
tional goals will negatively affect a person throughout 
his life. Therefore, it is necessary to take a compre-
hensive approach to the problem of inequality in ed-
ucation. The COVID-19 pandemic is fundamentally 
changed the society, often exacerbating social and 
economic inequalities [2]. It is necessary to devel-
op quantitative models based on modern methods of 

mathematical statistics in combination with BigData 
methods [12] to quantify the impact of the COVID-19 
pandemic on educational systems.

Empirical quantitative analysis in education, psy-
chology, and the social sciences is typically based on 
linear statistical models such as least squares regression 
(OLS), analysis of variance or covariance, or weight-
ed linear models (e.g., at multiple levels) to calculate 
either mean scores of associations between dependent 
and independent variable or group differences in the 
dependent variable that controls the other independent 
variables included to the model. The regression coeffi-
cients obtained with such linear modeling approaches 
are averages, usually corrected for estimates of the ef-
fects of covariates present in the model, especially when 
analyzing observational or quasi-experimental data. In 
OLS regression-based modeling approaches, the regres-
sion coefficients show the “influence” of the indepen-
dent variable x on the mean of the dependent variable y, 
taking into account the influence of the remaining inde-
pendent variables [7,11].
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Quantile regression was introduced nearly 30 
years ago as an extension of the typical regression 
model (OLS) and addresses the shortcomings of the 
typical regression model by allowing to conditionally 
estimate different points (called quantiles) in a score 
distribution [10]. This method has become a compre-
hensive approach in linear and non-linear response 
models for conditional quantile functions. The quan-
tile regression method, based on minimizing the re-
sidual of the “testing function”, allows to evaluate 
all conditional quantile functions, just as the classical 
linear regression methods, based on least squares esti-
mation, offer a mechanism for estimating conditional 
means of functions. In this sense, the regression me-
dian is a special case of the quantile regression mod-
el because the median is the 0.50 quantile (or 50th 
percentile). Thus, the quantile regression method is 
gradually becoming a unified statistical methodology 
and is widely used in education, economics, biology, 
ecology, finance, econometrics, statistics and applied 
mathematics [18]. 

In addition to assessing the impact of variables 
on different parts of distribution, quantile regression 
method has a number of other advantages over OLS. 
Firstly, it gives less weight to outliers of dependent 
variable compared to OLS. Secondly, it is a more re-
liable method because it allows to distinguish margin-
al effects of independent variables in quantiles of the 
dependent variable. Thirdly, when the errors are not 
normal, quantile regression estimates can be more effi-
cient than OLS estimates. Finally, the semi-parametric 
nature of the approach weakens the restrictions on the 
constancy of parameters throughout the distribution of 
the dependent variable [6,7].

In this study, we used quantile regression method 
to study the impact of COVID-19 pandemic on school 
student’s achievements by using a large data set cov-
ering data from all schools of Tatarstan Republic [19]. 
The data includes student’s marks for main subjects 
for grades from 1 to 11, as well as the results of home-
work, tests, laboratory work, practical works, essays, 
tests, answers during the lesson, essays, presentations, 
dictations, etc. The whole database (records from 2015 
till 2021) contains more than two billion information 
units, including information on the progress of more 
than a million students and the professional activities 
of more than 120,000 teachers. 

The main purpose of this paper is to expand the 
quantile regression methodology by using BigData 
methods for using in educational analytics field. We’ve 
used quantile regression methodology to build a mod-
els of academic performance dependence for the entire 
academic year on many different factors: on grades for 
the last academic year and previous mouth, and on 

various teacher characteristics. This work is aimed to 
assess the quantitative factors of influence (regression 
parameters), caused by introduction of distance learn-
ing on the school student’s academic performance. To 
solve this problem, we evaluated quantile regressions 
in the 10th, 25th, 50th, 75th, and 90th quantiles. The 
distance learning format caused by the COVID-19 ep-
idemic was carried out in schools of the Republic of 
Tatarstan in April and May of the 2019-2020 academic 
year, therefore we studied this period in detail. In the 
2020-2021 academic year, the schools of the Republic 
Tatarstan no longer switched to the distance learning 
and studied full-time as usual. 

1. Review of Literature

Recently, a huge amount of various data has been 
accumulated in various in-formational systems and 
such databases exists in educational systems too. The 
analysis of such a large amount of data in the field of 
education analytics has becoming widespread in order 
to improve the educational and methodological pro-
cess [13]. For example, in [17] authors use machine 
learning to perform an analysis of a large amount of 
student’s data, including their academic performance, 
in order to identify those who are at risk of being ex-
pelled before the end of grade 9. Special emphasis is 
placed on the use of modern data analysis technolo-
gies: classification methods based on trees and support 
vector machines, thanks to which the forecast efficien-
cy exceeds 90% [17].

Quantile regression is widely used in statistical 
analysis of educational data. This method is used to 
investigate the dependence of student’s academic 
achievement in mathematics on factors like family 
background [18]. The analysis was based on a large 
sample of data from 2000-2002 years. As a result of 
the analysis, the authors determine the factors that sig-
nificantly affect certain quantiles of the distribution of 
student grades, which makes possible to determine the 
impact of various indicators on their academic per-
formance [18]. Quantile regression is an appropriate 
method for evaluating effects in different quantiles, 
including points in the upper and lower tails of the 
achievement distribution [14]. Therefore, quantile 
scores for multiple predictors can be obtained sepa-
rately in the upper tail of the distribution at the 75th, 
80th, 90th, or 95th percentiles [11].

A distinctive feature of quantile regression in the 
educational field is that it can be used to assess the de-
gree of difference in the influence of factors on weak 
and strong students [20]. In work [1], by using quantile 
regression, the analyzed influence of grades received 
by students in the final year of the school on their per-
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formance in the university. As a result of the analysis of 
a large amount of data, the authors concluded that the 
average grade for the first half of the graduating class 
of the school and the grade in the certificate on aca-
demic performance at the university has a significant 
impact. Moreover, for students in the highest quantiles 
(based on the weighted average score for university 
courses), this effect is stronger than for students with 
poor performance. The authors also compare the re-
sults obtained with the results of a linear regression 
model and concluded that quantile regression allows 
to consider some important aspects of the relationship 
under study in more detail [1].

Also, quantile regression can be used to assess 
the influence of students on each other. The work [15] 
reports the effect of peers on PISA scores by analyzing 
a large sample of statistical data. The average score 
of peers in the class and the heterogeneity of their 
grades is used as independent variables of the regres-
sion model, and as the dependent variable is the result 
of the PISA exam. The authors conclude that for un-
derperforming students these factors have a greater in-
fluence, than for students in the highest quantiles (for 
whom the effect is absent or becomes negative), which 
suggests that diversity is needed to achieve higher av-
erage results.

In addition, the work [4] used the method of 
quantile regression to analyze da-ta from large-scale 
studies of educational data of Italian schools conduct-
ed by the INVALSI institute. The regression model in-
vestigated the dependence of academic performance 
in mathematics and reading on various characteristics 
of both the students themselves and on geographical 
factors. As a result, in this work authors established 
characteristics that significantly affect student perfor-
mance: gender, immigrant status and the distribution 
of performance across all regions of Italy. The authors 
also concluded that quantile regression is a powerful 
tool for building a model for multivariate statistical 
analysis of a large amount of data [4].

Quantile regression is also used to analyze Big 
Data, because big volumes of datasets make the es-
timation of regression parameters extremely difficult 
due to the vigorous computation and the limited stor-
age space. The solution of this problem is described in 
paper [3]. Authors propose an approach, which sim-
ply saves the compact statistics of each data block and 
uses them to obtain an estimate of all the data with 
an asymptotically small approximation error, instead 
of processing all the data together. Another solution is 
proposed in work [21]. Authors use subsampling al-
gorithm for the following use of composite quantile 
regression — an improved quantile regression meth-
od. Data is split into subsamples, and then the optimal 

subsampling is used for computing the resulting esti-
mators. To deal with high-dimensional data in work [8] 
authors developed a new approach by using distribut-
ed computing. In this case, only the master machine 
computes penalized quantile regression estimations, 
while the other machines only compute subgradient of 
the local data. The efficiency of the proposed meth-od 
was confirmed on both the numerical simulation and 
prerecorded Big Data analysis [8].

2. Methods

2.1. Quantile regression
Quantile regression [10] can be considered as an 

extension of the least squares method for estimating 
conditional mean models to estimate an ensemble of 
models for multiple conditional quantile functions, 
by taking into account the effect of a set of covari-
ates on the response variable [4] While the classical 
linear regression model detects the change in the con-
ditional mean of the dependent variable associated 
with the change in covariates, the quantile regression 
model detects changes in the conditional quantiles. 
There-fore, since multiple quantiles can be modeled, 
a better understanding of how response distributions 
are affected by predictors can be gained by gaining in-
formation about changes in location, distribution, and 
shape. By analogy with the classical linear regression 
structure, the linear regression model for the θ-th con-
ditional quantile yi can be expressed as

( )|i i

T
y ixQ xθ θβ=                         (1)

where y – is a scalar dependent variable, t
ix  - vector 

of k × 1 independent variables, β – coefficients vec-
tor, θ – the conditional quantile of interest, and it is 
assumed that

, ,( | ) 0i iQ u xθ θ θ =                       (2)

,iu θ – residual term of the regression model in θ-th 
quantile.

From Equation 1, it turns out that in comparison 
to classical linear regression methods based on mini-
mizing sums of squared residuals, quantile regression 
methods are based on minimizing asymmetrically 
weighted absolute residuals:

min | | (1 ) | |T T
i i i i

T T
i i i iy x y x

y x y x
β ββ
θ β θ β

≥ <
∑ − +∑ − −  (3)

Substituting θ=3, equation (3) gives the medi-
an solution, and by using any θ from 0 to 1 allows to 
study the structure of the dependence anywhere in the 
conditional distribution of the response variable [4].

The estimation of the coefficients for each quan-
tile regression is based on the weighted data of the en-
tire sample [7].



113Труды ИСА РАН. Том 73. 1/2023

Quantitative large-scale study of school student’s academic performance peculiarities during distance education caused by COVID-19

The  coefficient in linear quantile regression 
models has the same interpretation as in other linear 
models, i.e.

( | )ˆ idQ y x
dx

θ
θβ =                      (4)

means that each coefficient θ̂β  can be interpreted as 
the rate of change of the θ-th quantile of the distribu-
tion of the dependent variable per unit change in the 
value of the corresponding regressor, keeping the rest 
unchanged.

However, important differences between least 
squares regression and quantile regression models re-
lates to monotonic equivariance and robustness to dis-
tribution assumptions in conditional quantiles compared 
to these properties in the conditional mean setting [4].

2.2. Dask-based HPC computational frame-
work
For efficient process of a large amount of unstruc-

tured data we have to use Big Data methods, based on 
the power of computing clusters. In this work we used 
computational cluster containing 4 virtual machines 
(each VM has 1TB HDD, 32 GB RAM, 16 CPU cores), 
with parallel computing framework Dask installed. 
Dask is a flexible parallel big data processing library, 
designed to provide scalability and to extend the capa-
bilities of existing Python packages and libraries [16]. 
The computational framework is based on Dask frame-
work, because it very suitable for processing large data-
sets and Dask is able to perform computations with data 
volumes that are larger than the available memory of 
single computer [9, 5]. Dask has a dynamic task sched-
uler optimized for cluster based HPC computation, and 

“Big Data” collections like parallel lists, dataframes 
and arrays, and extend common interfaces like NumPy, 
Pandas, or Python iterators running on top of dynamic 
task schedulers [16].

We obtained anonymized datasets, describing dif-
ferent entities (grades, les-son topics, timetable, infor-
mation about teachers and students) as separate csv of 
xml files. The total size of raw data files is more than 120 
GB. At the initial pre-processing stage, the raw data-
sets (csv of xml files) were loaded into data structures 
called Dask DataFrames. We used Dask’s DataFrame.
merge() method to merge by some key the data frames 
obtained by loading different data files, be-cause the 
raw data has been scattered in different files. Grouped, 
reduced and aggregated DataFrames obtained from raw 
datasets subsequently were processed by using quar-
tile regression methods in parallel mode (for different 
grades, sub-jects, etc). The analysis was carried out by 
using the quantile regression method implemented in 
the statsmodels.formula.api library.

As an example, here we briefly present Python 
scripts and a diagram describing the process of Dask 
framework based parallel calculation of quantile regres-
sion coefficients for one case (quantile regression coeffi-
cients calculation for specific grade and subject) (Fig. 1).

Data processing in parallel mode is started by 
calling student’s mean marks containing dataframe’s 
apply method, and by specifying the corresponding 
method name (ProcSubjects), which must be executed 
in parallel mode as a parameter of dataframe’s apply 
method. To perform parallel processing for distinct 
grades, the following call to the apply method Process-
Grade is used. The example of one kind of pipeline 

Algoritm1 

Algorithm2 

Fig. 1. Examples of Python scripts for Algorithm1 and Algorithm2
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(Algorithm1) on Dask-based distributed data process-
ing frame-work is shown schematically in Fig. 2.

The calculation process started in Dask cluster 
effectively executed in parallel mode (Fig. 2). The re-
sults presented in these graphs show the acceleration 
of the computing process when using a computing 
cluster in comparison with system based only 1 VM. 
For evaluation of the computational efficiency compu-

tations performed by cluster, we conducted a compar-
ative analysis of the speed of performing calculations 
for Algorithm1 and Algorithm2, using only one node 
(1 VM) and full computational cluster (4 VMs). We 
also analyzed the influence of the npartitions parame-
ter, which sets the number of data partitions into which 
Dask splits the initial dataframe at the beginning of 
processing (Fig. 3). By using a parallel algorithm 

Fig. 2. Dask distributed based computational algorithm architecture for Algorithm 1

Fig. 3. Comparative analysis of computation time for Algorithm1 and Algoritm2 on a computing cluster con-
sisting of 4 virtual machines and one virtual machine
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based on the Dask cluster (with 4 VMs) speeds up the 
calculation process by almost 3 times (from 786 sec-
onds to 280 seconds for Algorithm 2). The value of the 
npartitions parameter greatly influences the speed of 
calculations, with an increase this parameter value de-
creases the calculation time if the full cluster (4 VM) 
is used. Increasing this parameter value in the compu-
tational system containing only using 1 VM leads to 
an increase in the calculation time.  The graphs also 
show that the use of Algorithm2 gives slightly higher 
performance compared to Algorithm1.

3. Results

The analysis of the data was carried out in sever-
al stages, divided according to the objects of the dis-
tinct study, and mostly performed in parallel mode by 

using Dask framework. Basically, we have maximally 
carefully analyzed 25% and 75% quantiles. The most 
significant results are presented in Fig. 4-7. The central 
line shows the values of the regression coefficients, 
dotted lines show 95 % confidence intervals for the 
regression coefficient’s distribution.

At the first stage, we studied the dependence of 
school student’s marks on the characteristics of teach-
ers: age, qualification category, and gender for differ-
ent subjects (Fig. 4). For comparison, we also provid-
ed the values of the quantile regression coefficients 
for the 2018-2019 academic year (full academic year 
without distance learning) Basically, before the of the 
distance learning begin in April month, the distribu-
tion of the quantile regression coefficient is the same 
as for all previous months, which indicates a similar 
distribution of marks for all students in these months. 

Fig. 4. Distribution of quantile regression coefficient describing the influence of the teacher’s characteristics 
on student’s grades for 2018-2019 and 2019-2020 academic years: (a) regressor variable - teacher age, 25% 
quantile, grades 5-8, subject Biology; (b) regressor variable - teacher age 25% quantile, grades 5-8, subject 
Russian language; (c) regressor variable - teacher category 75% quantile, grades 1-4, subject Mathematics; 

(d) regressor variable – teacher’s gender, 75% quantile, grades 9-11, subject Russian language
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Significant differences in quantile regression coef-
ficient appears in April and May months for some 
subjects, and quantiles. In the case of a teacher’s age 
as a regressor variable, differences appear in biolo-
gy (Fig. 4(a)) and foreign language for 25% quan-
tile (grades 5–8, not shown), i.e., for low-achieving 
students. But in other groups considered or in other 
subjects, there is no statistically significant differ-
ences (for example see Fig. 4(b)). By using quali-
fication category as a regressor variable significant 
differences appeared in one of the main subjects: 
mathematics (Fig. 4(c)), geometry and algebra for 
all age groups and quantiles of 25% and 75%, this is 
especially noticeable for the April month. By using 
teacher’s age as a regressor variable we discovered, 
that the distribution of the regression coefficient did 
not change significantly during distance education 
(for example see Fig. 4(d)).

We also noticed, that the values of the regression 
coefficients in the models for 2018-2019 academic 
year, describing the dependence of school student’s 
marks on the characteristics of teachers, are usually 
higher than in the such models for the 2019-2020 aca-
demic year. This fact indicates that after the introduc-
tion of distance learning, the teacher’s features began 
to play a smaller role in the distribution of regression 
coefficients for all students.

At the next stage, the dependence of marks for all 
subjects for the 2019–2020 and 2020–2021 academ-
ic years on marks for the previous academic year was 
studied (student mean marks for the previous academ-
ic year were taken as a regressor variable). In Figure 
5 we present of the regression coefficients values for 
individual months, and for different subjects. It can 
be seen that immediately after beginning of the dis-
tance education (April-May 2020), the dependence of 

Fig. 5. The quantile regression coefficients, describing the dependence of marks on the previous academic 
year marks, for all subjects for the 2019–2020 and 2020–2021: (a) 75% quantiles, grades 1-4, subject Math-
ematics; (b) 75% quantile, grades 5-8, subject Algebra; (c) 75% quantile, grades 9-11, subject Russian lan-

guage; (d) 25% quantile, grades 1-4, subject Russian language
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grades on the grades of the previous year decreased 
significantly (the drop was up to 0.4, see Fig. 5(a)), 
which can be explained by the period of adaptation to 
the new format of education. Maximal drop of regres-
sion coefficient values is observed for 75% quantile 
(Fig. 5(a, b, c)), whereas for 25% quantile the lower 
values of this is drop observed (Fig. 5(d)). This feature 
is observed for all subjects and for different age groups 
of students. For the 2020-2021 academic year, there is 
no such sharp decline, what indicates the normaliza-
tion of the educational process for this time.

А similar analysis of quantile regression coef-
ficients conducted also for different types of assess-
ment without division to subjects (Fig. 6). Here we 
observed a sharp decrease in the quantile regression 
coefficient for students of all age groups for “class-
work” and “homework”, 75% quantile (Fig. 3(a, c)) 
in April and in May of 2019-2020 academic year. At 
the same time, the regression coefficients for “control 
work” remained practically unchanged (Fig. 3(b)). 
Also, the regression coefficients for lover quantiles 

does not changes significantly (Fig. 3(d)). But just a 
year after the introduction of distance learning, the 
regression coefficient did not decrease, and in some 
cases even increased significantly (the increase was up 
to 0.35, see Fig. 3(d)).

At the final stage of the study, we analyzed the 
coefficients of quantile regression model describing 
the dependence of marks in the month of distance ed-
ucation start (April) on marks in the previous month 
(February). The detailed analysis was performed for 
distinct subjects and distinct types of assessment (the 
most characteristic results are shown in Figure 7). Ac-
cording these data, we concluded that during distance 
education for students from the 10%, 25% and 50% 
quantiles, nothing has changed in terms of academic 
subjects and types of assessment. However, for stu-
dents in 75% and 90% quantiles, the transition to dis-
tant education has a critical impact, due to which the 
dependence of grades during distance education on 
grades for the pre-distance period decreased signifi-
cantly (see, Fig. 7).

Fig. 6. The quantile regression coefficients for different types of assessment for 2019-2020 and 2020-2021 
academic years: (a) 75% quantile, grades 1-4, type of assessment «class work»; (b) 75% quantile, grades 5-8, 

type of assessment «control work»; (c) 75% quantile, grades 5-8, type of assessment «homework»; (d) 25% 
quantile, grades 9-11, type of assessment «homework»
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Conclusions
In this paper, we analyzed school student’s 

academic performance in the peri-od before and 
during distance learning caused by COVID-19. The 
analysis per-formed on the basis of data obtained 
from “Electronic education in the Republic of Ta-
tarstan” system. The analysis and interpretation 
of distance education effect is performed by using 
quantile regression approach. The Big Data pro-
cessing framework Dask is used as a basis of data 
processing systems computational architecture. We 
developed high-performance cluster-based data 
processing pro-gram scripts for efficient quantile 
regression coefficients calculation in parallel mode, 
and performed analysis of the proposed algorithm’s 
computational speed.

 In the course of the study, we established that 
after transition to a distance learning, the first two 
months (April and May of 2019-2020 academic year) 
showed the greatest differences in the parameter val-
ues of quantile regression model, what indicate a pe-
riod of adaptation to the new learning model. Statis-
tically significant differences are existing both in the 
dependence of marks on the teacher’s features, and 
for regression model coefficients for different years 
of study. Also, the parameters of quantile regression 
models significantly differ for different quantiles. 
Thus, it was possible to establish that during transi-
tional moment (the period from February to April), the 
quantile regression coefficients for the group of stu-
dents with high academic performance dropped sharp-
ly. This means that the dependence of April grades on 

Fig. 7. Distribution of the 2018-2019 and 2019-2020 quantile regression coefficients de-scribing the depen-
dence of April marks on the corresponding February marks: (a) grades 1-4, subject Mathematics; (b) 9-11 
grades, subject Geometry; (c) grades 1-4, type of assessment «control work» ; (d) 9-11 grades, type of as-

sessment «control work» . The values of quantile regression coefficients were plotted out against to the corre-
sponding quantiles.



119Труды ИСА РАН. Том 73. 1/2023

Quantitative large-scale study of school student’s academic performance peculiarities during distance education caused by COVID-19

February grades has decreased in the 2019-2020 aca-
demic year, what means that if a student received high 
grades before, then new grades are less determined by 
old ones. These findings suggests that there are signif-
icant alterations in academic performance in different 
groups of students immediately after transition to dis-
tance learning format in April 2020. Moreover, there 
may be differential study-related factors effects at dif-
ferent points in the conditional distribution of school 
students’ academic performance.

Marks in mathematics, geometry, algebra began 
to depend more on the teachers’ qualification category 
for “weak” and “strong” students (changes are insig-
nificant for “average” students). This result shows that 
in the face of unexpected and fundamental changes in 
the educational process, teachers’ qualification is one 
of the stable factors influencing the assessment of the 
academic success of students in the field of technical 
disciplines. We also conclude that older teachers were 
worse adapted to the distance learning format during 
the period of mass digitalization of the educational 
process and assessed the progress of students in a sim-
plified format.

Students did not immediately join the distance 
learning format, this caused them difficulties, there-
fore, their grades in the most difficult and important 
sub-jects decreased. It is easier for students to learn 
mathematics offline. As for the humanities and natu-
ral sciences, they are easier to perceive in a distance 
learning format. It was more difficult to learn such 
subjects as physics, algebra, geometry and the Russian 
language for school students in a distance learning for-
mat. Stronger students who are accustomed to express 
themselves in the classroom lose this opportunity in 
the distance learning format and therefore have lower 
grades compared to last year. Here we can talk about 
how limited the possibilities of the distance learning 
for-mat in the educational process are. This is also ev-
idenced by the fact that by the new academic year the 
educational process has normalized.

During the distance learning format, the oppor-
tunities for the manifestation of each student are lim-
ited. Most likely, there is a distraction factor, when 
online students are more distracted, less focused on 
the educational process. While in the offline learning 
format, each student is in front of the teacher, every-
one is included in the process of education, and strong 
students have more opportunities to actively manifest 
themselves, get involved in the process, and compete 
with each other. Here we can say about the impor-
tance of the influence of the educational environment 
on the manifestation of strong students, so on their 
grades. This confirms the fact that the test scores have 
not changed much. With the introduction of distance 

learning, strong students have sharply decreased their 
motivation to learn. Probably, for successful students, 
the opportunity to express themselves, communicate, 
and be included in the educational process as much as 
possible plays a big role. With the introduction of a dis-
tance learning format, these opportunities are reduced. 
Therefore, those students who had high and very high 
academic performance were no longer included in the 
learning process due to a decrease in interest in it. This 
was especially pronounced in basic subjects, as math-
ematics and the Russian language.

Thus, it can be concluded that the introduction of 
quarantine and distance learning format had a greater 
impact on students with high academic performance. 
This is especially true for such subjects as algebra, ge-
ometry, Russian language. It can be assumed that the 
online format does not allow to fully integrate into the 
educational process, and those students who can be ac-
tively involved in the traditional format, are interested 
in the learning process, lose this opportunity and the 
ability to actively participate in the online format. 
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