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How to Use the CFA 
Program Curriculum

Congratulations on reaching Level II of the Chartered Financial Analyst® (CFA®) 

Program. This exciting and rewarding program of study reflects your desire to become 

a serious investment professional. You have embarked on a program noted for its high 

ethical standards and the breadth of knowledge, skills, and abilities (competencies) 

it develops. Your commitment to the CFA Program should be educationally and 

professionally rewarding.

The credential you seek is respected around the world as a mark of accomplish-

ment and dedication. Each level of the program represents a distinct achievement in 

professional development. Successful completion of the program is rewarded with 

membership in a prestigious global community of investment professionals. CFA 

charterholders are dedicated to life- long learning and maintaining currency with the 

ever- changing dynamics of a challenging profession. The CFA Program represents the 

first step toward a career- long commitment to professional education.

The CFA examination measures your mastery of the core knowledge, skills, and 

abilities required to succeed as an investment professional. These core competencies 

are the basis for the Candidate Body of Knowledge (CBOK™). The CBOK consists of 

four components:

 ■ A broad outline that lists the major topic areas covered in the CFA Program 

(https://www.cfainstitute.org/programs/cfa/curriculum/cbok);

 ■ Topic area weights that indicate the relative exam weightings of the top- level 

topic areas (https://www.cfainstitute.org/programs/cfa/curriculum/overview);

 ■ Learning outcome statements (LOS) that advise candidates about the specific 

knowledge, skills, and abilities they should acquire from readings covering a 

topic area (LOS are provided in candidate study sessions and at the beginning 

of each reading); and

 ■ The CFA Program curriculum that candidates receive upon examination 

registration.

Therefore, the key to your success on the CFA examinations is studying and under-

standing the CBOK. The following sections provide background on the CBOK, the 

organization of the curriculum, features of the curriculum, and tips for designing an 

effective personal study program.

BACKGROUND ON THE CBOK

The CFA Program is grounded in the practice of the investment profession. Beginning 

with the Global Body of Investment Knowledge (GBIK), CFA Institute performs a 

continuous practice analysis with investment professionals around the world to deter-

mine the competencies that are relevant to the profession. Regional expert panels and 

targeted surveys are conducted annually to verify and reinforce the continuous feed-

back about the GBIK. The practice analysis process ultimately defines the CBOK. The 

© 2019 CFA Institute. All rights reserved.
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viii How to Use the CFA Program Curriculum

CBOK reflects the competencies that are generally accepted and applied by investment 

professionals. These competencies are used in practice in a generalist context and are 

expected to be demonstrated by a recently qualified CFA charterholder.

The CFA Institute staff, in conjunction with the Education Advisory Committee 

and Curriculum Level Advisors that consist of practicing CFA charterholders, designs 

the CFA Program curriculum in order to deliver the CBOK to candidates. The exam-

inations, also written by CFA charterholders, are designed to allow you to demon-

strate your mastery of the CBOK as set forth in the CFA Program curriculum. As 

you structure your personal study program, you should emphasize mastery of the 

CBOK and the practical application of that knowledge. For more information on the 

practice analysis, CBOK, and development of the CFA Program curriculum, please 

visit www.cfainstitute.org.

ORGANIZATION OF THE CURRICULUM

The Level II CFA Program curriculum is organized into 10 topic areas. Each topic area 

begins with a brief statement of the material and the depth of knowledge expected. It 

is then divided into one or more study sessions. These study sessions—17 sessions in 

the Level II curriculum—should form the basic structure of your reading and prepa-

ration. Each study session includes a statement of its structure and objective and is 

further divided into assigned readings. An outline illustrating the organization of 

these 17 study sessions can be found at the front of each volume of the curriculum.

The readings are commissioned by CFA Institute and written by content experts, 

including investment professionals and university professors. Each reading includes 

LOS and the core material to be studied, often a combination of text, exhibits, and 

in- text examples and questions. A reading typically ends with practice problems fol-

lowed by solutions to these problems to help you understand and master the material. 

The LOS indicate what you should be able to accomplish after studying the material. 

The LOS, the core material, and the practice problems are dependent on each other, 

with the core material and the practice problems providing context for understanding 

the scope of the LOS and enabling you to apply a principle or concept in a variety 

of scenarios.

The entire readings, including the practice problems at the end of the readings, are 

the basis for all examination questions and are selected or developed specifically to 

teach the knowledge, skills, and abilities reflected in the CBOK. 

You should use the LOS to guide and focus your study because each examination 

question is based on one or more LOS and the core material and practice problems 

associated with the LOS. As a candidate, you are responsible for the entirety of the 

required material in a study session.

We encourage you to review the information about the LOS on our website (www.

cfainstitute.org/programs/cfa/curriculum/study- sessions), including the descriptions 

of LOS “command words” on the candidate resources page at www.cfainstitute.org.

FEATURES OF THE CURRICULUM

Required vs. Optional Segments You should read all of an assigned reading. In some 

cases, though, we have reprinted an entire publication and marked certain parts of the 

reading as “optional.” The CFA examination is based only on the required segments, 

and the optional segments are included only when it is determined that they might 

OPTIONAL 

SEGMENT
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ixHow to Use the CFA Program Curriculum

help you to better understand the required segments (by seeing the required material 

in its full context). When an optional segment begins, you will see an icon and a dashed 

vertical bar in the outside margin that will continue until the optional segment ends, 

accompanied by another icon. Unless the material is specifically marked as optional, 

you should assume it is required. You should rely on the required segments and the 

reading- specific LOS in preparing for the examination. 

Practice Problems/Solutions All practice problems at the end of the readings as well as 

their solutions are part of the curriculum and are required material for the examination. 

In addition to the in- text examples and questions, these practice problems should help 

demonstrate practical applications and reinforce your understanding of the concepts 

presented. Some of these practice problems are adapted from past CFA examinations 

and/or may serve as a basis for examination questions.

Glossary  For your convenience, each volume includes a comprehensive glossary. 

Throughout the curriculum, a bolded word in a reading denotes a term defined in 

the glossary. 

Note that the digital curriculum that is included in your examination registration 

fee is searchable for key words, including glossary terms.

LOS Self- Check We have inserted checkboxes next to each LOS that you can use to 

track your progress in mastering the concepts in each reading.

Source Material The CFA Institute curriculum cites textbooks, journal articles, and 

other publications that provide additional context and information about topics covered 

in the readings. As a candidate, you are not responsible for familiarity with the original 

source materials cited in the curriculum. 

Note that some readings may contain a web address or URL. The referenced sites 

were live at the time the reading was written or updated but may have been deacti-

vated since then.

 

Some readings in the curriculum cite articles published in the Financial Analysts Journal®, 
which is the flagship publication of CFA Institute. Since its launch in 1945, the Financial 
Analysts Journal has established itself as the leading practitioner- oriented journal in the 
investment management community. Over the years, it has advanced the knowledge and 
understanding of the practice of investment management through the publication of 
peer- reviewed practitioner- relevant research from leading academics and practitioners. 
It has also featured thought- provoking opinion pieces that advance the common level of 
discourse within the investment management profession. Some of the most influential 
research in the area of investment management has appeared in the pages of the Financial 
Analysts Journal, and several Nobel laureates have contributed articles.

Candidates are not responsible for familiarity with Financial Analysts Journal articles 
that are cited in the curriculum. But, as your time and studies allow, we strongly encour-
age you to begin supplementing your understanding of key investment management 
issues by reading this practice- oriented publication. Candidates have full online access 
to the Financial Analysts Journal and associated resources. All you need is to log in on 
www.cfapubs.org using your candidate credentials.

Errata The curriculum development process is rigorous and includes multiple rounds 

of reviews by content experts. Despite our efforts to produce a curriculum that is free 

of errors, there are times when we must make corrections. Curriculum errata are peri-

odically updated and posted on the candidate resources page at www.cfainstitute.org. 

END OPTIONAL 

SEGMENT
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x How to Use the CFA Program Curriculum

DESIGNING YOUR PERSONAL STUDY PROGRAM

Create a Schedule An orderly, systematic approach to examination preparation is 

critical. You should dedicate a consistent block of time every week to reading and 

studying. Complete all assigned readings and the associated problems and solutions 

in each study session. Review the LOS both before and after you study each reading 

to ensure that you have mastered the applicable content and can demonstrate the 

knowledge, skills, and abilities described by the LOS and the assigned reading. Use the 

LOS self- check to track your progress and highlight areas of weakness for later review.

Successful candidates report an average of more than 300 hours preparing for 

each examination. Your preparation time will vary based on your prior education and 

experience, and you will probably spend more time on some study sessions than on 

others. As the Level II curriculum includes 17 study sessions, a good plan is to devote 

15−20 hours per week for 17 weeks to studying the material and use the final four to 

six weeks before the examination to review what you have learned and practice with 

practice questions and mock examinations. This recommendation, however, may 

underestimate the hours needed for appropriate examination preparation depending 

on your individual circumstances, relevant experience, and academic background. 

You will undoubtedly adjust your study time to conform to your own strengths and 

weaknesses and to your educational and professional background.

You should allow ample time for both in- depth study of all topic areas and addi-

tional concentration on those topic areas for which you feel the least prepared.

As part of the supplemental study tools that are included in your examination 

registration fee, you have access to a study planner to help you plan your study time. 

The study planner calculates your study progress and pace based on the time remaining 

until examination. For more information on the study planner and other supplemental 

study tools, please visit www.cfainstitute.org.

As you prepare for your examination, we will e- mail you important examination 

updates, testing policies, and study tips. Be sure to read these carefully.

CFA Institute Practice Questions Your examination registration fee includes digital 

access to hundreds of practice questions that are additional to the practice problems 

at the end of the readings. These practice questions are intended to help you assess 

your mastery of individual topic areas as you progress through your studies. After each 

practice question, you will be able to receive immediate feedback noting the correct 

responses and indicating the relevant assigned reading so you can identify areas of 

weakness for further study. For more information on the practice questions, please 

visit www.cfainstitute.org. 

CFA Institute Mock Examinations Your examination registration fee also includes 

digital access to three- hour mock examinations that simulate the morning and after-

noon sessions of the actual CFA examination. These mock examinations are intended 

to be taken after you complete your study of the full curriculum and take practice 

questions so you can test your understanding of the curriculum and your readiness 

for the examination. You will receive feedback at the end of the mock examination, 

noting the correct responses and indicating the relevant assigned readings so you can 

assess areas of weakness for further study during your review period. We recommend 

that you take mock examinations during the final stages of your preparation for the 

actual CFA examination. For more information on the mock examinations, please visit 

www.cfainstitute.org.
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xiHow to Use the CFA Program Curriculum

Preparatory Providers After you enroll in the CFA Program, you may receive numer-

ous solicitations for preparatory courses and review materials. When considering a 

preparatory course, make sure the provider belongs to the CFA Institute Approved Prep 

Provider Program. Approved Prep Providers have committed to follow CFA Institute 

guidelines and high standards in their offerings and communications with candidates. 

For more information on the Approved Prep Providers, please visit www.cfainstitute.

org/programs/cfa/exam/prep- providers. 

Remember, however, that there are no shortcuts to success on the CFA examina-

tions; reading and studying the CFA curriculum is the key to success on the examina-

tion. The CFA examinations reference only the CFA Institute assigned curriculum—no 

preparatory course or review course materials are consulted or referenced.

SUMMARY

Every question on the CFA examination is based on the content contained in the required 
readings and on one or more LOS. Frequently, an examination question is based on a 
specific example highlighted within a reading or on a specific practice problem and its 
solution. To make effective use of the CFA Program curriculum, please remember these 
key points:

1 All pages of the curriculum are required reading for the examination except for 
occasional sections marked as optional. You may read optional pages as back-
ground, but you will not be tested on them.

2 All questions, problems, and their solutions—found at the end of readings—are 
part of the curriculum and are required study material for the examination.

3 You should make appropriate use of the practice questions and mock examina-
tions as well as other supplemental study tools and candidate resources available 
at www.cfainstitute.org.

4 Create a schedule and commit sufficient study time to cover the 17 study sessions 
using the study planner. You should also plan to review the materials and take 
topic tests and mock examinations.

5 Some of the concepts in the study sessions may be superseded by updated 
rulings and/or pronouncements issued after a reading was published. Candidates 
are expected to be familiar with the overall analytical framework contained in the 
assigned readings. Candidates are not responsible for changes that occur after the 
material was written.

FEEDBACK

At CFA Institute, we are committed to delivering a comprehensive and rigorous curric-

ulum for the development of competent, ethically grounded investment professionals. 

We rely on candidate and investment professional comments and feedback as we 

work to improve the curriculum, supplemental study tools, and candidate resources. 

Please send any comments or feedback to info@cfainstitute.org. You can be 

assured that we will review your suggestions carefully. Ongoing improvements in the 

curriculum will help you prepare for success on the upcoming examinations and for 

a lifetime of learning as a serious investment professional.

© CFA Institute. For candidate use only. Not for distribution.
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Alternative Investments

STUDY SESSION 

Study Session 15 Alternative Investments

TOPIC LEVEL LEARNING OUTCOME

The candidate should be able to analyze and evaluate real estate, private equity, and 

commodities including commodity derivatives using appropriate valuation concepts 

and techniques.

Allocations to alternative investments such as real estate, private equity, and 

commodities have been growing in institutional and individual investor portfolios. 

Although attractive for their potential return, inflation protection, and diversification 

benefits, alternative investments are typically less transparent, more expensive, and 

inherently more complex than traditional stocks and bonds. Careful evaluation and 

due diligence are therefore important when considering alternative investments. 

© 2019 CFA Institute. All rights reserved.
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Alternative Investments

This study session focuses on the following categories of alternative investments: 

real estate, private equity, and commodities. Real estate investments, both private and 

public, are described, and methods for analysis and evaluation are presented. Private 

equity, including venture capital and leveraged buyouts, is examined from the perspec-

tives of a private equity firm evaluating equity portfolio investments and an investor 

considering participation in a private equity fund. The study session concludes with 

a discussion of commodities and commodity futures, including scenarios of contango 

and backwardation for futures prices. 

READING ASSIGNMENTS

Reading 39 Private Real Estate Investments 

by Jeffrey D. Fisher, PhD, and Bryan D. MacGregor, PhD, MRICS, 

MRTPI

Reading 40 Publicly Traded Real Estate Securities 

by Anthony Paolone, CFA, Ian Rossa O’Reilly, CFA, and David 

Kruth, CFA

Reading 41 Private Equity Valuation 

by Yves Courtois, CMT, MRICS, CFA, and Tim Jenkinson, PhD

Reading 42 Introduction to Commodities and Commodity Derivatives 

by David Burkart, CFA, and James Alan Finnegan, CAIA, RMA, 

CFA

A L T E R N A T I V E  I N V E S T M E N T S

S T U D Y  S E S S I O N

15

© 2019 CFA Institute. All rights reserved.
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Private Real Estate Investments

by Jeffrey D. Fisher, PhD, and Bryan D. MacGregor, PhD, MRICS, MRTPI

Jeffrey D. Fisher, PhD, is at Homer Hoyt Institute (USA). Bryan D. MacGregor, PhD, 

MRICS, MRTPI, is at the University of Aberdeen, Scotland (United Kingdom).

LEARNING OUTCOMES

Mastery The candidate should be able to:

a. classify and describe basic forms of real estate investments;

b. describe the characteristics, the classification, and basic segments 

of real estate;

c. explain the role in a portfolio, economic value determinants, 

investment characteristics, and principal risks of private real 

estate;

d. describe commercial property types, including their distinctive 

investment characteristics;

e. compare the income, cost, and sales comparison approaches to 

valuing real estate properties;

f. estimate and interpret the inputs (for example, net operating 

income, capitalization rate, and discount rate) to the direct 

capitalization and discounted cash flow valuation methods;

g. calculate the value of a property using the direct capitalization 

and discounted cash flow valuation methods;

h. compare the direct capitalization and discounted cash flow 

valuation methods;

i. calculate the value of a property using the cost and sales 

comparison approaches;

j. describe due diligence in private equity real estate investment;

k. discuss private equity real estate investment indexes, including 

their construction and potential biases;

l. explain the role in a portfolio, the major economic value 

determinants, investment characteristics, principal risks, and due 

diligence of private real estate debt investment; 

m. calculate and interpret financial ratios used to analyze and 

evaluate private real estate investments.

R E A D I N G

39
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Reading 39 ■ Private Real Estate Investments6

INTRODUCTION

Real estate investments comprise a significant part of the portfolios of many inves-

tors, so understanding how to analyze real estate investments and evaluate the role 

of real estate investments in a portfolio is important. Real estate investments can 

take a variety of forms, from private equity investment in (ownership of ) real estate 

properties (real estate properties, hereafter, may simply be referred to as real estate) 

to publicly traded debt investment, such as mortgage- backed securities. While this 

reading discusses the basic forms of real estate investments and provides an overview 

of the real estate market, its focus is private equity investment in commercial (or 

income- producing) real estate.

Private equity investment in real estate is sometimes referred to as direct ownership, 

in contrast to indirect ownership of real estate through publicly traded equity securities, 

such as real estate investment trusts (REITs). Similarly, lending in the private market, 

such as mortgage lending by banks or insurance companies, is sometimes referred to 

as direct lending. Mortgages are loans with real estate serving as collateral for the 

loan. Publicly traded debt investment, such as mortgage- backed securities (MBSs), 

are sometimes referred to as indirect lending. Each form of real estate investment 

has characteristics that an investor should be aware of when considering and making 

a real estate investment. Also, real estate has characteristics that differentiate it from 

other asset classes.

Private real estate investments—equity and debt—are often included in the port-

folios of investors with long- term investment horizons and with the ability to tolerate 

relatively lower liquidity. Examples of such investors are endowments, pension funds, 

and life insurance companies. Other real estate investors may have short investment 

horizons, such as a real estate developer who plans to sell a real estate property to a 

long- term investor once the development of the property is complete. Publicly traded, 

pooled- investment forms of real estate investments, such as REITs, may be suitable 

for investors with short investment horizons and higher liquidity needs.

Valuation of commercial real estate properties constitutes a significant portion of 

this reading. Regardless of the form of real estate investment, the value of the underly-

ing real estate is critical to its value. The concepts and valuation techniques described 

in this reading are generally applicable to global real estate markets. Valuation of the 

underlying real estate is of importance to private real estate equity and debt investors 

because the value of each type of investment is inextricably tied to the value of the 

underlying real estate. Also, because real estate properties do not transact frequently 

and are unique, we rely on estimates of value or appraisals rather than transaction 

prices to assess changes in value over time. However, transaction prices of similar 

properties can be useful in estimating value. In creating real estate indexes that serve 

as benchmarks for performance evaluation, appraised values—rather than transac-

tion prices—are often used. Several indexes based on actual transactions have been 

developed. Both types of indexes are discussed in this reading.

The reading is organized as follows: Section 2 describes basic forms of real estate 

investment, covering equity and debt investments and public and private investments. 

Section 3 discusses characteristics of real estate and classifications of real estate prop-

erties. Section 4 focuses on private equity investment in real estate. It discusses benefits 

of and risks associated with investing in real estate. The main types of commercial 

real estate markets and characteristics of each are covered. Section 5 introduces the 

appraisal (valuation) process and the main approaches used by appraisers to estimate 

value. Section 6 discusses the income approach, and Section 7 discusses the cost and 

sales comparison approaches. Section 8 discusses reconciling the results from these 

three approaches. Section 9 discusses the due diligence process typically followed 

when acquiring real estate investments. Section 10 presents a brief international 

1
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Real Estate Investment: Basic Forms 7

perspective. Section 11 considers real estate market indexes. Section 12 discusses 

some aspects of private market real estate debt. A summary and practice problems 

complete the reading.

REAL ESTATE INVESTMENT: BASIC FORMS

Investment in real estate has been defined from a capital market perspective in the 

context of quadrants, or four main areas through which capital can be invested. The 

quadrants are a result of two dimensions of investment. The first dimension is whether 

the investment is made in the private or public market. The private market often 

involves investing directly in an asset (for example, purchasing a property) or getting 

a claim on an asset (for example, through providing a mortgage to the purchaser). 

The investment can made indirectly through a number of different investment vehi-

cles, such as a partnership or commingled real estate fund (CREF). In either case, 

the transactions occur in the private market. The public market does not involve 

such direct investment; rather, it involves investing in a security with claims on the 

underlying position(s)—for example, through investments in a real estate investment 

trust (REIT), a real estate operating company (REOC), or a mortgage- backed security.

The second dimension, as illustrated in the examples above, is whether the invest-

ment is structured as equity or debt. An “equity” investor has an ownership interest: 

Such an investor may be the owner of the real estate property or may invest in secu-

rities of a company or a REIT that owns the real estate property. The owner of the 

real estate property controls such decisions as whether to obtain a mortgage loan on 

the real estate, who should handle property management, and when to sell the real 

estate. In the case of a REIT, that control is delegated to the managers of the REIT by 

the shareholders. A “debt” investor is in a position of lender: Such an investor may 

loan funds to the “entity” acquiring the real estate property or may invest in securities 

based on real estate lending. Typically, the real estate property is used as collateral 

for a mortgage loan. If there is a loan on the real estate (mortgage), then the mort-

gage lender has a priority claim on the real estate. The value of the equity investor’s 

interest in the real estate is equal to the value of the real estate less the amount owed 

to the mortgage lender.

Combining the two dimensions, we have four quadrants: private equity, public 

equity, private debt, and public debt, as illustrated in Exhibit 1.

Exhibit 1   Examples of the Basic Forms of Real Estate Investment

Equity Debt

Private Direct investments in real estate. 

This can be through sole owner-

ship, joint ventures, real estate 

limited partnerships, or other 

forms of commingled funds.

Mortgages

Publicly traded Shares of real estate operating 

companies and shares of REITs

Mortgage- backed securities 

(residential and commercial)

Each of the basic forms of real estate investment has its own risks, expected returns, 

regulations, legal structures, and market structures. Private real estate investment, 

compared with publicly traded real estate investment, typically involves larger invest-

ments because of the indivisibility of real estate property and is more illiquid. Publicly 

2
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Reading 39 ■ Private Real Estate Investments8

traded real estate investment allows the real estate property to remain undivided but 

the ownership or claim on the property to be divided. This leads to more liquidity 

and allows investors to diversify by purchasing ownership interests in more properties 

than if an entire property had to be owned by a single investor and/or to diversify by 

having claims against more properties than if an entire mortgage had to be funded 

and retained by a single lender.

Real estate requires management. Private equity investment (ownership) in real 

estate properties requires property management expertise on the part of the owner 

or the hiring of property managers. Real estate owned by REOCs and REITs is pro-

fessionally managed and requires no real estate management expertise on the part of 

an investor in shares of the REOCs and REITs.

Equity investors generally expect a higher rate of return than lenders (debt investors) 

because they take on more risk. The lenders’ claims on the cash flows and proceeds 

from sale must be satisfied before the equity investors can receive anything. As the 

amount of debt on a property, or financial leverage, increases, risk increases for both 

debt and equity and an investor’s—whether debt or equity—return expectations will 

increase. Of course, the risk is that the higher return will not materialize, and the risk 

is even higher for an equity investor.

Debt investors in real estate, whether through private or public markets, expect 

to receive their return from promised cash flows and typically do not participate in 

any appreciation in value of the underlying real estate. Thus, debt investments in real 

estate are similar to other fixed- income investments, such as bonds. The returns to 

equity real estate investors have two components: an income stream resulting from 

such activities as renting the property and a capital appreciation component resulting 

from changes in the value of the underlying real estate. If the returns to equity real 

estate investors are less than perfectly positively correlated with the returns to stocks 

and/or bonds, then adding equity real estate investments to a traditional portfolio will 

potentially have diversification benefits.

Real estate markets in each of the four quadrants in Exhibit 1 have evolved and 

matured to create relatively efficient market structures for accessing all types of capital 

for real estate (i.e., public and private debt and equity). Such structures are critical for 

the success of the asset class for both lenders and equity investors. The categorization 

of real estate investment into the four quadrants helps investors identify the form(s) 

that best fit(s) their objectives. For example, some investors may prefer to own and 

manage real estate. Other investors may prefer the greater liquidity and professional 

management associated with purchasing publicly traded REITs. Other investors 

may prefer mortgage lending because it involves less risk than equity investment or 

unsecured lending; the mortgage lender has a priority claim on the real estate used as 

collateral for the mortgage. Still other investors may want to invest in each quadrant 

or allocate more capital to one quadrant or another over time as they perceive shifts 

in the relative value of each. Each quadrant offers differences in risk and expected 

return, including the impact of taxes on the return. So investors should explore the 

risk and return characteristics of each quadrant as part of their investment decisions. 

The balance of this reading focuses on private investment in real estate—particularly, 

equity investment.
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EXAMPLE 1   

Form of Investment 

An investor is interested in adding real estate to her portfolio for the first time. 

She has no previous real estate experience but thinks adding real estate will 

provide some diversification benefits. She is concerned about liquidity because 

she may need the money in a year or so. Which form of investment is most 

likely appropriate for her?

A Shares of REITs

B Mortgage- backed securities

C Direct ownership of commercial real estate property

Solution:

A is correct. She is probably better- off investing in shares of publicly traded 

REITs, which provide liquidity, have professional management, and require a 

lower investment than direct ownership of real estate. Using REITs, she may 

be able to put together a diversified real estate investment portfolio. Although 

REITs are more correlated with stocks than direct ownership of real estate, 

direct ownership is much less liquid and a lot of properties are needed to have 

a diversified real estate portfolio. Also, adding shares of REITs to her current 

portfolio should provide more diversification benefits than adding debt in the 

form of mortgage- backed securities and will allow her to benefit from any 

appreciation of the real estate. Debt investments in real estate, such as MBSs, 

are similar to other fixed- income investments, such as bonds. The difference is 

that their income streams are secured on real estate assets, which means that 

the risks are default risks linked to the performance of the real estate assets and 

the ability of mortgagees to pay interest. In contrast, adding equity real estate 

investments to a traditional portfolio will potentially have diversification benefits.

REAL ESTATE: CHARACTERISTICS AND 

CLASSIFICATIONS

Regardless of the form of investment, the value of the underlying real estate property 

is critical to the performance of the investment. If the property increases in value, 

the equity investor will benefit from the appreciation and the debt investor is more 

likely to receive the promised cash flows. If the property declines in value, however, 

the equity investor and even the debt investor may experience a loss.

3.1 Characteristics

Real estate has characteristics that distinguish it from the other main investment 

asset classes and that complicate the measurement and assessment of performance. 

These include the following:

 ■ Heterogeneity and fixed location: Whereas all bonds of a particular issue and 

stocks of a particular type in a specific company are identical, no two properties 

are the same. Even identically constructed buildings with the same tenants and 

leases will be at different locations. Buildings differ in use, size, location, age, 

3
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type of construction, quality, and tenant and leasing arrangements. These fac-

tors are important in trying to establish value and also in the amount of specific 

risk in a real estate investment.

 ■ High unit value: The unit value of a real estate property is much larger than that 

of a bond or stock because of its indivisibility. The amount required to make 

a private equity investment in real estate limits the pool of potential private 

equity investors and the ability to construct a diversified real estate portfolio. 

This factor is important in the development of publicly traded securities, such 

as REITs, which allow partial ownership of an indivisible asset.

 ■ Management intensive: An investor in bonds or stocks is not expected to be 

actively involved in managing the company, but a private real estate equity 

investor or direct owner of real estate has responsibility for management of the 

real estate, including maintaining the properties, negotiating leases, and col-

lecting rents. This active management, whether done by the owner or by hired 

property managers, creates additional costs that must be taken into account.

 ■ High transaction costs: Buying and selling of real estate is also costly and time 

consuming because others, such as appraisers, lawyers, and construction 

professionals, are likely to be involved in the process until a transaction is 

completed.

 ■ Depreciation: Buildings depreciate as a result of use and the passage of time. A 

building’s value may also change as the desirability of its location and its design 

changes from the perspective of end users.

 ■ Need for debt capital: Because of the large amounts required to purchase and 

develop real estate properties, the ability to access funds and the cost of funds 

in the credit markets are important. As a result, real estate values are sensi-

tive to the cost and availability of debt capital. When debt capital is scarce or 

interest rates are high, the value of real estate tends to be lower than when debt 

capital is readily available or interest rates are low.

 ■ Illiquidity: As a result of several of the above factors, real estate properties are 

relatively illiquid. They may take a significant amount of time to market and to 

sell at a price that is close to the owner’s perceived fair market value.

 ■ Price determination: As a result of the heterogeneity of real estate properties 

and the low volume of transactions, estimates of value or appraisals rather than 

transaction prices are usually necessary to assess changes in value or expected 

selling price over time. However, the transaction prices of similar properties 

are often considered in estimating the value of or appraising a property. The 

limited number of participants in the market for a property, combined with the 

importance of local knowledge, makes it harder to know the market value of a 

property. In a less efficient market, those who have superior information and 

skill at evaluating properties may have an advantage. This is quite different from 

stocks in publicly traded companies, where many buyers and sellers value and 

transact in the shares in an active market.

The above factors fundamentally affect the nature of real estate investment. To 

overcome some of these problems, markets in securitized real estate, most notably 

through REITs, have expanded. REITs are a type of publicly traded equity investment 

in real estate. The REIT provides or hires professional property managers. Investing 

in shares of a REIT typically allows exposure to a diversified portfolio of real estate. 

The shares are typically liquid, and active trading results in prices that are more likely 

to reflect market value. A separate reading discusses REITs in greater detail.
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EXAMPLE 2   

Investment Characteristics

An investor states that he likes investing in real estate because the market is 

less efficient. Why might an investor prefer to invest in a less efficient market 

rather than a more efficient market?

Solution:

In a less efficient market, an investor with superior knowledge and information 

and/or a better understanding of the appropriate price to pay for properties 

(superior valuation skills) may earn a higher return, provided that market prices 

adjust to intrinsic values, by making more informed investment decisions.

3.2 Classifications

There are many different types of real estate properties. One simple classification 

distinguishes between residential and non- residential properties. Another potential 

classification is single- family residential, commercial, farmland, and timberland.

Residential properties include single- family houses and multi- family properties, 

such as apartments. In general, residential properties are properties that provide 

housing for individuals or families. Single- family properties may be owner- occupied 

or rental properties, whereas multi- family properties are rental properties even if the 

owner or manager occupies one of the units. Multi- family housing is usually differ-

entiated by location (urban or suburban) and shape of structure (high- rise, low- rise, 

or garden apartments). Residential real estate properties, particularly multi- family 

properties, purchased with the intent to let, lease, or rent (in other words, produce 

income) are typically included in the category of commercial real estate properties 

(sometimes called income- producing real estate properties).

Non- residential properties include commercial properties other than multi- family 

properties, farmland, and timberland. Commercial real estate is by far the largest class 

of real estate for investment and is the focus of this reading. Commercial real estate 

properties are typically classified by end use. In addition to multi- family properties, 

commercial real estate properties include office, industrial and warehouse, retail, and 

hospitality properties. However, the same building can serve more than one end use. 

For example, it can contain both office and retail space. In fact, the same building 

can contain residential as well as non- residential uses of space. A property that has 

a combination of end users is usually referred to as a mixed- use development. Thus, 

the classifications should be viewed mainly as a convenient way of categorizing the 

use of space for the purpose of analyzing the determinants of supply and demand and 

economic performance for each type of space.

 ■ Office properties range from major multi- tenant office buildings found in the 

central business districts of most large cities to single- tenant office buildings. 

They are often built to suit or considering the needs of a specific tenant or 

tenants. An example of a property developed and built considering the needs of 

prospective tenants would be a medical office building near a hospital.

 ■ Industrial and warehouse properties include property used for light or heavy 

manufacturing as well as associated warehouse space. This category includes 

special purpose buildings designed specifically for industrial use that would 

be difficult to convert to another use, buildings used by wholesale distributors, 

and combinations of warehouse/showroom and office facilities. Older build-

ings that originally had one use may be converted to another use. For exam-

ple, office space may be converted to warehouse or light industrial space and 
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warehouse or light industrial space may be converted to residential or office 

space. Frequently, the conversion is based on the desirability of the area for the 

new use.

 ■ Retail properties vary from large shopping centers with several stores, including 

large department stores, as tenants to small stores occupied by individual ten-

ants. As indicated earlier, it is also common to find retail space combined with 

office space, particularly on the ground floor of office buildings in major cities, 

or residential space.

 ■ Hospitality properties vary considerably in size and amenities available. Motels 

and smaller hotels are used primarily as a place for business travelers and fami-

lies to spend a night. These properties may have limited amenities and are often 

located very close to a major highway. Hotels designed for tourists who plan to 

stay longer usually have a restaurant, a swimming pool, and other amenities. 

They are also typically located near other attractions that tourists visit. Hotels 

at “destination resorts” provide the greatest amount of amenities. These resorts 

are away from major cities, where the guests usually stay for several days or 

even several weeks. Facilities at these resort hotels can be quite luxurious, with 

several restaurants, swimming pools, nearby golf courses, and so on. Hotels that 

cater to convention business may be either in a popular destination resort or 

located near the center of a major city.

 ■ Other types of commercial real estate that can be owned by investors include 

parking facilities, restaurants, and recreational uses, such as country clubs, 

marinas, sports complexes, and so on. Retail space that complements the rec-

reational activity (such as gift and golf shops) is often associated with, or part 

of, these recreational real estate properties. Dining facilities and possibly hotel 

or residential facilities may also be present. A property might also be intended 

for use by a special institution, such as a hospital, a government agency, or a 

university. The physical structure of a building intended for a specific use may 

be similar to the physical structure of buildings intended for other uses. For 

example, government office space is similar to other office space. Some build-

ings intended for one use may not easily be adapted for other uses. For example, 

buildings used by universities and hospitals may not easily be adapted to other 

uses.

Some commercial property types are more management intensive than others. 

Of the main commercial property types, hotels require the most day- to- day man-

agement and are more like operating a business than multi- family, office, or retail 

space. Shopping centers (shopping malls) are also relatively management intensive 

because it is important for the owner to maintain the right tenant mix and promote 

the mall. Many of the “other” property types, such as recreational facilities, can also 

require significant management. Usually, investors consider properties that are more 

management intensive as riskier because of the operational risks. Therefore, investors 

typically require a higher rate of return on these management- intensive properties.

Farmland and timberland are unique in that each can be used to produce a saleable 

commodity. Farmland can be used to produce crops or as pastureland for livestock, 

and timberland can be used to produce timber (wood) for use in the forest products 

industry. While crops and livestock are produced annually, timber has a much longer 

growing cycle before the product is saleable. Also, the harvesting of timber can be 

deferred if market conditions are perceived to be unfavorable. Sales of the commod-

ities or leasing the land to another entity generate income. Harvest quantities and 

commodity prices are the primary determinants of revenue. These are affected by 

many factors outside of the control of the producer and include weather and popu-

lation demographics. In addition to income- generating potential, both farmland and 

timberland have potential for capital appreciation.
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EXAMPLE 3   

Commercial Real Estate Segments

Commercial real estate properties are most likely to include:

A residential, industrial, hospitality, retail, and office.

B multi- family, industrial, warehouse, retail, and office.

C multi- family, industrial, hospitality, retail, and timberland.

Solution:

B is correct. Commercial real estate properties include multi- family, industrial, 

warehouse, retail, and office as well as hospitality and other. Residential properties 

include single- family, owner- occupied homes as well as income- producing (com-

mercial) residential properties. Timberland is a unique category of real estate.

PRIVATE MARKET REAL ESTATE EQUITY 

INVESTMENTS

There are many different types of equity real estate investors, ranging from individual 

investors to large pension funds, sovereign wealth funds, and publicly traded real estate 

companies. Hereafter, for simplicity, the term investor refers to an equity investor in 

real estate. Although there may be some differences in the motivations for each type 

of investor, they all hope to achieve one or more of the following benefits of equity 

real estate investment:

 ■ Current income: Investors may expect to earn current income on the property 

through letting, leasing, or renting the property. Investors expect that market 

demand for space in the property will be sufficient to produce net income after 

collecting rents and paying operating expenses. This income constitutes part 

of an investor’s return. The amount available to the investor will be affected by 

taxes and financing costs.

 ■ Price appreciation (capital appreciation): Investors often expect prices to rise 

over time. Any price increase also contributes to an investor’s total return. 

Investors may anticipate selling properties after holding them for a period of 

time and realizing the capital appreciation.

 ■ Inflation hedge: Investors may expect both rents and real estate prices to rise in 

an inflationary environment. If rents and prices do in fact increase with infla-

tion, then equity real estate investments provide investors with an inflationary 

hedge. This means that the real rate of return, as opposed to the nominal rate of 

return, may be less volatile for equity real estate investments.

 ■ Diversification: Investors may anticipate diversification benefits. Real estate 

performance has not typically been highly correlated with the performance of 

other asset classes, such as stocks, bonds, or money market funds, so adding 

real estate to a portfolio may lower the risk of the portfolio (that is, the volatility 

of returns) relative to the expected return.

Exhibit 2 shows correlations of returns, for the period 1978–2009, between several 

asset classes in the United States based on various reported indexes. The indexes used 

are the National Council of Real Estate Investment Fiduciaries (NCREIF) Property 

Index for private real estate equity investments, the S&P 500 Index for stocks, the 

4
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Bloomberg Barclays Government Bond for bonds, the National Association of Real 

Estate Investment Trusts (NAREIT) Equity REIT Index for publicly traded real estate 

investments, 90- day T- bills, and the all items US Consumer Price Index for All Urban 

Consumers (CPI- U).

Note that the correlation between the NCREIF index and the S&P 500 is rela-

tively low and the correlation between the NCREIF index and bonds is negative. This 

indicates the potential for diversification benefits of adding private equity real estate 

investment to a stock and bond portfolio. Also note that publicly traded REITs have 

a higher correlation with stocks and bonds than private real estate, which suggests 

that public and private real estate do not necessarily provide the same diversification 

benefits. When real estate is publicly traded, it tends to behave more like the rest of 

the stock market than the real estate market. However, some argue that because the 

NCREIF index is appraisal based and lags changes in the transactions market, its 

correlation with stock indexes that are based on transactions is dampened. This issue 

is discussed in more detail later in the reading. As a final note on the correlations, 

note that the NCREIF index had a higher correlation with the CPI- U than the other 

alternatives with the exception of T- bills. This suggests that private equity real estate 

investments may provide some inflation protection.

Although the correlations discussed above are based on US data, evidence suggests 

that real estate provides similar diversification benefits in other countries.

Exhibit 2   Correlation among Returns on Various Asset Classes (1978–2009)

CPI- U Bondsa S&P 500 T- Bills NCREIFb REITsc

CPI- U 1

Bonds –0.2423 1

S&P 500 0.0114 0.0570 1

T- bills 0.4885 0.1586 0.0953 1

NCREIF 0.3214 –0.0978 0.1363 0.3911 1

REITs 0.1135 0.1258 0.5946 0.0602 0.2527 1

a Bloomberg Barclays Government Bond
b National Council of Real Estate Investment Fiduciaries Property Index (NPI)
c National Association of Real Estate Investment Trusts Equity REIT Index

 ■ Tax Benefits: A final reason for investing in real estate, which may be more 

important to some investors in certain countries than others, is the preferen-

tial tax benefits that may result. Private real estate investments may receive a 

favorable tax treatment compared with other investments. In other words, the 

same before- tax return may result in a higher after- tax return on real estate 

investments compared with the after- tax return on other possible investments. 

The preferential tax treatment in the United States comes from the fact that real 

estate can be depreciated for tax purposes over a shorter period than the period 

over which the property actually deteriorates. Although some real estate inves-

tors, such as pension funds, do not normally pay taxes, they compete with tax-

able investors who might be willing to pay more for the same property. Publicly 

traded REITs also have some tax benefits in some countries. For example, in the 

United States, there is no corporate income tax paid by the REIT. That is, by 

qualifying for REIT status, the corporation is exempt from corporate taxation as 

long as it follows certain guidelines required to maintain REIT status.
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EXAMPLE 4   

Motivations for Investing in Real Estate

Why would an investor want to include real estate equity investments in a port-

folio that already has a diversified mixture of stocks and bonds?

Solution:

Real estate equity offers diversification benefits because it is less than perfectly 

correlated with stocks and bonds; this is particularly true of direct ownership 

(private equity investment). In other words, there are times when stocks and 

bonds may perform poorly but private equity real estate investments perform 

well and vice versa. Thus, adding real estate equity investments to a portfolio 

may reduce the volatility of the portfolio.

4.1 Risk Factors

Investors want to have an expected return that compensates them for incurring risk. 

The higher the risk, the higher should be the expected return. In this section, we 

consider risk factors associated with investing in commercial real estate. Most of 

the risk factors listed affect the value of the real estate property and, therefore, the 

investment—equity or debt—in the property. Leverage affects returns on investments 

in real estate but not the value of the underlying real estate property. Following are 

characteristic sources of risk or risk factors of real estate investment.

 ■ Business conditions: Fundamentally, the real estate business involves renting 

space to users. The demand for space depends on a myriad of international, 

national, regional, and local economic conditions. GDP, employment, house-

hold income, interest rates, and inflation are particularly relevant to real estate. 

Changes in economic conditions will affect real estate investments because both 

current income and real estate values may be affected.

 ■ Long lead time for new development: New development projects typically 

require a considerable amount of time from the point the project is first con-

ceived until all the approvals are obtained, the development is complete, and 

it is leased up. During this time, market conditions can change considerably 

from what was initially anticipated. If the market has weakened, rents can be 

lower and vacancy higher than originally expected, resulting in lower returns to 

the developer. Alternatively, the demand can be greater than was anticipated, 

leading to a shortage of space to meet current demand. These dynamics tend to 

result in wide price swings for real estate over the development period.

 ■ Cost and availability of capital: Real estate must compete with other assets 

for debt and equity capital. The willingness of investors to invest in real estate 

depends on the availability of debt capital and the cost of that capital as well 

as the expected return on other investments, such as stocks and bonds, which 

affects the availability of equity capital. A shortage of debt capital and high 

interest rates can significantly reduce the demand for real estate and lower 

prices. Alternatively, an environment of low interest rates and easy access to 

debt capital can increase the demand for real estate investments. These capital 

market forces can cause prices to increase or decrease regardless of any changes 

in the underlying demand for real estate from tenants.

 ■ Unexpected inflation: Inflation risk depends on how the income and price of 

an asset is affected by unexpected inflation. Fixed- income securities are usually 

negatively affected by inflation because the purchasing power of the income 

decreases with inflation and the face value is fixed at maturity. Real estate may 
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offer some inflation protection if the leases provide for rent increases due to 

inflation or the ability to pass any increases in expenses due to inflation on 

to tenants. Construction costs for real estate also tend to increase with infla-

tion, which puts upward pressure on real estate values. Thus, real estate equity 

investments may not have much inflation risk depending on how net operating 

income (NOI) and values respond to inflation being higher than expected. In a 

weak market with high vacancy rates and low rents, when new construction is 

not feasible, values may not increase with inflation.

 ■ Demographics: Linked to the above factors are a variety of demographic factors, 

such as the size and age distribution of the population in the local market, the 

distribution of socio- economic groups, and rates of new household formation. 

These demographic factors affect the demand for real estate.

 ■ Lack of liquidity: Liquidity is the ability to convert an asset to cash quickly 

without a significant price discount or loss of principal. Real estate is consid-

ered to have low liquidity (high liquidity risk) because of the large value of an 

individual investment and the time and cost it takes to sell a property at its 

current value. Buyers are unlikely to make large investments without conduct-

ing adequate due diligence, which takes both time and money. Therefore, buyers 

are not likely to agree to a quick purchase without a significant discount to the 

price. Illiquidity means both a longer time to realize cash and also a risk that 

the market may move against the investor.

 ■ Environmental: Real estate values can be affected by environmental conditions, 

including contaminants related to a prior owner or an adjacent property owner. 

Such problems can significantly reduce the value because of the costs incurred 

to correct them.

 ■ Availability of information: Of increasing importance to investors, especially 

when investing globally, is having adequate information to make informed 

investment decisions. A lack of information to do the property analysis adds to 

the risk of the investment. The amount of data available on real estate space and 

capital markets has improved considerably. While some countries have much 

more information available to investors than others, in general, the availabil-

ity of information has been increasing on a global basis because real estate 

investment has become more global and investors want to evaluate investment 

alternatives on a comparable basis. Real estate indexes have become available in 

many countries around the world. These indexes allow investors to benchmark 

the performance of their properties against that of peers and also provide a 

better understanding of the risk and return for real estate compared with other 

asset classes. Indexes are discussed in more detail in Section 11.

 ■ Management: Management involves the cost of monitoring an investment. 

Investment management can be categorized into two levels: asset management 

and property management. Asset management involves monitoring the invest-

ment’s financial performance and making changes as needed. Property manage-

ment is exclusive to real estate investments. It involves the overall day- to- day 

operation of the property and the physical maintenance of the property, includ-

ing the buildings. Management risk reflects the ability of the property and asset 

managers to make the right decisions regarding the operation of the property, 

such as negotiating leases, maintaining the property, marketing the property, 

and doing renovations when necessary.

 ■ Leverage: Leverage affects returns on investments in real estate but not the 

value of the underlying real estate property. Leverage is the use of borrowed 

funds to finance some of the purchase price of an investment. The ratio of 

borrowed funds to total purchase price is known as the loan- to- value (LTV) 

© CFA Institute. For candidate use only. Not for distribution.



Private Market Real Estate Equity Investments 17

ratio. Higher LTV ratios mean greater amounts of leverage. Real estate transac-

tions can be more highly leveraged than most other types of investments. But 

increasing leverage also increases risk because the lender has the first claim on 

the cash flow and on the value of the property if there is default on the loan. 

A small change in NOI can result in a relatively large change in the amount of 

cash flow available to the equity investor after making the mortgage payment.

 ■ Other risk factors: Many other risk factors exist, such as unobserved physical 

defects in the property, natural disasters (for example, earthquakes and hurri-

canes), and acts of terrorism. Unfortunately, the biggest risk may be one that 

was unidentified as a risk at the time of purchasing the property. Unidentified 

risks can be devastating to investors.

Risks that are identified can be planned for to some extent. In some cases, a risk 

can be converted to a known dollar amount through insurance. In other cases, risk 

can be reduced through diversification or shifted to another party through contractual 

arrangements. For example, the risk of expenses increasing can be shifted to tenants 

by including expense reimbursement clauses in their leases. The risk that remains 

must be evaluated and reflected in contractual terms (for example, rental prices) such 

that the expected return is equal to or greater than the required return necessary to 

make the investment.

EXAMPLE 5   

Commercial Real Estate Risk

An investor is concerned about interest rates rising and decides that she will pay 

all cash and not borrow any money to avoid incurring any risk due to interest 

rate changes. This strategy is most likely to:

A reduce the risk due to leverage.

B eliminate the risk due to inflation.

C eliminate the risk due to interest rate changes.

Solution:

A is correct. If less money is borrowed, there is less risk due to the use of finan-

cial leverage. There is still risk related to changes in interest rates. If interest 

rates rise, the value of real estate will likely be affected even if the investor did 

not borrow any money. Higher interest rates mean investors require a higher 

rate of return on all assets. The resale price of the property will likely depend 

on the cost of debt to the next buyer, who may be more likely to obtain debt 

financing. Furthermore, the investor may be better off getting a loan at a fixed 

interest rate before rates rise. There is still risk of inflation, although real estate 

tends to have a low amount of inflation risk. But borrowing less money doesn’t 

necessarily mean the property is less affected by inflation.

4.2 Real Estate Risk and Return Relative to Stocks and Bonds

The characteristics of real estate and the risk factors described above ultimately affect 

the risk and return of equity real estate investments. The structure of leases between 

the owner and tenants also affects risk and return. More will be discussed about the 

nature of real estate leases later in this reading, but in general, leases can be thought 

of as giving equity real estate investment a bond- like characteristic because the tenant 

has a legal agreement to make periodic payments to the owner. At the end of the 
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lease term, however, there will be uncertainty as to whether the tenant will renew 

the lease and what the rental rate will be at that time. These issues will depend on 

the availability of competing space and also on factors that affect the profitability of 

the companies leasing the space and the strength of the overall economy in much 

the same way that stock prices are affected by the same factors. These factors give 

a stock market characteristic to the risk of real estate. On balance, because of these 

two influences (bond- like and stock- like characteristics), real estate, as an asset class, 

tends to have a risk and return (based on historical data) profile that falls between 

the risk and return profiles of stocks and bonds. By this, we mean the risk and return 

characteristics of a portfolio of real estate versus a portfolio of stocks and a portfolio 

of bonds. An individual real estate investment could certainly have risk that is greater 

or less than that of an individual stock or bond. Exhibit 3 illustrates the basic risk–

return relationships of stocks, bonds, and private equity real estate. In Exhibit 3, risk 

is measured by the standard deviation of expected returns.

Exhibit 3   Returns and Risks of Private Equity Real Estate Compared with 

Stocks and Bonds

Expected
Return

Stocks

Real
Estate

Bonds

Risk

EXAMPLE 6   

Investment Risk

Which is a riskier investment, private equity real estate or bonds? Explain why.

Solution:

Empirical evidence suggests that private equity real estate is riskier than bonds. 

Although real estate leases offer income streams somewhat like bonds, the 

income expected when leases renew can be quite uncertain and depend on 

market conditions at that time, which is unlike the more certain face value of 

a bond at maturity.
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4.3 Commercial Real Estate

In this section, the main economic factors that influence demand for each commer-

cial real estate property type and typical lease terms are discussed. It is important to 

discuss lease terms because they affect a property’s value. The main property types 

included in institutional investors’ portfolios are office, industrial and warehouse, 

retail, and multi- family (apartments). These property types are often considered the 

core property types used to create a portfolio that is relatively low risk, assuming the 

properties are in good locations and well leased (fiscally sound and responsible tenants, 

low vacancies, and good rental terms). Another type of property that might be held 

by an institutional investor is hospitality properties (for example, hotels). Hotels are 

usually considered riskier because there are no leases and their performance may be 

highly correlated with the business cycle—especially if there is a restaurant and the 

hotel depends on convention business.

For each property type, location is a critical factor in determining value. Properties 

with the highest value per unit of space are in the best locations and have modern 

features and functionality. Moderately valued properties are typically in adequate but 

not prime locations and/or have slightly outdated features. Properties with the lowest 

values per unit of space are in poor locations and have outdated features.

4.3.1 Office

The demand for office properties depends heavily on employment growth—especially in 

those industries that use large amounts of office space, such as finance and insurance. 

The typical amount of space used per employee is also important because it tends to 

increase when the economy is strong and decline when the economy is weak. There 

also has been a tendency for the average amount of space per employee to decrease 

over time as technology has allowed more employees to spend more time working 

away from the office and less permanent space is needed.

The average length of an office building lease varies globally. For example, leases on 

office space average 3–5 years in the United States and around 10 years in the United 

Kingdom. However, lease lengths may vary based on a number of factors, including 

the desirability of the property and the financial strength of the tenant as well as other 

terms in the lease, such as provisions for future rent changes and whether there are 

options to extend the lease.

An important consideration in office leases is whether the owner or tenant incurs 

the risk of operating expenses, such as utilities, increasing in the future. A “net lease” 

requires the tenant to be responsible for paying operating expenses, whereas a “gross 

lease” requires the owner to pay the operating expenses. The rent for a net lease is 

lower than that for an equivalent gross lease because the tenant must bear the oper-

ating expenses as well as the risk of expenses being higher than expected.

Not all office leases are structured as net or gross leases. For example, a lease may 

be structured so that in the first year of the lease, the owner is responsible for paying 

the operating expenses and for every year of the lease after that, the owner pays for 

expenses up to the amount paid in the first year. Any increase in expenses above that 

amount is “passed through” to the tenant as an “expense reimbursement.” That is, the 

tenant bears the risk of any increase in expenses, although the owner benefits from 

any decline in expenses. In a multi- tenant building, the expenses may be prorated 

among the tenants on the basis of the amount of space they are leasing. While having 

a small number of tenants can simplify managing a property, it increases risk. If one 

tenant gets into financial difficulties or decides not to renew a lease, it can have a 

significant effect on cash flows.

There are differences in how leases are structured over time and in different coun-

tries. It is important to have an understanding of how leases are typically structured in 

a market and to stay informed about changes in the typical structure. Lease terms will 
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affect the return and risk to the investor. For example, in the United Kingdom, until 

the early 1990s, lease terms averaged about 20 years in length, but they have now fallen 

by nearly half. Rents are typically fixed for five years and then set at the higher of the 

then market rent or contract rent upon review; these are known as upward- only rent 

reviews. Leases are typically on a full repairing and insuring (FRI) basis; the tenant 

is responsible for most costs. Therefore, detailed cost (expense) analysis is much less 

important in deriving net operating income—a critical measure in estimating the value 

of a commercial property—in the United Kingdom than in markets where operating 

costs are typically the responsibility of the owner.

EXAMPLE 7   

Net and Gross Leases

What is the net rent equivalent for an office building where the gross rent is $20 

per square foot and operating expenses are $8 per square foot?

Solution:

On a gross lease, the owner pays the operating expense, whereas on a net lease 

the tenant pays. So we might expect the rent on a net lease to be $20 – $8 or 

$12 per square foot. Because the risk of change in operating expenses is borne 

by the tenant rather than the owner, the rent might even be lower than $12.

4.3.2 Industrial and Warehouse

The demand for industrial and warehouse space is heavily dependent on the overall 

strength of the economy and economic growth. The demand for warehouse space is 

also dependent on import and export activity in the economy. Industrial leases are 

often net leases, although gross leases or leases with expense reimbursements, as 

described above for office properties, also occur.

4.3.3 Retail

The demand for retail space depends heavily on trends in consumer spending. 

Consumer spending, in turn, depends on the health of the economy, job growth, 

population growth, and savings rates.

Retail lease terms, including length of leases and rental rates, vary not only on 

the basis of the quality of the property but also by the size and the importance of 

the tenant. For example, in the United States, the length of leases for the smaller 

tenants in a shopping center are typically three to five years and are longer for larger 

“anchor” tenants, such as a department store. Anchor tenants may be given rental 

terms designed to attract them to the property. The quality of anchor tenants is a 

factor in attracting other tenants.

A unique aspect of many retail leases is the requirement that the tenants pay 

additional rent once their sales reach a certain level. This type of lease is referred to 

as a “percentage lease.” The lease will typically specify a “minimum rent” that must 

be paid regardless of the tenant’s sales and the basis for calculating percentage rent 

once the tenant’s sales reach a certain level or breakpoint. For example, the lease may 

specify a minimum rent of $30 per square foot plus 10 percent of sales over $300 per 

square foot. Note that at the breakpoint of $300 per square foot in sales, we obtain 

the same rent per square foot based on either the minimum rent of $30 or 10 percent 

of $300. This is a typical way of structuring the breakpoint, and the sales level of $300 

would be referred to as a “natural breakpoint.”
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EXAMPLE 8   

Retail Rents

A retail lease specifies that the minimum rent is $40 per square foot plus 5 per-

cent of sales revenue over $800 per square foot. What would the rent be if the 

tenant’s sales are $1,000 per square foot?

Solution:

The rent per square foot will be $40 plus 5% × ($1,000 – $800) or $40 + $10 = 

$50. We get the same answer by multiplying 5% × $1,000 (= $50) because $800 

is the “natural breakpoint,” meaning that 5 percent of $800 results in the mini-

mum rent of $40. A lease may not have the breakpoint set at this natural level, in 

which case it is important that the lease clearly defines how to calculate the rent.

4.3.4 Multi- Family

The demand for multi- family space depends on population growth, especially for the 

age segment most likely to rent apartments. In other words, population demographics 

are important. The relevant age segment can be very broad or very narrow depending 

on the propensity to rent in the culture. Homeownership rates vary from country to 

country. The relevant age segment for renters can also vary by type of property being 

rented out or by locale. For example, in the United States, the typical renter has his-

torically been between 25 and 35 years old. However, the average age of a renter of 

property in an area attractive to retirees may be higher.

Demand also depends on how the cost of renting compares with the cost of 

owning—that is, the ratio of home prices to rents. As home prices rise and become 

less affordable, more people will rent. Similarly, as home prices fall, there may be a 

shift from renting to owning. Higher interest rates will also make homeownership 

more expensive because for owners that partially finance the purchase with debt, 

the financing cost will be higher and for other homeowners, the opportunity cost of 

having funds tied up in a home will increase. This increase in the cost of ownership 

may cause a shift toward renting. If interest rates decrease, there may be a shift toward 

homeownership.

Multi- family properties typically have leases that range from six months to two 

years, with one year being most typical. The tenant may or may not be responsible for 

paying expenses, such as utilities, depending on whether there are separate meters 

for each unit. The owner is typically responsible for the upkeep of common property, 

insurance, and repair and maintenance of the property. The tenant is typically respon-

sible for cleaning the space rented and for insurance on personal property.

EXAMPLE 9   

Economic Value Determinants

1 The primary economic driver of the demand for office space is most likely:

A job growth.

B population growth.

C growth in savings rates.

2 The demand for which of the following types of real estate is likely most 

affected by population demographics?

A Office
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B Multi- family

C Industrial and warehouse

Solution to 1:

A is correct. Job growth is the main economic driver of office demand, espe-

cially jobs in industries that are heavy users of office space, such as finance and 

insurance. As jobs increase, companies need to provide office space for the 

new employees. Population growth may indirectly affect the demand for office 

space because it affects demand and job growth. Growth in savings rates affects 

consumer spending and the demand for retail space.

Solution to 2:

B is correct. Population demographics are a primary determinant of the demand 

for multi- family space.

OVERVIEW OF THE VALUATION OF COMMERCIAL 

REAL ESTATE

Regardless of the form of real estate investment, the value of the underlying real estate 

is critical because the value of any real estate investment is inextricably tied to the 

value of the underlying real estate. Commercial real estate properties do not transact 

frequently, and each property is unique. Therefore, estimates of value or appraisals, 

rather than transaction prices, are used to assess changes in value or expected selling 

price over time. Appraisals are typically done by individuals with recognized expertise 

in this area. These can be independent experts hired to do the appraisals or in- house 

experts.

5.1 Appraisals

Appraisals (estimates of value) are critical for such infrequently traded and unique 

assets as real estate properties. For publicly traded assets, such as stocks and bonds, 

we have frequent transaction prices that reflect the value that investors are currently 

placing on these assets. In contrast, commercial real estate, such as an apartment or 

office building, does not trade frequently. For example, a particular building might sell 

once in a 10- year period. Thus, we cannot rely on transactions activity for a particular 

property to indicate how its value is changing over time.

There are companies, such as real estate investment trusts, that invest primarily in 

real estate and have publicly traded shares. REITs are available in many countries around 

the world. REIT prices can be observed as with any publicly traded share. REITs are 

businesses that buy and sell real estate; often do development; decide how properties 

are to be financed, when to refinance, and when to renovate properties; and make 

many other ongoing management decisions that determine the success of the REIT. 

Therefore, the prices of REIT shares reflect both the performance of the management 

of the company that owns the real estate and the value of the underlying properties.

Thus, although it is useful to know how the values of REIT shares are changing 

over time as an indicator of changing conditions in the real estate market, it does 

not substitute for the need to estimate the value of individual properties. In fact, 

knowing the appraised value of properties held by REITs is helpful in estimating the 

value of the REIT, although, as suggested above, many other factors can affect REIT 

share prices over time.

5
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Appraisals can be used to evaluate the performance of the investment or to deter-

mine an estimate of price or value if a transaction is anticipated. Even if there has 

been a recent transaction of the property, because it is only one transaction between 

a particular buyer and seller, the transaction price at which the property sold may not 

reflect the value a typical investor might place on the property at that time.1 There 

may be circumstances under which a buyer may be willing to pay more than a typical 

buyer would pay or a seller may be willing to accept less than a typical seller would 

accept. Thus, even when there is a transaction, an appraisal is often used as a basis for 

estimating the value of the property rather than just assuming that the agreed upon 

transaction price equals the value. For example, an appraisal is likely to be required if 

the purchaser of the property wants to finance a portion of the purchase with debt. The 

lender will typically require an independent appraisal of the property to estimate the 

value of the collateral for the loan. Even if the purchaser is not borrowing to finance 

a portion of the purchase, the purchaser may have an appraisal done to help establish 

a reasonable offer price for the property. Similarly, the seller may have an appraisal 

done to help establish the asking price for the property.

Properties are also appraised for other reasons. Another important use of appraisals 

is for performance measurement—that is, to measure the performance of real estate 

that is managed for a client. For example, a pension fund may have decided to invest 

in real estate in addition to stocks and bonds to diversify its portfolio. It may have 

invested directly in the real estate or through an investment manager that acquires 

and manages the real estate portfolio. In either case, the pension fund wants to know 

how its real estate investments are performing. This performance can be evaluated 

relative to the performance of stocks and bonds and against a benchmark that mea-

sures the performance of the relevant real estate asset class. The benchmark is used 

in the same way that a stock index might be used as a benchmark for measuring the 

performance of a stock portfolio.

Measuring the performance of a real estate portfolio requires estimating property 

values on a periodic basis, such as annually. Although more frequent measures may 

be desirable, it may not be practical because appraising property values is a time- 

consuming and costly process. It may involve an independent appraisal by a firm that 

specializes in appraising investment properties, or it may be done by an appraiser who 

works for the investment management firm. In either case, the appraiser is tasked 

with estimating the value of the property.

5.1.1 Value

The focus of an appraisal is usually on what is referred to as the market value of the 

property. The market value can be thought of as the most probable sale price. It is what 

a typical investor is willing to pay for the property. There are other definitions of value 

that differ from market value. For example, investment value (sometimes called worth) 

is the value to a particular investor. It could be higher or lower than market value 

depending on the particular investor’s motivations and how well the property fits into 

the investor’s portfolio, the investor’s risk tolerance, the investor’s tax circumstances, 

and so on. For example, an investor who is seeking to have a globally well- diversified 

portfolio of real estate that does not already have any investments in New York City 

and Shanghai may place a higher value on acquiring a property in either of those 

locations than an investor who already has New York City and Shanghai properties 

in his or her portfolio.

1 The term special purchaser is used in some countries, such as the United Kingdom, to refer to purchasers 

who are not typical.
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There are other types of value that are relevant in practice, such as value in use, 

which is the value to a particular user—for example, the value of a manufacturing plant 

to the company using the building as part of its business. For property tax purposes, 

the relevant value is the assessed value of the property, which may differ from market 

value because of the way the assessor defines the value. In most cases, the focus of an 

appraisal is on market value.

Potential sellers and buyers care about market value because it is useful to know 

when negotiating price. The market value may differ from the value that the potential 

buyer or seller originally placed on the property and from the price that is ultimately 

agreed upon.2 A seller in distressed circumstances may be willing to accept less than 

market value because of liquidity needs, and a particular buyer (investor) may be 

willing to pay more than market value because the worth (investment value) to that 

buyer exceeds the value to a typical investor.

Lenders usually care about market value because if a borrower defaults on a 

mortgage loan, the market value less transaction costs is the maximum that the lender 

can expect to receive from the sale of the property. But there are some exceptions. In 

some cases, the lender may ask for a more conservative value, which can be referred 

to as a mortgage lending value. For example, in Germany the mortgage lending value 

is the value of the property which, based on experience, may throughout the life of 

the loan be expected to be generated in the event of sale, irrespective of temporary 

(e.g., economically induced) fluctuations in value on the relevant property market and 

excluding speculative elements. In determining the mortgage lending value, the future 

saleability of the property is to be taken as a basis within the scope of a “prudent val-

uation,” taking into consideration the long- term, permanent features of the property, 

the normal regional market situation, and the present and possible alternative uses. 

Some have argued that over the decades in which it has been applied, the mortgage 

lending value has helped mortgage lending in Germany to have a stabilizing effect on 

the German real estate market by evening out current, possibly exaggerated market 

expectations. The mortgage lending value contrasts with the notion of “mark- to- 

market” or “fair value” accounting, which would value an asset at its market value at 

the time the loan is made.

EXAMPLE 10   

Market Value

A property that was developed two years ago at a cost of ¥60.0 million, including 

land, is put on the market for that price. It sells quickly for ¥50.0 million. After 

the closing, the purchaser admits he would have paid up to ¥65.0 million for 

the property because he owned vacant land next to the property purchased. A 

very similar property (approximately the same size, age, etc.) recently sold for 

¥55.0 million.

1 The purchaser is most likely a:

A typical investor.

B particular investor.

C short- term investor.

2 The market value of the property is closest to:

A ¥50.0 million.

2 For further discussion of the various definitions of value, refer to such publications as the “Uniform 

Standards of Professional Appraisal Practice,” the Royal Institution of Chartered Surveyors (RICS) Red 

Book, and “The International Valuation Standards.”
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B ¥55.0 million.

C ¥65.0 million.

3 The investment value of the property to the buyer is closest to:

A ¥50.0 million.

B ¥60.0 million.

C ¥65.0 million.

Solution to 1:

B is correct. This investor may be willing to pay more than the typical investor 

because of his particular circumstances.

Solution to 2:

B is correct. The purchaser paid ¥50.0 million rather than the ¥65.0 million he 

was willing to pay for the property. However, we have to be careful about using 

a transaction price as an indication of market value because the market may 

have been thin and the seller may have been distressed and willing to accept 

less than the property would have sold for if it had been kept on the market for 

a longer period of time. The quick sale suggests that the price may have been 

lower than what a typical investor may be willing to pay. There was a comparable 

property that sold for ¥55.0 million. Combining these facts and based only on 

this information, it is reasonable to assume that the market value is closest to 

¥55.0 million. Note that what it cost to develop the property two years ago is 

not particularly relevant. Markets may have deteriorated since that time, and 

new construction may not be feasible.

Solution to 3:

C is correct. The investment value of the property is ¥65.0 million. The purchaser 

was willing to pay up to ¥65.0  million, suggesting that his investment value 

was higher than the amount paid. He paid only as much as he had to, based on 

negotiations with the seller.

5.2 Introduction to Valuation Approaches

In general, there are three different approaches that appraisers use to estimate value: 

the income approach, the cost approach, and the sales comparison approach. The 

income approach considers what price an investor would pay based on an expected 

rate of return that is commensurate with the risk of the investment. The value esti-

mated with this approach is essentially the present value of the expected future income 

from the property, including proceeds from resale at the end of a typical investment 

holding period. The concept is that value depends on the expected rate of return that 

investors would require to invest in the property.

The cost approach considers what it would cost to buy the land and construct 

a new property on the site that has the same utility or functionality as the property 

being appraised (referred to as the subject property). Adjustments are made if the 

subject property is older or not of a modern design, if it is not feasible to construct a 

new property in the current market, or if the location of the property is not ideal for 

its current use. The concept is that you should not pay more for a property than the 

cost of buying vacant land and developing a comparable property.

The sales comparison approach considers what similar or comparable properties 

(comparables) transacted for in the current market. Adjustments are made to reflect 

comparables’ differences from the subject property, such as size, age, location, and 
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condition of the property and to adjust for differences in market conditions at the 

times of sale. The concept is that you would not pay more than others are paying for 

similar properties.

These approaches are unlikely to result in the same value because they rely on 

different assumptions and availability of data to estimate the value. The idea is to try 

to triangulate on the market value by approaching the estimate three different ways. 

The appraiser may have more confidence in one or more of the approaches depending 

on the availability of data for each approach. Part of the appraisal process is to try to 

reconcile the differences in the estimates of value from each approach and come up 

with a final estimate of value for the subject property.

5.2.1 Highest and Best Use

Before we elaborate on the three approaches to estimating value, it is helpful to 

understand an important concept known as highest and best use. The highest and best 

use of a vacant site is the use that would result in the highest value for the land. This 

concept is best illustrated with an example. Suppose you are trying to determine the 

highest and best use of a vacant site. Three alternative uses—apartment, office, and 

retail—have been identified as consistent with zoning regulations and are financially 

feasible at the right land value. The physical characteristics of the site make construc-

tion of buildings consistent with each of these uses possible. Exhibit 4 summarizes 

relevant details for each potential use:

Exhibit 4   Highest and Best Use

Apartment Office Retail

Value after construction $2,500,000 $5,000,000 $4,000,000

Cost to construct building (2,000,000) (4,800,000) (3,000,000)

Implied land value $500,000 $200,000 $1,000,000

The value after construction is what the property would sell for once it is constructed 

and leased. The cost to construct the building includes an amount for profit to the 

developer. The profit compensates the developer for handling the construction phase 

and getting the property leased. Subtracting the cost to construct from the value after 

construction gives the amount that could be paid for the land. In this case, the retail 

use results in the highest price that can be paid for the land. So retail is the highest 

and best use of the site, and the land value would be $1 million.

The idea is that the price would be bid up to that amount by investors or devel-

opers who are competing for the site, including several bidders planning to develop 

retail. Note that the highest and best use is not the use with the highest total value, 

which in this example is office. Even though office has a higher value if it is built, the 

higher construction costs result in a lower amount that can be paid for the land. A 

developer cannot pay $1 million for the land and build the office building. If they did, 

they would have a $5.8 million total investment in the land and construction cost but 

the value would be only $5 million. So that would result in an $800,000 loss in value 

because an office building is not the highest and best use of the site.

The theory is that the land value is based on its highest and best use as if vacant 

even if there is an existing building on the site. If there is an existing building on the 

site that is not the highest and best use of the site, then the value of the building—not 

the land—will be lower. For example, suppose that a site with an old warehouse on 

it would sell for $1.5 million as a warehouse (land and building). If vacant, the land 

is worth $1 million. Thus, the value of the existing building (warehouse) is $500,000 
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(= $1,500,000 – $1,000,000). As long as the value under the existing use is more than 

the land value, the building should remain on the site. If the value under the existing 

use falls below the land value, any building(s) on the site will likely be demolished so 

the building that represents the highest and best use of the site can be constructed. 

For example, if the value as a warehouse is only $800,000, it implies a building value 

of negative $200,000. The building should be demolished, assuming the demolition 

costs are less than $200,000.

EXAMPLE 11   

Highest and Best Use

Two uses have been identified for a property. One is an office building that 

would have a value after construction of $20 million. Development costs would 

be $16 million, which includes a profit to the developer. The second use is an 

apartment building that would have a value after construction of $25 million. 

Development costs, including a profit to the developer, would be $22 million. 

What is the highest and best use of the site and the implied land value?

Solution:

Office Apartment

Value on completion $20,000,000 $25,000,000

Cost to construct building (16,000,000) (22,000,000)

Implied land value $4,000,000 $3,000,000

An investor/developer could pay up to $4 million for the land to develop an 

office building but only $3 million for the land to develop an apartment building. 

The highest and best use of the site is an office building with a land value of 

$4 million. Of course, this answer assumes a competitive market with several 

potential developers who would bid for the land to develop an office building.

We will now discuss each of the approaches to estimating value in more detail 

and provide examples of each.

THE INCOME APPROACH TO VALUATION

The direct capitalization method and discounted cash flow method (DCF) are two 

income approaches used to appraise a commercial (income- producing) property. The 

direct capitalization method estimates the value of an income- producing property 

based on the level and quality of its net operating income. The DCF method discounts 

future projected cash flows to arrive at a present value of the property. Net operating 

income, a measure of income and a proxy for cash flow, is a focus of both approaches.

6
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6.1 General Approach and Net Operating Income

The income approach focuses on net operating income3 generated from a property. 

There are two income approaches, each of which considers growth. The first, the direct 

capitalization method, capitalizes the current NOI using a growth implicit capital-

ization rate. When the capitalization rate is applied to the forecasted first- year NOI 

for the property, the implicit assumption is that the first- year NOI is representative 

of what the typical first- year NOI would be for similar properties. The second, the 

DCF method, applies an explicit growth rate to construct an NOI stream from which 

a present value can be derived. As we will see, there is some overlap because, even 

for the second method, we generally estimate a terminal value by capitalizing NOI 

at some future date.

Income can be projected either for the entire economic life of the property or for 

a typical holding period with the assumption that the property will be sold at the end 

of the holding period. We will see that there are many different ways of applying the 

income approach depending on how complex the income is for the property being 

valued. But no matter how the approach is applied, the concept is that the value is 

based on discounting the cash flows, typically represented by NOI in real estate con-

texts. The discount rate should reflect the risk characteristics of the property. It can be 

derived from market comparisons or from specific analysis; we will examine both cases.

When the property has a lot of different leases with different expiration dates and 

complex lease provisions, the income approach is often done with spreadsheets or 

software.4 At the other extreme, when simplifying assumptions can be made about 

the pattern of future income, simple formulas often can be used to estimate the value.

To value a property using an income approach, we need to calculate the net 

operating income for the property. NOI is a measure of the income from the prop-

erty after deducting operating expenses for such items as property taxes, insurance, 

maintenance, utilities, repairs, and insurance but before deducting any costs associated 

with financing and before deducting federal income taxes. This is not to suggest that 

financing costs and federal income taxes are not important to an investor’s cash flows. 

It simply means that NOI is a before- tax unleveraged measure of income.5

There may be situations where the lease on a property requires the tenants to be 

responsible for some or all of the expenses so that they would not be deducted when 

calculating NOI. Or they might be deducted, but then the additional income received 

from the tenants due to reimbursement of these expenses would be included when 

calculating the NOI. Of course, when the tenant must pay the expenses, we might 

expect the rent to be lower. It is necessary to consider specific lease terms when esti-

mating NOI. As mentioned before, typical lease terms vary from country to country.

A general calculation of NOI is shown in Exhibit 5.

Exhibit 5   Calculating NOI

Rental income at full occupancy

 + Other income (such as parking)

3 NOI in this real estate property context is similar to earnings before interest, taxes, depreciation, and 

amortization (EBITDA) in a financial reporting context.

4 One example is a software package called ARGUS Valuation DCF, which was initially used primarily in 

the United States. There are now versions in many other languages, including Japanese, Chinese, German, 

and Spanish. See www.argussoftware.com for further information.

5 Cash flows may also be affected by capital expenditures for such items as a roof replacement. Sometimes 

such items are accounted for by including a “reserve allowance” as one of the expenses. The reserve allowance 

spreads the cost of the capital expenditure over time. At other times, the expenditure may be deducted 

from NOI in the year it is expected to occur.
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= Potential gross income (PGI)

 – Vacancy and collection loss

= Effective gross income (EGI)

 – Operating expenses (OE)

= Net operating income (NOI)

EXAMPLE 12   

Net Operating Income

A 50- unit apartment building rents for $1,000 per unit per month. It currently 

has 45 units rented. Operating expenses, including property taxes, insurance, 

maintenance, and advertising, are typically 40 percent of effective gross income. 

The property manager is paid 10 percent of effective gross income. Other income 

from parking and laundry is expected to average $500 per rented unit per year. 

Calculate the NOI.

Solution:

Rental income at full occupancy 50 × $1,000 × 12 = $600,000

Other income 50 × $500 = +25,000

Potential gross income $625,000

Vacancy loss 5/50 or 10% × $625,000 = –62,500

Effective gross income $562,500

Property management 10% of $562,500 = –56,250

Other operating expenses 40% of $562,500 = –225,000

Net operating income $281,250

6.2 The Direct Capitalization Method

The direct capitalization method capitalizes the current NOI at a rate known as the 

capitalization rate, or cap rate for short. If we think about the inverse of the cap rate 

as a multiplier, the approach is analogous to an income multiplier. The direct capi-

talization method differs from the DCF method, in which future operating income 

(a proxy for cash flow) is discounted at a discount rate to produce a present value.

6.2.1 The Capitalization Rate and the Discount Rate

The cap and discount rates are closely linked but are not the same. Briefly, the discount 

rate is the return required from an investment and comprises the risk- free rate plus 

a risk premium specific to the investment. The cap rate is lower than the discount 

rate because it is calculated using the current NOI. So, the cap rate is like a current 

yield for the property whereas the discount rate is applied to current and future NOI, 

which may be expected to grow. In general, when income and value are growing at a 

constant compound growth rate, we have:

Cap rate = Discount rate – Growth rate  (1)

Exhibit 5   (Continued)
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The growth rate is implicit in the cap rate, but we have to make it explicit for a 

DCF valuation.

6.2.2 Defining the Capitalization Rate

The capitalization rate is a very important measure for valuing income- producing real 

estate property. The cap rate is defined as follows:

Cap rate = NOI/Value  

where the NOI is usually based on what is expected during the current or first year 

of ownership of the property. Sometimes the term going- in cap rate is used to clarify 

that it is based on the first year of ownership when the investor is going into the deal. 

(Later, we will see that the terminal cap rate is based on expected income for the year 

after the anticipated sale of the property.)

The value used in the above cap rate formula is an estimate of what the property 

is worth at the time of purchase. If we rearrange the above equation and solve for 

value we see that:

Value = NOI/Cap rate  

So, if we know the appropriate cap rate, we can estimate the value of the property 

by dividing its first- year NOI by the cap rate.

Where does the cap rate come from? That will be an important part of our discus-

sion. A simple answer is that it is based on observing what other similar or comparable 

properties are selling for. Assuming that the sale price for a comparable property is a 

good indication of the value of the subject property, we have:

Cap rate = NOI/Sale price of comparable  

We would not want to rely on the price for just one sale to indicate what the cap 

rate is. We want to observe several sales of similar properties before drawing conclu-

sions about what cap rates investors are willing to accept for a property. As we will 

discuss later, there are also reasons why we would expect the cap rate to differ for 

different properties, such as what the future income potential is for the property—that 

is, how it is expected to change after the first year. This is important because the cap 

rate is only explicitly based on the first- year income. But the cap rate that investors 

are willing to accept depends on how they expect the income to change in the future 

and the risk of that income. These expectations are said to be implicit in the cap rate.

The cap rate is like a snapshot at a point in time of the relationship between NOI 

and value. It is somewhat analogous to the price–earnings multiple for a stock except 

that it is the reciprocal.6 The reciprocal of the cap rate is price divided by NOI. Just 

as stocks with greater earnings growth potential tend to have higher price–earnings 

multiples, properties with greater income growth potential have higher ratios of price 

to current NOI and thus lower cap rates.

It is often necessary to make adjustments based on specific lease terms and char-

acteristics of a market. For example, a similar approach is common in the United 

Kingdom, where the term fully let property is used to refer to a property that is leased 

at market rent because either it has a new tenant or the rent has just been reviewed. 

In such cases, the appraisal is undertaken by applying a capitalization rate to this rent 

rather than to NOI because leases usually require the tenant to pay all costs. The cap 

rate derived by dividing rent by the recent sales prices of comparables is often called 

the all risks yield (ARY). Note that the term “yield” in this case is used like a “current 

yield” based on first- year NOI. It is a cap rate and will differ from the total return that 

an investor might expect to get from future growth in NOI and value. If it is assumed, 

(2)

(3)

(4)

6 In the United Kingdom, the reciprocal of the cap rate is called the “years purchase” (YP). It is the num-

ber of years that it would take for income at the current level to be equal to the original purchase price.

© CFA Institute. For candidate use only. Not for distribution.



The Income Approach to Valuation 31

however, that the rent will be level in the foreseeable future (like a perpetuity), then 

the cap rate will be the same as the return and the all risks yield will be an internal 

rate of return (IRR) or yield to maturity.

In simple terms, the valuation is:

Market value = Rent/ARY  

Again, this valuation is essentially the same as dividing NOI by the cap rate as 

discussed earlier except the occupant is assumed to be responsible for all expenses 

so the rent is divided by the ARY.7 ARY is a cap rate and will differ from the required 

total return (the discount rate) an investor might expect to get by future growth in 

NOI and value. If rents are expected to increase after every rent review, then the 

investor’s expected return will be higher than the cap rate. If rents are expected to 

increase at a constant compound rate, then the investor’s expected return (discount 

rate) will equal the cap rate plus the growth rate.

EXAMPLE 13  

Capitalizing NOI

A property has just been let at an NOI of £250,000 for the first year, and the 

capitalization rate on comparable properties is 5 percent. What is the value of 

the property?

Solution:

Value = NOI/Cap rate = £250,000/0.05 = £5,000,000

Suppose the rent review for the property in Example 13 occurs every year and 

rents are expected to increase 2 percent each year. An approximation of the IRR would 

simply be the cap rate plus the growth rate; in this case, a 5 percent cap rate plus 

2 percent rent growth results in a 7 percent IRR. Of course, if the rent review were 

less frequent, as in the United Kingdom where it is typically every five years, then we 

could not simply add the growth rate to the cap rate to get the IRR. But it would still 

be higher than the cap rate if rents were expected to increase.

6.2.3 Stabilized NOI

When the cap rate is applied to the forecasted first- year NOI for the property, the 

implicit assumption is that the first- year NOI is representative of what the typical 

first- year NOI would be for similar properties. In some cases, the appraiser might 

project an NOI to be used to estimate value that is different from what might actually 

be expected for the first year of ownership for the property if what is actually expected 

is not typical.

An example of this might be when a property is undergoing a renovation and 

there is a temporarily higher- than- typical amount of vacancy until the renovation is 

complete. The purpose of the appraisal might be to estimate what the property will 

be worth once the renovation is complete. A cap rate will be used from properties 

that are not being renovated because they are more typical. Thus, the appraiser 

projects what is referred to as a stabilized NOI, which is what the NOI would be if 

the property were not being renovated—in other words, what the NOI will be once 

the renovation is complete. This NOI is used to estimate the value. Of course, if the 

(5)

7 In practice, management costs should also be considered, although operating costs falling on the landlord 

are typically much lower than in the United States.
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property is being purchased before the renovation is complete, a slightly lower price 

will be paid because the purchaser has to wait for the renovation to be complete to 

get the higher NOI. Applying the cap rate to the lower NOI that is occurring during 

the renovation will understate the value of the property because it implicitly assumes 

that the lower NOI is expected to continue.8

EXAMPLE 14  

Value of a Property to be Renovated

A property is being purchased that requires some renovation to be competitive 

with otherwise comparable properties. Renovations satisfactory to the purchaser 

will be completed by the seller at the seller’s expense. If it were already renovated, 

it would have NOI of ¥9 million next year, which would be expected to increase 

by 3 percent per year thereafter. Investors would normally require a 12 percent 

IRR (discount rate) to purchase the property after it is renovated. Because of the 

renovation, the NOI will only be ¥4 million next year. But after that, the NOI is 

expected to be the same as it would be if it had already been renovated at the 

time of purchase. What is the value of or the price a typical investor is willing 

to pay for the property?

Solution:

If the property was already renovated (and the NOI stabilized), the value would be:

Value if renovated = ¥9,000,000/(0.12 – 0.03) = ¥100,000,000

But because of the renovation, there is a loss in income of ¥5 million during 

the first year. If for simplicity we assume that this would have been received at 

the end of the year, then the present value of the lost income at a 12 percent 

discount rate is as follows:

Loss in value = ¥5,000,000/(1.12) = ¥4,464,286

Thus, the value of the property is as follows:

Value if renovated ¥100,000,000

Less loss in value – ¥4,464,286

= Value ¥95,535,714

An alternative approach is to get the present value of the first year’s income 

and the value in a year when renovated.

{¥4,000,000 + [¥9,000,000(1.03)]/(0.12– 0.03)]}/(1.12) = ¥95,535,714

6.2.4 Other Forms of the Income Approach

Direct capitalization usually uses NOI and a cap rate. However, there are some alter-

natives to the use of NOI and a cap rate. For example, a gross income multiplier might 

be used in some situations. The gross income multiplier is the ratio of the sale price 

to the gross income expected from the property in the first year after sale. It may be 

obtained from comparable sales in a similar way to what was illustrated for cap rates. 

The problem with using a gross income multiplier is that it does not explicitly con-

sider vacancy rates and operating expenses. Thus, it implicitly assumes that the ratio 

8 Some readers may correctly think that, rather than use a stabilized NOI, a lower cap rate could be used 

to reflect the fact that the NOI will be higher in the future. The problem is that it is not easy to know how 

much lower the cap rate should be if there are no sales of comparable properties intended for renovation.
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of vacancy and expenses to gross income is similar for the comparable and subject 

properties. But if, for example, expenses were expected to be lower on one property 

versus another because it was more energy efficient, an investor would pay more 

for the same rent. Thus, its gross income multiplier should be higher. Use of a gross 

rent multiplier is also considered a form of direct capitalization but is generally not 

considered as reliable as using a capitalization rate.

6.3 The Discounted Cash Flow (DCF) Method

The direct capitalization method typically estimates value by capitalizing the first- year 

NOI at a cap rate derived from market evidence.9

6.3.1 The Relationship between Discount Rate and Cap Rate

If the income and value for a property are expected to change over time at the same 

compound rate—for example, 3 percent per year—then the relationship between the 

cap rate and discount rate is the same as in Equation 1:

Cap rate = Discount rate – Growth rate

To see the intuition behind this, let us solve for the discount rate, which is the 

return that is required to invest in the property.

Discount rate = Cap rate + Growth rate

Recall that the cap rate is based on first- year NOI. The growth rate captures how 

NOI will change in the future along with the property value. Thus, we can say that 

the investor’s return (discount rate) comes from the return on first- year income (cap 

rate) plus the growth in income and value over time (growth rate). Although income 

and value may not always change at the same compound rate each year, this formula 

gives us insight into the relationship between the discount rate and the cap rate. 

Essentially, the difference between the discount and cap rates has to do with growth 

in income and value.

Intuitively, given that both methods start from the same NOI in the first year, 

you would pay more for an income stream that will grow than for one that will be 

constant. So, the price is higher and the cap rate is lower when the NOI is growing. 

This is what is meant by the growth being implicit in the cap rate. If the growth rate 

is constant, we can extend Equation 3 using Equation 1 to give:

V = NOI/(r – g)  

where:

 r = the discount rate (required return)

 g = the growth rate for income (given constant growth in income, value will 

grow at the same rate)

This equation is analogous to the dividend growth model applied to stocks. If NOI 

is not expected to grow at a constant rate, then NOIs are projected into the future 

and each period’s NOI is discounted to arrive at a value of the property. Rather than 

project NOIs into infinity, typically, NOIs are projected for a specified holding period 

and a terminal value (estimated sale price) at the end of the holding period is estimated.

(6)

9 The DCF method (sometimes referred to as a yield capitalization method) involves projecting income 

beyond the first year and discounting that income at a discount rate (yield rate). The terms yield rate and 

discount rate are being used synonymously in this discussion, as are the terms yield capitalization and 

discounted cash flow analysis.

© CFA Institute. For candidate use only. Not for distribution.



Reading 39 ■ Private Real Estate Investments34

EXAMPLE 15   

Growth Explicit Appraisal

NOI is expected to be $100,000 the first year, and after that, NOI is expected to 

increase at 2 percent per year for the foreseeable future. The property value is also 

expected to increase by 2 percent per year. Investors expect to get a 12 percent 

IRR given the level of risk, and therefore, the value is estimated using a 12 percent 

discount rate. What is the value of the property today (beginning of first year)?

Solution:

 V = NOI/(r – g)

  = $100,000/(0.12 – 0.02)

  = $100,000/0.10

  = $1,000,000

6.3.2 The Terminal Capitalization Rate

When a DCF methodology is used to value a property, generally, one of the import-

ant inputs is the estimated sale price of the property at the end of a typical holding 

period. This input is often referred to as the estimated terminal value. Estimating the 

terminal value of a property can be quite challenging in practice, especially given that 

the purpose of the analysis is to estimate the value of the property today. But if we do 

not know the value of the property today, how can we know what it will be worth in 

the future when sold to another investor? This means we must also use some method 

for estimating what the property will be worth when sold in the future.

In theory, this value is based on the present value of income to be received by the 

next investor. But we usually do not try to project NOI for another holding period 

beyond the initial one. Rather, we rely on the direct capitalization method using the 

NOI of the first year of ownership for the next investor and a cap rate. The cap rate 

used to estimate the resale price or terminal value is referred to as a terminal cap 

rate or residual cap rate. It is a cap rate that is selected at the time of valuation to be 

applied to the NOI earned in the first year after the property is expected to be sold 

to a new buyer.

Selecting a terminal cap rate is challenging. Recall that the cap rate equals the 

discount rate less the growth rate when income and value are growing constantly at 

the same rate. Whether constant growth is realistic or not, we know that the cap rate 

will be higher (lower) if the discount rate is higher (lower). Similarly, the cap rate will 

be lower if the growth rate is expected to be higher, and vice versa. These relationships 

also apply to the terminal cap rate as well as the going- in cap rate.

The terminal cap rate could be the same, higher, or lower than the going- in cap 

rate depending on expected discount and growth rates at the time of sale. If interest 

rates are expected to be higher in the future, pushing up discount rates, then termi-

nal cap rates might be higher. The growth rate is often assumed to be a little lower 

because the property is older at the time of sale and may not be as competitive. This 

situation would result in a slightly higher terminal cap rate. Uncertainty about what 

the NOI will be in the future may also result in selecting a higher terminal cap rate. 

The point is that the terminal cap rate is not necessarily the same as the going- in cap 

rate at the time of the appraisal.
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EXAMPLE 16   

Appraisal with a Terminal Value

Net operating income (NOI) is expected to be level at $100,000 per year for the 

next five years because of existing leases. Starting in Year 6, the NOI is expected 

to increase to $120,000 because of lease rollovers and increase at 2 percent per 

year thereafter. The property value is also expected to increase at 2 percent per 

year after Year 5. Investors require a 12 percent return and expect to hold the 

property for five years. What is the current value of the property?

Solution:

Exhibit 6 shows the projected NOI for this example. Because NOI and property 

value are expected to grow at the same constant rate after Year 5, we can cal-

culate the cap rate at that time based on the discount rate less the growth rate. 

That gives us a terminal cap rate that can be used to estimate the value that the 

property could be sold for at the end of Year 5 (based on the income a buyer 

would get after that). We can then discount this value along with the income 

for Years 1–5 to get the present value.

Exhibit 6   Projected Income

Income ($)

Cap rate = Discount rate – Growth rate

Lease (Contract) NOI

Market NOI

Resale

120,000

100,000

0 2 3 41 5 6 7
Year

Step 1 Estimate resale price after five years.

Resale (residual) or “terminal” cap rate = 12% − 2% = 10%

Apply this to NOI in Year 6:

Resale = $120,000/0.10 = $1,200,000

Note: The value that can be obtained by selling the property at some point 

in the future is often referred to as the “reversion.”

(continued)
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Step 2 Discount the level NOI for the first five years and the resale 

price.10

PMT = $100,000

FV = $1,200,000

n = 5

i = 12%

Solving for PV, the current value of the property is estimated to be 

$1,041,390.

Note that the implied going- in cap rate is $100,000/$1,041,390 = 9.60%.

In Example 16, the going- in cap rate is lower than the terminal cap rate. An inves-

tor is willing to pay a higher price for the current NOI because he or she knows that 

it will increase when the lease is renewed at market rents in five years. The expected 

rent jump on lease renewal is implicit in the cap rate.

As noted earlier, we often expect the terminal cap rate to be higher than the going- in 

cap rate because it is being applied to income that is more uncertain. Also, the prop-

erty is older and may have less growth potential. Finding a lower implied going- in cap 

rate in this example is consistent with this. However, there are times when we would 

expect the terminal cap rate to be lower than the going- in cap rate—for example, if we 

thought that interest rates and thus discount rates would be lower when the property 

is sold in the future or we expected that markets would be a lot stronger in the future 

with expectations for higher rental growth than in the current market.

EXAMPLE 17   

Appraisal with Level NOI

Suppose the NOI from a property is expected to be level at $600,000 per year 

for a long period of time such that, for all practical purposes, it can be assumed 

to be a perpetuity. What is the value of the property assuming investors want 

a 12 percent rate of return?

Solution:

In this case, the growth rate is zero, so we have:

 Value = NOI/Discount rate

 Value = $600,000/0.12 = $5,000,000

Note that in this case the cap rate will be the same as the discount rate. This 

is true when there is no expected change in income and value over time.

Exhibit 6   (Continued)

10 The solution is shown as if it were obtained with either a financial calculator or Microsoft Excel functions.
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6.3.3 Adapting to Different Lease Structures

Lease structures vary across locales and can have an effect on the way value is typically 

estimated in a specific locale. For example, in the United Kingdom, lease structures 

have influenced the development of specific approaches to appraisal. In the United 

Kingdom, the term valuation is typically used rather than the term appraisal. A val-

uation, like an appraisal, is usually an assessment of “the most likely selling price” of 

a property or its market value (MV). While the cost approach (discussed in Section 

7.1) is used in particular circumstances and the sales comparison approach dominates 

the single- family home market, the most common approach to valuing commercial 

property combines elements of direct capitalization (often with implicit discounted 

cash flow analysis) and explicit discounted cash flow analysis. This combination has 

been developed in response to the typical structure of UK leases.

In Section 6.2.2, we discussed the use of a cap rate called the all risks yield to value 

a fully let property (a property fully leased at current market rents with the tenant[s] 

paying all operating expenses) in the United Kingdom. If the appraisal date falls between 

the initial letting (or the last rent review) and the next rent review, adjustments have 

to be made because the contract rent (referred to as passing rent) is not equal to the 

current market rent (referred to as the open market rent). If the current market rent 

is greater than the contract rent, then the rent is likely to be adjusted upward at the 

time of the rent review and the property has what is referred to in the United Kingdom 

as a “reversionary potential” because of the higher rent at the next rent review.11 This 

expected increase in rent has to be included in the appraisal.

There are several ways of dealing with this expected change in rent, but each should 

result in a similar valuation. One way, which is referred to as the “term and reversion 

approach” in the United Kingdom, simply splits the income into two components. 

The term rent is the fixed passing (current contract) rent from the date of appraisal 

to the next rent review, and the reversion is the estimated rental value (ERV). The 

values of the two components of the income stream are appraised separately by the 

application of different capitalization rates.

The capitalization rate used for the reversion is derived from sales of comparable 

fully let properties, on the basis that the reversion is equivalent to a fully let property, 

because both have potential for income growth every five years due to rent review.12 

However, the capitalized reversionary income is a future value, so it has to be dis-

counted from the time of the rent review to the present. By convention, the rate used to 

discount this future reversionary value to the present is the same as the capitalization 

rate used to calculate the reversionary value, although they do not have to be the same.

The discount rate applied to the term rent is typically lower than that for the 

reversion because the term rent is regarded as less risky because it is secured by 

existing leases and tenants are less likely to default when they have leases with below- 

market- rate rents. Example 18 illustrates estimating the value of a property with term 

rent and reversion.

11 The term reversion is used in the United States to refer to the proceeds from the sale of a property that 

may or may not be at the end of a lease. Reversion and reversionary potential are similar in that they both 

refer to expected future benefits.

12 This assumes capitalization rates will not change significantly between the time of the appraisal and 

the time of the rent review.
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EXAMPLE 18   

A Term and Reversion Valuation

A property was let for a five- year term three years ago at £400,000 per year. Rent 

reviews occur every five years. The estimated rental value (ERV) in the current 

market is £450,000, and the all risks yield (cap rate) on comparable fully let 

properties is 5 percent. A lower rate of 4 percent is considered appropriate to 

discount the term rent because it is less risky than market rent (ERV). Exhibit 7 

shows the assumed cash flows for this example. Estimate the value of the property.

Exhibit 7   Assumed Cash Flows

Income

Lease (Contract)
or Term Rent

Market Rent
(Reversion Rent)

£400,000

£450,000

Rent Review

Solution:

The first step is to find the present value of the term rent of £400,000 per year for 

two years. At a 4 percent discount rate, the present value of £400,000 per year 

for two years is £754,438. The second step is to estimate the present value of the 

£450,000 ERV at the time of the rent review. At a 5 percent capitalization rate, 

this value is £9,000,000 (= £450,000/0.05). This value is at the time of rent review 

and must be discounted back for two years to the present. Using a discount rate 

that is the same as the capitalization rate of 5 percent results in a present value 

of £8,163,265. Adding this to the value of the term rent of £754,438 results in a 

total value of £8,917,703. In summary:

Term rent £400,000

PV 2 years at 4% × 1.8860947

Value of term rent = £754,438

Reversion to ERV £450,000

PV perpetuity at 5% ÷ 0.05

Value at rent review = £9,000,000

PV 2 years at 5% × 0.9070295
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Value of reversion = £8,163,265

Total capital value £8,917,703

Note that despite the differences in terminology, this example is similar to 

Example 16, in which there was level income for five years and an assumed resale at 

the end of the fifth year. Recall that the value associated with resale of the property 

in the future is often referred to as the reversion value. It is the same concept as in 

this example. The value of the property is equal to the value of the income received 

for a period of time plus the expected value from sale in the future (at the end of the 

period) regardless of whether the property is actually sold or not. In Example 18, the 

property could be sold at the time of rent review for £9 million. So the total value is 

equal to the present value of the income until the rent review plus the present value 

of what the property could be sold for at rent review.

A variation of the above method that is sometimes used in the United Kingdom 

is referred to as the “layer method.” The only difference is that it deals with the higher 

income expected from the rent review in a different way mathematically. It assumes that 

one source of income is the current contract rent as if it would continue indefinitely 

(perpetuity) and then adds to the value of this income the value from the incremental 

rent expected to be received after the rent review. A cap rate close to or equal to the 

all risks yield is normally applied to the contract rent because it is regarded as secure 

income—rent reviews are upward only in the United Kingdom and rental growth 

should ensure that the rent from the new lease will be at least as high as the current 

rent. The additional income expected after the rent review is often capitalized at a 

higher rate than the all risks yield because it is regarded as more risky although it 

could increase even more after subsequent rent reviews, and as we have seen, a higher 

growth rate for income results in a lower cap rate. Example 19 illustrates the use of 

the layer method.

EXAMPLE 19  

The Layer Method

Consider the same property as in Example  18. The cash flow is shown in 

Exhibit 8. The current contract (term) rent is to be discounted at 5 percent, and 

the incremental rent is to be discounted at 6 percent. Estimate the value of the 

property using the layer method.
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Exhibit 8   Assumed Cash Flows

Income

Lease (Contract)
or Term Rent

Market Rent
(Reversion Rent)

Top Slice

Bottom 
Slice

£400,000

£450,000

Rent Review

£50,000 per Year Additional Income
Expected from Rent Review

Solution:

Using the layer method, the valuation is as follows:

Term rent £400,000

PV in perpetuity at 5% ÷ 0.05

Value of bottom slice = £8,000,000

Reversion to ERV £450,000

Less bottom slice – £400,000

Top slice rent = £50,000

PV perpetuity at 6% × 16.6666667

PV 2 years at 6% × 0.8899964

Value of top slice = £741,664

Total capital value £8,741,664

This method produces a slightly different answer from that shown in 

Example 18. In theory, the cap rates could have been adjusted to produce the 

same answer as in Example 18; in practice, adjustments involve both market 

convention and subjectivity.

6.3.4 The Equivalent Yield

In Examples 18 and 19, different cap rates were applied to the two different sources 

of income (current contract rent versus market rent to be received at rent review). 

There is a single discount rate that could be applied mathematically to both income 

streams that would result in the same value. This rate is referred to as the “equivalent 

yield.” Again, we must be careful about terminology because this rate will not be 

an IRR unless one assumes there will not be any increase in rent after the first rent 

review. Otherwise, the equivalent yield is simply an average of the two separate cap 
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rates—although not a simple average because of the mathematics of discounting. A 

concept proposed by Investment Property Databank (IPD) in the United Kingdom is 

to show the “effective yield” for a property being valued, where the effective yield is 

an IRR calculation based on reasonable assumptions for future rent reviews beyond 

the first one. The concept of an effective yield would be the same as the discount rate 

that would be used to value a property using discounted cash flow analysis, and an 

effective yield can be calculated regardless of how the value was estimated. That is, 

based on the value being estimated by the appraiser, what would the investor expect 

to earn as an IRR based on projected future cash flows either to perpetuity or with a 

resale at the end of a holding period? In theory, the holding period would not matter 

because the resale price represents the present value of income beyond the holding 

period. So having a holding period assumption is more for convenience and being 

realistic about how far into the future cash flows can be estimated.

6.4 Advanced DCF: Lease- by- Lease Analysis

The use of a DCF approach for real estate income- producing properties, especially 

when there are lots of tenants and more complex leases, is intuitively appealing. The 

general steps to a DCF analysis are as follows:

 ■ Project income from existing leases

 ■ Make assumptions about lease renewals

 ■ Make assumptions about operating expenses

 ■ Make assumptions about capital expenditures

 ■ Make assumptions about absorption of any vacant space

 ■ Estimate resale value (reversion)

 ■ Select discount rate to find PV of cash flows

6.4.1 Project Income from Existing Leases

This step involves capturing the start and end dates for each lease and the various 

determinants of rent under the lease, such as the base rent, projected increases in the 

base rent (steps), and adjustments that may occur because the lease is linked to an 

index (such as a CPI adjustment). The projected income from existing leases would 

include income from expense reimbursements on leases that provide for the tenant 

being billed for some portion of the operating expenses because either it is a net lease 

or it is a gross lease but has a provision for pass- through of expenses to the tenant if 

they exceed a certain amount.

6.4.2 Make Assumptions about Lease Renewals

Assumptions also have to be made about what will happen when a lease comes up for 

renewal—often referred to as market leasing assumptions. That is, does the appraiser 

think it will be renewed or not? These assumptions are usually not as simple as saying 

it will be renewed or will not be renewed but involve estimating a probability that the 

lease will be renewed, which is referred to as the renewal probability. For example, 

for a particular tenant or group of tenants, it might be assumed that there is a 70 per-

cent chance that the lease will be renewed and a 30 percent chance that it will not 

be renewed. Estimating this probability obviously involves some judgment, but the 

estimate will be based on historical experience with different types of tenants as well 

as consideration of economic conditions likely to exist at the time of the lease renewal.

The assumption about lease renewal probabilities affects cash flows in several 

ways. First, the assumption about the rent that would be received from an existing 

tenant that renews a lease may be lower than that expected from a new tenant found 
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to lease the space if the existing tenant does not renew. This is because the owner may 

be willing to accept a lower rent from an existing tenant that is already in place and 

has been paying rent on time, and the space will not be vacant until a new tenant is 

found. Second, a new tenant is more likely to ask the owner to spend money to fix up 

the tenant’s space—so- called tenant improvements (TIs). Third, finding a new tenant 

is likely to involve paying leasing commissions to a broker, whereas the commissions 

might be avoided or be less if an existing tenant renews.

In conjunction with making assumptions about the lease renewal probability, the 

analyst would also indicate how many months it will take to lease the space if the 

lease is not renewed. This is usually done by specifying the number of months vacant 

if a lease is not renewed. Combining assumptions about the renewal probability, the 

number of months vacant, and the length for a new lease is one way to estimate a 

vacancy rate for the property. For example, a 60 percent renewal probability with 10 

months vacant if not renewed suggests that there is a 40 percent chance the lease will 

not be renewed, so on average there would be 40% × 10 months or 4 months vacancy 

when the lease comes up for renewal. If the typical lease is 3 years or 36 months, then 

this suggests a vacancy rate due to this lease of 4 months every 40 months (36 + 4) 

or a 10 percent vacancy rate.

6.4.3 Make Assumptions about Operating Expenses

Operating expenses involve items that must be paid by the owner, such as property 

taxes, insurance, maintenance, management, marketing, and utilities. Even if the 

tenant is responsible for paying some or all of the expenses, they often must first be 

paid by the owner, and then the owner is reimbursed by the tenant. So they would be 

included as an expense, and there would be additional reimbursement income from 

the tenant for those expenses that are the tenant’s responsibility.

Operating expenses are often categorized as fixed, variable, or a hybrid of the two. 

By variable expenses, we mean that they depend on the level of occupancy, whereas 

fixed expenses do not depend on the level of occupancy. Fixed expenses can still change 

over time—for example, they may increase with inflation. Most expenses change over 

time because of inflation. But some expenses also depend on the occupancy of the 

property, such as the management fee, which is often a percentage of income collected 

from tenants. Insurance and property taxes are more likely to be fixed and not vary 

with occupancy. Utilities may be a hybrid. With more tenants, there will be higher 

utility expenses, but there is usually some fixed amount of utility expense even for a 

building that is almost empty; common areas (lobbies, hallways, and so on) must be 

heated/air conditioned and adequately lit. The temperature of unoccupied spaces may 

be kept within a certain range to prevent damage. Thus, utilities might be considered 

to be partially fixed and partially variable.

EXAMPLE 20   

Utility Expenses

Utilities are assumed to be 25 percent fixed and 75 percent variable. If a 200,000 

square foot building was fully occupied, the utility expense would be $4 per 

square foot. Assuming that all utility expenses are allocated to occupied space, 

what is the utility expense per occupied square foot if the building is 80 percent 

occupied?

Solution:

The fixed portion is ($4 × 0.25 × 200,000)/(0.80 × 200,000) = $1.25 per occupied 

square foot.

The variable portion is $4 × 0.75 = $3.00 per occupied square foot.
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The total utility expense is $4.25 per occupied square foot.

6.4.4 Make Assumptions about Capital Expenditures

In addition to the operating expenses discussed above, there may be additional expen-

ditures that have to be paid for items that are not ordinary annual expenses, such as a 

new heating and air conditioning system or replacing a roof. These items are referred 

to as capital expenditures (or capex), and they affect cash flows. Funds used to fix 

up a tenant’s space for a new lease are also considered capital expenditures, as are 

funds spent to renovate the building. These capital expenditures are deducted from 

the NOI to calculate cash flow that would be discounted when doing a DCF analysis. 

Note that these expenditures will differ in most years, and in some years there may 

not be any. They are lumpy by nature. In some cases, analysts estimate on average 

what the annual amount of capital expenditures will be and have a deduction each 

year for capital expenditures rather than project exactly in which year(s) they might 

spend the money. In such cases, capex should still be a deduction from NOI, although 

some analysts include it along with other operating expenses and call it a “replacement 

reserve.” Regardless of how the capex is handled, the present value of the cash flows 

should be essentially the same.

6.4.5 Make Assumptions about Absorption of Any Vacant Space

The property being valued may also have some space that is currently vacant and needs 

to be leased up. Accounting for currently vacant space involves making an assumption 

as to when the space is likely to be leased, which could involve several leases starting 

at different points in time in the future. Until the space is leased, it will be reflected 

in the vacancy rate for the property, as will space that is vacant as a result of the lease 

renewal assumptions discussed above.

6.4.6 Estimate Resale Value (Reversion)

When doing a DCF analysis, the usual practice is to make an assumption as to how 

long the property will be held by the initial investor. For example, it might be assumed 

that the property will be held for 10 years and then sold to a second investor. An 

alternative would be to project cash flows for the entire economic life of the property, 

although there would still normally be value to the land after the building is ready 

for demolition.

Obviously, it is harder to project cash flows the further we go in the future, so for 

practical purposes, a holding period of about 10 years is typically used. This allows us 

to capture the details of existing leases and what will happen when most if not all of 

them renew if the lease term of the longest lease is 10 years or less. Having a holding 

period that goes beyond when existing leases expire can make it easier to estimate 

the resale price at the end of the holding period because all leases will be at market 

rents and have normal rent growth thereafter. In contrast, if there were unexpired 

leases that had unusually low (or high) contract rent, they could bias the estimate of 

the resale price if not properly accounted for when estimating the resale price.

The way the resale price is often estimated is to use the concept of a terminal cap 

rate that was discussed earlier. The idea is that, although we want to capture the details 

of the leases for the next 10 years or so of the holding period, to get the resale price 

we will revert to a more simple direct capitalization approach. If the holding period 

is 10 years, the expected NOI in Year 11 would be used to estimate the resale price 

because this is the first year of NOI for the next buyer.

Recall our earlier discussion of the terminal cap rate and the relationship between 

the cap rate, the discount rate, and expected future growth in NOI and value. The 

terminal cap rate will capture how income and value is projected to change for a new 
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investor. We could say that the resale price will be the present value of cash flows 

expected after that. So even though we select a holding period when the property will 

be sold, we are still implicitly considering all future cash flows for the property. We 

only try to capture the detail on a year- by- year basis up until the end of the holding 

period plus one year.

Note that, in theory, the length of the holding period does not matter because the 

resale price reflects the present value of cash flows expected after the holding period. 

So the choice of a holding period is somewhat arbitrary, and it is more important to 

pick one that goes beyond the term of existing leases for the reasons discussed above. 

To elaborate, if there was a major lease that had significantly below- market rent under 

the contract terms of the lease, its income would be expected to increase when the 

lease ends, which should result in higher income from that point forward. The analyst 

would want to capture this in his or her analysis. But if the income used to estimate 

the resale price is before the lease expires, applying a cap rate to that income may 

underestimate the resale price because it would not capture the growth in income 

and value when this lease renews.

6.4.7 Select Discount Rate to Find PV of Cash Flows

Ultimately, the purpose of a DCF analysis is to discount the projected future cash 

flows, including the resale price, to get a present value. This requires selection of an 

appropriate discount rate to capture the riskiness of the cash flows. Knowing what the 

discount rate should be can be a challenge because it is not directly observable. That 

is, analysts do not know what the investor projected as cash flows in the future and 

what return was expected at the time a property was purchased—although analysts 

could ask the buyer, which is one of the ways, analysts try to determine what discount 

rate to use. That is, analysts can survey buyers of properties in the market to find out 

what return they expected when they purchased the property. Some companies and 

organizations publish the results of investor surveys.

The discount rate should be higher than what the mortgage rate would be for a 

loan on the property—regardless of whether the investor plans to actually get a loan. 

This is because investing in the property is usually considered riskier than making 

a loan on the property. The lender gets repaid before the investor receives any cash 

flow, and thus the lender bears less risk than the investor. So the discount rate should 

have a risk premium beyond that reflected in the mortgage rate.

Some argue that more than one discount rate is applicable because some cash 

flows expected from a property are riskier than others. For example, a lower discount 

rate might be used to find the present value of the income from existing leases, but 

a higher discount rate might be used for the income from lease renewals and resale. 

That said, even if a single discount rate is used, it can be thought of as an average of 

the different rates that might be applied to different components of the cash flow. So, 

the important thing is to use a discount rate that reflects, on average, how risky the 

investment is compared with alternatives.

EXAMPLE 21   

Direct Capitalization and Discounted Cash Flow

What is the main difference between direct capitalization and discounted cash 

flow (DCF) analysis?

Solution:

Direct capitalization applies a capitalization rate or an income multiplier to the 

forecasted first- year NOI. Thus, expected increases (growth) in NOI in the future 

must be implicit in the multiplier or cap rate. In contrast, when doing a DCF, 
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the future cash flows are projected each year until sale of the property. Then 

each year’s cash flow and the expected resale proceeds are discounted using a 

discount rate. Thus, the future income pattern, including the effect of growth, is 

explicit in a DCF. Furthermore, DCF often considers other cash flows that might 

occur in the future that are not reflected in NOI, such as capital expenditures.

6.5 Advantages and Disadvantages of the Income Approach

We have seen that there are many ways of applying the income approach, ranging 

from a relatively simple use of a cap rate with direct capitalization to more advanced 

DCF analysis that involves projecting cash flows over a holding period and capturing 

the details of the leases for each year of the holding period.

The advantage of the more complex DCF approach is that it captures the cash 

flows that investors actually care about. And this approach does not depend on 

current transactions from comparable sales as long as we feel that we can select an 

appropriate discount rate.

The disadvantage is the amount of detailed information that is needed and the 

need to forecast what will happen in the future even if it is just forecasting a growth 

rate for the NOI and not doing a detailed lease- by- lease analysis. Selecting an appro-

priate discount rate is critical, as is selecting an appropriate terminal cap rate. Small 

variations in assumptions can have a significant impact on the value.

Because it can be tedious to capture all the details of existing leases, specialized 

software is often used to do DCF analysis.

6.6 Common Errors

Discounted cash flow analysis requires a lot of assumptions, and analysts may knowingly 

or otherwise make assumptions that are not consistent with reality. The following are 

some of the more common erroneous assumptions:

 ■ The discount rate does not reflect the risk.

 ■ Income growth is greater than expense growth.

 ■ The terminal cap rate is not logical compared with the implied going- in cap 

rate.

 ■ The terminal cap rate is applied to an income that is not typical.

 ■ The cyclical nature of real estate markets is not recognized.

EXAMPLE 22   

Disadvantages of and Errors in Discounted Cash Flow 

Analysis

A property is being valued using an 8 percent discount rate. A terminal capital-

ization rate of 5.5 percent was used to estimate the resale price. After solving 

for value, the appraiser calculates the implied going- in capitalization rate to be 

6 percent. Market rents and property values have been increasing about 1 per-

cent per year, and that is expected to continue in the foreseeable future. Current 

mortgage rates for a loan on the property would be 7.5 percent. Do the assumed 

discount and terminal capitalization rates seem reasonable?
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Solution:

There are several “red flags” or warning signs. First, the discount rate is only 50 

basis points above the mortgage rate. Whether this is a sufficient risk premium 

for an equity investor is questionable. Second, the terminal capitalization rate 

is less than the going- in capitalization rate, which suggests either interest rates 

will fall in the future or NOI and property values will increase at an even faster 

rate in the future. Usually, terminal capitalization rates are the same as or slightly 

higher than going- in capitalization rates to reflect the fact that the property 

will be older when sold, and older properties usually have less NOI growth. 

Finally, the difference between the discount rate of 8 percent and the going- in 

capitalization rate of 6 percent implies 2 percent per year growth. Yet NOI and 

property values are expected to increase only about 1 percent per year. Overall, 

it appears that the appraiser may be overvaluing the property.

THE COST AND SALES COMPARISON APPROACHES 

TO VALUATION

We now turn to two other approaches to valuation: the cost approach and the sales 

comparison approach. The cost approach is typically used for unusual properties or 

those with specialized use for which market comparables are difficult to obtain. The 

sales comparison approach is most commonly used for single- family homes, where 

income is not relevant and sales data for reasonable comparables is available.

7.1 The Cost Approach

The cost approach involves estimating the value of the building(s) based on adjusted 

replacement cost. The estimated value of the land (usually from a sales comparison 

approach) is added to the estimated value of the building to arrive at the estimated 

total value of the property. To determine the value of the building, the replacement 

cost, assuming it was built today using current construction costs and standards, is 

first estimated.13 The replacement cost is adjusted for different types of depreciation 

(loss in value) to arrive at a depreciated replacement cost.14

The first type of depreciation is for physical deterioration, which is generally 

related to the age of the property because components of the property wear out over 

time. There are two types of physical deterioration: curable and incurable. Curable 

means that fixing the problem will add value that is at least as great as the cost of 

the cure. For example, replacing a roof might increase the value of the property by 

at least as much as the cost of doing so and, therefore, is curable. Fixing a structural 

problem with the foundation of the building may cost more to cure than the amount 

that it would increase the value of the property if cured and would be considered 

incurable deterioration.

7

13 There is sometimes a distinction made between “replacement cost” and “reproduction cost,” where 

reproduction cost refers to the cost of creating an exact replica of the building using the original building 

materials. In contrast, replacement cost refers to creating a building that provides the same utility to users 

but is constructed with modern building materials. Reproduction cost may be higher than replacement 

cost because it is not economical to construct the building using the original materials. Thus, replacement 

cost is more relevant as a starting point to estimate value using the cost approach.

14 It should be noted that the depreciation being estimated for the cost approach may have little rela-

tionship to the amount of depreciation that would be used on financial statements using a historical cost 

approach to accounting.
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The replacement cost estimate for the property assumes it is a new building that has 

no obsolescence. That is, it is the value assuming nothing needs cured. Thus, the cost 

of fixing any curable items would have to be deducted from the replacement cost. A 

prospective purchaser would not pay as much for a property that had items that need 

to be fixed and would likely deduct the cost of fixing them from the purchase price.

After deducting the cost of fixing curable items from the replacement cost of the 

property, a deduction still has to be made for incurable depreciation. A buyer would pay 

less for a building that is older and has wear and tear. Because incurable depreciation 

by definition would not be feasible to fix because it does not increase value as much 

as the cost to fix, we would not deduct the cost of fixing it from the replacement cost. 

Rather, appraisers try to estimate how a property’s age is likely to affect its value. A 

simple way that is often used to estimate this depreciation is to base it on the effective 

age of the property relative to its economic life. The effective age can differ from the 

actual age if it has more or less than the normal amount of wear and tear. For exam-

ple, if the property has an effective age of 10 years and its economic life is usually 

50 years, then the physical depreciation is assumed to be 10/50 or 20 percent. This 

ratio is applied to the value calculated above, which is after subtracting the curable 

depreciation from the replacement cost so as to not double count. That is, we have 

already accounted for the loss in value due to curable depreciation.

The second type of depreciation is referred to as functional obsolescence. It is a 

loss in value due to a design that is different from that of a new building constructed 

with an appropriate design for the intended use of the property. This could result 

from changes in design standards since the building was constructed or because the 

building had a poor design to start, even if it were a relatively new building. Functional 

obsolescence usually results in the building generating less NOI than it otherwise 

would because the building may be less efficient and have a higher operating expense 

or may not command as much rent as a building with the proper design. The amount 

of functional obsolescence is often estimated by the present value of the income loss 

due to the obsolescence. For example, suppose an office has a poorly designed elevator 

system such that there tends to be unusually long waiting times for tenants and visitors 

to use them. This situation affects the types of tenants that are willing to rent space in 

the building, and the rent is less than it would be if the elevators had greater capacity. 

The appraiser determines that this design flaw likely reduces NOI by about $25,000 

per year. An 8 percent cap rate is considered appropriate to estimate the value of the 

property. This cap rate can be applied to the $25,000 loss in NOI due to the poor 

elevator design to arrive at a $312,500 loss in value due to functional obsolescence. 

This amount is deducted from the replacement cost.

Finally, there is depreciation that is external to the property. This external obsoles-

cence is due to either the location of the property or economic conditions. Locational 

obsolescence results when the location is not optimal for the property. It usually 

occurs because something happens after the building was constructed that changes 

the desirability of the location for the existing use; the existing use may no longer be 

the highest and best use of the site.

For example, a luxury apartment building is on a site where the highest and best use 

when it was first developed was to construct the luxury apartment. But perhaps after 

the apartment was constructed, a manufacturing plant that was allowed by the zoning 

was built on a nearby site, and this made the location much less desirable for a luxury 

apartment building. That is, a luxury apartment building is no longer the highest and 

best use of the site. Perhaps now the highest and best use is an apartment building 

that would have lower rents and appeal to people working at the manufacturing plant.

After the manufacturing plant was built, rents had to be lowered on the apartment 

building currently on the site. Thus, its value is lower than it would be on a site where 

the highest and best use is still a luxury apartment building. Suppose the decline in 

the value of the apartment building (land and building) is $200,000. This amount is the 
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total loss in value due to the manufacturing plant. But some of this loss in value would 

show up in the land value being lower, which would be reflected in comparable land 

sales taking place after the manufacturing plant was built being lower than before it 

was built and lower at better locations. For example, a vacant site near the manufac-

turing plant would have sold for $100,000 before the manufacturing plant was built 

but would now sell for $75,000 to be used for low- income housing. Thus, some of the 

loss in value of the property would already be reflected in the lower land value, and 

this portion does not have to be deducted from the replacement cost of the building.

The land value for the existing luxury office building near the manufacturing plant 

would be $75,000 based on its use for lower- income apartments if vacant. Because 

the land value reflects a $25,000 loss in value, the amount of locational obsolescence 

attributed to the building would be the $200,000 total decline in value less the $25,000 

attributed to the land or $175,000. Thus, $175,000 is deducted from the replacement 

cost of the building in the cost approach.

Economic obsolescence results when new construction is not feasible under 

current economic conditions. This usually occurs when rent levels are not sufficiently 

high to generate a value for a newly constructed property that is at least equal to the 

development costs (including a profit to the developer). Thus, the replacement cost 

of the new property exceeds what it would really be worth if it were developed. In 

this situation, even a new building would have a loss in value.

In Exhibit  9, the cost approach is illustrated for a small office building. The 

building has a replacement cost of $16 million plus a developer’s profit of $750,000. 

This is what it would cost to build a brand new building that has the same utility 

as the property being valued. The land value of $4 million is based on comparable 

sales of other parcels of land. The subject property is not new and has some deferred 

maintenance that is curable; spending money to fix these items (such as replacing 

the roof ) will add at least as much value as the cost of curing the problem. The cost 

to cure the building amounts to $1 million. It has to be deducted from replacement 

cost because the subject property needs these repairs whereas the replacement cost 

assumes everything is new.

An older building will also have additional physical deterioration (wear and tear) 

due to age that is not curable but must be accounted for. As discussed previously, a 

common way of doing this is to use the ratio of the effective age of the property to its 

economic life. Effective age could be higher or lower than the actual age, depending 

on how well maintained the property is or whether it has unusually large or small 

deterioration. In this case, the effective age is 10 years and the economic life is 50 

years, which means it is 10/50 or 20 percent worn out. This ratio is applied to the 

amount we arrived at after deducting the curable depreciation from the replacement 

cost.15 This results in a deduction of $3,150,000 [= (16,750,000 − 1,000,000)0.20] for 

wear and tear that is not curable.

Next, functional obsolescence, which has to do with design problems, is consid-

ered. In this case, the property is deemed to have a poor floor plan compared with a 

modern building. It also has higher- than- average energy consumption. Keep in mind 

that we are estimating the value of the property “as is” with its existing design flaws. 

The deduction for this functional obsolescence is estimated at $1.75 million.

Locational obsolescence also has to be considered. The construction of roads in 

an adjacent park reduced the amenity value compared with a typical office building 

in this market. In other words, the location is not the most desirable location for this 

office building. This lowers the market rent for the property, which is estimated to 

lower the value by $1 million. Finally, there is some economic obsolescence, which 

15 To not deduct the curable items before applying the 20 percent to account for incurable items would 

be double- counting. If the curable items were fixed, they would be brand new. We are trying to capture 

the additional depreciation on the portions of the building that cannot be cured.
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is due to recent construction of competing properties that has resulted in a higher 

vacancy rate than would be typical for a new building. It results in a loss in value of 

$1 million. Subtracting all of the depreciation discussed above results in a depreciated 

building value of $8.85 million. Finally, adding the land value of $4 million results in 

a value estimate of $12.85 million.

Exhibit 9   The Cost Approach

Market value of the land (from comparables) $4,000,000

Replacement cost, including constructor’s profit

Building costs (psf ) $200

Total area (sf ) 80,000

$16,000,000

Developer’s profit $750,000

$16,750,000

Reduction for curable deterioration $1,000,000

$15,750,000

Reduction for incurable deterioration

Total economic life 50

Remaining economic life 40

Effective age 10

Ratio of effective to total 20%

Reduction for incurable deterioration $3,150,000

$12,600,000

Reduction for functional obsolescence (poor floor 

plan and substandard energy efficiency) $1,750,000

$10,850,000

Reduction for locational obsolescence (recent 

construction of roads in park land thus reducing 

amenity) $1,000,000

$9,850,000

Reduction for economic obsolescence (recent con-

struction of competing properties thus increasing 

supply and vacancy rates) $1,000,000

Building value $8,850,000

Final appraised value (building and land) $12,850,000

EXAMPLE 23  

The Cost Approach

A 12- year- old industrial property is being valued using the cost approach. 

The appraiser feels that it has an effective age of 15 years based on its current 

condition. For example, there are cracks in the foundation that are not feasible 

to repair (incurable physical depreciation). That is, it would cost more to try 
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to repair these problems than the value that would be created in the property. 

The appraiser believes that it has a 60- year remaining economic life (75- year 

total economic life).

The building was constructed using a greater ceiling height than users require 

in the current market (super- adequacy). It would cost $27 million to reproduce 

(reproduction cost) the building with the same ceiling height but $25 million to 

construct a replacement property (replacement cost) with the same utility but 

a normal ceiling height.

The higher ceiling results in increased heating and air- conditioning costs 

of $50,000 per year. A cap rate that would be used to value the property would 

be 10 percent.

The building was designed to include a cafeteria that is no longer functional 

(functional obsolescence). This area can be converted to usable space at a con-

version cost of $25,000, and it is believed that the value of the property would 

increase by at least this amount (curable functional obsolescence).

The roof needs to be replaced at a cost of $250,000, and other necessary 

repairs amount to $50,000. The costs of these repairs will increase the value 

of the building by at least their $300,000 cost (curable physical depreciation).

The road providing access to the property is a two- lane road, whereas newer 

industrial properties are accessible by four- lane roads. This has a negative 

impact on rents (locational obsolescence), which is estimated to reduce NOI 

by $100,000 per year.

Based on comparable sales of vacant land, the land is estimated to be worth 

$5 million. Estimate the value using the cost approach.

Solution:

Preliminary Calculations:

Replacement cost (built to current standards) $25,000,000

Physical depreciation

Roof $250,000

Other 50,000

Total curable physical depreciation $300,000 $300,000

Replacement cost after curable physical depreciation $24,700,000

Ratio of effective age to total economic life = 15/75 = 20%

Incurable physical depreciation 20.00% × $24,700,000 = $4,940,000

Curable functional obsolescence

Conversion of cafeteria $25,000

Incurable functional obsolescence

Extra HVAC costs $50,000 / 10.00% = $500,000

Locational obsolescence $100,000 / 10.00% = $1,000,000

Cost Approach Summary:
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Replacement Cost $25,000,000

Physical deterioration:

Curable $300,000

Incurable $4,940,000

Functional obsolescence

Curable $25,000

Incurable $500,000

Locational obsolescence $1,000,000

Total depreciation $6,765,000 $6,765,000

Depreciated cost $18,235,000

Plus: Land value 5,000,000

Estimated value from cost approach $23,235,000

7.2 The Sales Comparison Approach

The sales comparison approach implicitly assumes that the value of a property depends 

on what other comparable properties are selling for in the current market. Ideally, 

the comparables would be exactly the same as the subject property in terms of size, 

age, location, quality of construction, amenities, view, and so on, and would be sold 

on the same date as the date of the appraised value. Obviously, this is impossible, so 

adjustments have to be made to each of the comparables for differences from the 

“subject” property due to these factors. The idea is to determine what the comparables 

would have sold for if they were like the subject property.

Exhibit 10 shows the sales comparison approach applied to a subject property. There 

have been sales of five comparable properties within the last year. They are similar to 

the subject property, but there are always some differences that need to be accounted 

for. The idea is to determine how much each of the comparables would have sold for 

if they were exactly the same as the subject property. Calculating the price per square 

foot (or square meter) is often a good way to account for differences in size, although 

other measures of size may be appropriate in some cases, such as cubic feet (or cubic 

meters) for a warehouse or number of units in an apartment building.

Next, the price per square foot is adjusted for each of the comparables. For example, 

Comparable 1 is in good condition. The subject property is in only average condition. 

Thus, we lower the price per square foot of the comparable to determine what it would 

have sold for if it were in only average condition like the subject property. Each com-

parable is adjusted to what it would sell for if its location, condition, age, and time of 

sale were the same as the subject property. Notice that after these adjustments, the 

range in price per square foot is tighter across the five comparables.

In this example, we average the price per square foot for each of the comparables, 

although in many cases more weight may be given to comparables that the appraiser 

feels are more similar to the subject property or where they feel more confident in the 

adjustments. We multiply this price per square foot by the square feet of the subject 

property to arrive at our estimate of value using the sales comparison approach.
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Exhibit 10   The Sales Comparison Approach

Variable

Subject 

Property

Comparables

1 2 3 4 5

Size (square feet) 15,000 25,000 20,000 10,000 16,000 12,500

Age (years) 10 1 5 10 15 20

Condition Average Good Good Good Average Poor

Location Prime Prime Secondary Secondary Secondary Prime

Date of sale (months 

ago) 3 9 6 7 12

Sale price $5,500,000 $3,000,000 $1,300,000 $1,750,000 $1,300,000

Sale price psf $220 $150 $130 $109 $104

Adjustments

Age (years) –22.5% –12.5% 0.0% 12.5% 25.0%

Condition –10.0% –10.0% –10.0% 0.0% 10.0%

Location 0.0% 20.0% 20.0% 20.0% 0.0%

Date of sale (months 

ago) 1.5% 4.5% 3.0% 3.5% 6.0%

Adjusted price psf $151.80 $153.00 $146.90 $148.24 $146.64

Average price psf $149.30

Appraised value $2,239,500

The following indicates how the adjustments were made to the comparables to reflect the characteristics of the subject property. The adjust-

ments to Comparable 1 are discussed to help clarify the process.

1 Depreciated at 2.5 percent per annum. Because the subject property is nine years older, a depreciation adjustment of 

–22.5% (= 9 × 2.5%) reduces the value of Comparable 1.

2 Condition adjustment after average depreciation is taken into account: Good, none; Average, 10%; Poor, 20%. Because 

Comparable 1 is in good condition and the subject property is in only average condition, a condition adjustment of 

–10 percent reduces the value of Comparable 1.

3 Location adjustment: Prime, none; Secondary, 20%. Comparable 1 and the subject property are both in prime loca-

tions, so no location adjustment is made.

4 Market has been rising by 0.5 percent per month. Thus, an adjustment of 1.5 percent is made to the sale price of 

Comparable 1 because the sale occurred three months ago.

EXAMPLE 24   

The Sales Comparison Approach

Referring to Exhibit  10, suppose there is a sixth comparable that sold one 

month ago for $2.686 million. It is 15,000 square feet, eight years old, in good 

condition, and in a prime location. What is the adjusted price per square foot 

based on this comparable?
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Solution:

The sale price per square foot is $2,686,000/15,000 = $179. This price must be 

adjusted downward by 5 percent because it is two years newer than the subject, 

down by 10 percent because the condition is better than that of the subject prop-

erty, and up by 1/2 percent because prices have increased since this comparable 

sold. This results in an adjusted price per square foot of $153.05.

7.3 Advantages and Disadvantages of the Cost and Sales 

Comparison Approaches

The cost approach to valuation is sometimes said to set an upper limit on the value. 

It is assumed that an investor would never pay more than the cost to buy land and 

develop a comparable building. This assumption may be somewhat of an overstate-

ment because it can take time and effort to develop another building and find tenants. 

Furthermore, there may not be the demand for another building of the same type in 

the market. That said, one would question a value that is much higher than implied 

by the cost approach. The main disadvantage of the cost approach is that it can be 

difficult to estimate the depreciation for a property that is older and/or has much 

obsolescence. So the cost approach will be most reliable for newer properties that 

have a relatively modern design in a stable market.

The sales comparison approach relies on a reasonable number of comparable sales 

to be able to gauge what investors are expected to be willing to pay for the subject 

property. When the market is active, the sales comparison approach can be quite 

reliable. But when the market is weak, there tends to be fewer transactions, which 

makes it difficult to find comparable properties at a location reasonably close to the 

subject property. Even in an active market, there may be limited comparable sales for 

some properties, such as regional malls or special purpose properties.

Finally, the sales comparison approach assumes the investors who are buying 

properties are behaving rationally. That is, it assumes that the prices paid by investors 

in the current market are representative of market values. However, as mentioned 

in Section 5.1.1, the investment value to a particular investor may result in that 

investor being willing to pay a price in excess of market value. Also, there are times 

when investors in general are overly exuberant and there is a “bubble” in prices being 

paid for properties. This raises the question of whether these prices still represent 

“market value” because it seems likely that prices will eventually fall back to a more 

normal level. It is often argued that the appraiser’s job is to measure what investors 

are willing to pay whether they think it is rational or not because market value is a 

most probable selling price.

RECONCILIATION

We have discussed three different approaches to valuation: the income, cost, and sales 

comparison approaches. It would be highly unusual to get the same answer from all 

three approaches. They rely on different sources of data and different assumptions, 

and although in theory they should produce the same answer, in practice, this would 

be unlikely because of imperfections in the data and inefficiencies in the market. 

Thus, the appraiser needs to reconcile the differences and arrive at a final conclusion 

about the value.

8
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Some approaches may be more applicable than others, depending on the property 

types and market conditions. The purpose of reconciliation is to decide which approach 

or approaches you have the most confidence in and come up with a final estimate 

of value. In an active market with lots of transactions, the appraiser may have more 

confidence in the sales comparison approach. This may be the case for apartment 

buildings in many markets. When there are fewer transactions, as might be the case 

during weak markets or for property types that do not transact as frequently, the 

appraiser may have more confidence in the income approach. For example, there may 

be only one large regional mall in a smaller town, so there are no comparable sales 

of regional malls to rely on. But the appraiser may have all the details of the existing 

leases and be pretty confident in what investors want as a rate of return for regional 

malls around the country because they have similar kinds of tenants.

EXAMPLE 25   

Choosing among the Three Approaches

Suppose it is a weak market with hardly any transactions taking place and no 

new construction during the past year. Investors indicate that they will purchase 

properties if they can get an adequate return for the risk. What does this suggest 

about the reliability of the three approaches?

Solution:

The sales comparison approach relies on having transactions to use as compa-

rables. Therefore, in a weak market with few transactions, it is difficult to apply 

this approach. The replacement cost of a building could be calculated, but if new 

construction is not feasible, then there is economic depreciation that can be hard 

to estimate. There is a loss in value because market rents are not high enough 

to provide an adequate return on new construction. Assuming the property 

being appraised is generating income, a value can always be calculated using 

the income approach as long as the appraiser can determine an appropriate 

discount rate that reflects what the typical investor would require to invest in 

the property. Thus, in this kind of market, the income approach is likely to be 

the most reliable.

DUE DILIGENCE

The property value is usually estimated as part of the process of a property transaction, 

whether done by a hired appraiser16 or by the investor. In addition, investors—both 

private debt and equity investors—will normally go through a process of “due diligence” 

to verify other facts and conditions that might affect the value of the property and 

that might not have been identified by the appraiser. The following is an example of 

items that are usually part of this process:

 ■ Review the leases for the major tenants and review the history of rental pay-

ments and any defaults or late payments.

 ■ Get copies of bills for operating expenses, such as utility expenses.

9

16 Terminology may vary among locales. For example, an appraiser is called a “valuer” in the United 

Kingdom and other parts of Europe.
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 ■ Look at cash flow statements of the previous owner for operating expenses and 

revenues.

 ■ Have an environmental inspection to be sure there are no issues, such as a con-

taminant material on the site.

 ■ Have a physical/engineering inspection to be sure there are no structural issues 

with the property and to check the condition of the building systems, struc-

tures, foundation, and adequacy of utilities.

 ■ Have an attorney or appropriate party review the ownership history to be sure 

there are no issues related to the seller’s ability to transfer free and clear title 

that is not subject to any previously unidentified liens.

 ■ Review service and maintenance agreements to determine whether there are 

recurring problems.

 ■ Have a property survey to determine whether the physical improvements are 

in the boundary lines of the site and to find out if there are any easements that 

would affect the value.

 ■ Verify that the property is compliant with zoning, environmental regulations, 

parking ratios, and so on.

 ■ Verify that property taxes, insurance, special assessments, and so on, have been 

paid.

When an investor decides to acquire commercial real estate, they will often sign 

a contract or “letter of intent” that states the investor’s intent to acquire the property 

at a specified price but subject to due diligence. If problems are found during the due 

diligence period, the investor is likely to try to renegotiate the price or back out of 

the deal, which he or she can do because either the contract contains a conditional 

clause or a letter of intent was used. A contract that contains a conditional clause or 

a letter of intent is not a binding contract. The prospective buyer may have to forfeit 

a deposit depending on the terms of the conditional contract or the letter of intent. 

In some countries, it may not be customary to use a conditional contract or a letter 

of intent as a first step. In such countries, some due diligence should be done before 

entering into a contract that will be binding. Conducting due diligence can be costly 

but lowers the risk of acquiring a property or lending funds on a property with unex-

pected legal or physical problems.

EXAMPLE 26  

Due Diligence

What is the primary purpose of due diligence?

Solution:

Due diligence is done to identify legal, environmental, physical, and other unan-

ticipated problems that have not been disclosed by the seller that could be quite 

costly to remediate or that could negatively affect value. If identified, an issue 

or issues could result in negotiating a lower price or allow the investor to walk 

away from the transaction.
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VALUATION IN AN INTERNATIONAL CONTEXT

As mentioned earlier in the reading, different lease structures and conventions can 

result in slightly different approaches to valuation in different countries, but the under-

lying principles are very similar and tending to converge with increasing amounts of 

cross- border investment in real estate and the need for standardized ways of analyzing 

properties. This is especially evident in the increasing use of DCF analysis—especially 

for properties that are institutionally owned.

We have discussed the different approaches and techniques that are used to 

value properties, such as the sales comparison, cost, and income approaches. And 

we have discussed several ways of applying the income approach because variations 

in its application tend to occur depending on the lease structure of the property and 

tradition in the country. Differences across countries will mainly be based on which 

approaches are emphasized and which of the ways of applying the approach is used.

As an example, Germany has a tradition of valuing the land and building separately 

even when using the income approach. The land is valued using a sales comparison 

approach because the government has good data on land sales. So when using the 

income approach, it is simply assumed that the land is being leased. That is, the land is 

assumed to be owned by an entity other than the entity that owns the building. Thus, 

an assumed land lease payment is deducted from the NOI. The resulting cash flow 

represents income to the building and can be discounted or a cap rate can be applied 

to it in the same way we have illustrated in this reading. The resulting value will be 

for the building, and this value can then be added to the value of the land from the 

sales comparison approach to get the total value. This same approach is used in the 

United States when the land is actually being leased from a third party. The point is 

that this is just a slight variation in applying the concepts and techniques illustrated 

in this reading.

We now set out some general international comparisons. In different international 

markets, professionals operate in different regulatory environments, have different 

training, may use specific definitions of the key concepts, may apply different inter-

pretations of common concepts, use variations of basic methods, and have differing 

availability of key data. These issues affect the local practices of appraisal to different 

extents in different countries.

Although there has been a progressive extension of international standards and 

common approaches,17 it is always useful to be aware of local approaches.18 However, 

it is important to bear in mind that the general concepts are the same and that value 

should have the same bases in any market, that is, it is derived from an income stream 

that has a risk associated with it. Any appraisal method, however much it may appear 

otherwise, is simply a way to establish an appropriate value for that income.

Some key differences among countries are summarized in Exhibit 11.

10

17 The quest for international standards in valuation has a long history. The RICS in the United Kingdom 

has for many years produced its valuation standards rules and guidance in the form of the Red Book and 

has been expanding internationally as the main international professional body for appraisers. In Europe, 

since the early 1980s, the European Group of Valuers’ Associations has produced its Blue Book of valuation 

standards. The International Valuation Standards Council (ISVC) produces the “International Valuation 

Standards.”

18 For those interested in the differences within the European Union (EU), the European Mortgage 

Federation has regularly produced since 1998 “Study on the Valuation of Property for Lending Purposes.” 

It analyzes 16 separate European markets according to a number of criteria, including the regulatory 

framework, methods, and the training of valuers.
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Exhibit 11   Summary of International Valuation Methodologies19

Country

Valuation 

Framework

Valuation 

Approaches

Lease Structure 

and 

Rent Reviews

Landlord vs. 

Tenant Expense 

Responsibility Globalization

China People’s Republic 

of China and 

Regulations for 

Urban Land 

Valuation

Sales 

Comparison, 

Cost, and Income 

Approaches

2- to 3- year 

terms 

Upon expiry

Landlord: struc-

ture 

Tenant: interior, 

maintenance, 

insurance

DCF methodology 

gaining popularity

France La Charte de 

l’Expertise en 

Évaluation 

Immobilière

Sales Comparison 

and 

Cost Approaches, 

Comparative 

Implicit 

Capitalization

3-, 6-, 9- year 

terms 

Upon expiry, 

rental changes 

tie to INSEE 

Index

Landlord: struc-

ture 

Tenant: interior, 

maintenance, 

insurance

DCF gaining popu-

larity with interna-

tional investments/

valuations

Germany WertV, WertR 

BelWertV

Sales 

Comparison, 

Cost, and Income 

Approaches

5-, 10- year 

terms 

Upon expiry, 

rental changes 

tie to cost of 

living index

Landlord: struc-

ture ‘Dach und 

Fach’ 

Tenant: interior

DCF gaining popu-

larity with interna-

tional investments/

valuations

Japan Ministry of Land, 

Infrastructure, 

Transport and 

Tourism

Sales 

Comparison, 

Cost, and Income 

Approaches

3-, 5- year terms 

6 months 

prior to lease 

expiration

Landlord: repair 

Tenant: inside 

maintenance, 

insurance

DCF used as an 

analysis tool and 

widely used in inter-

national investments/

valuations

United Kingdom Royal Institution 

of Chartered 

Surveyors (RICS) 

Red Book

Sales Comparison 

and Cost 

Approaches, 

Implicit 

Capitalization

Recently 

changed from 

25 years to 10, 

15 years 

5- year upward 

only

Landlord: min-

imal 

Tenant: 

all repairs, 

insurance

DCF used as an 

analysis tool and 

widely used in inter-

national investments/

valuations

United States Universal 

Standards of 

Professional 

Appraisal Practice 

(USPAP)

Sales Comparison 

and Cost 

Approaches, 

Implicit 

Capitalization, 

DCF

3-, 5- year terms 

10+ years 

Upon expiry

Depends on 

lease structure

DCF used exten-

sively by institutional 

investors

INDEXES

An investor will find a variety of real estate indexes to choose from and may find one 

that seems representative of the market of interest to them. However, the investor 

should be aware of how the index is constructed and the inherent limitations resulting 

11

19 An excellent reference on differences in appraisal practices across countries can be found in Real Estate 

Valuation in Global Markets, 2nd edition, edited by Howard Gelbtuch, and published by the Appraisal 

Institute in 2011.
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from the construction method. Investors should also be aware that the apparent low 

correlation of real estate with other asset classes may be due to limitations in real 

estate index construction.

11.1 Appraisal- Based Indexes

Many indexes rely on appraisals to estimate how the value of a portfolio of properties 

or the real estate market in general is changing over time. Real estate indexes often rely 

on appraisals to estimate values because there usually are not sufficient transactions 

of the same property to rely on transactions to indicate value. Even though there may 

be real estate transactions occurring, it is not the same property; differences in sale 

prices (transaction prices) can be due to changes in the market or differences in the 

characteristics of the property (size, age, location, and so on). Appraisal- based indexes 

combine valuation information from individual properties and provide a measure of 

market movements.

A well- known index that measures the change in values of real estate held by 

institutional investors in the United States is the NCREIF Property Index (NPI).20 

Members of NCREIF, who are investment managers and pension fund plan sponsors, 

contribute information on the appraised value along with the NOI, capital expenditures, 

and other information, such as occupancy, to NCREIF every quarter. This information 

is then used to create an index that measures the performance of these properties 

quarterly. The return for all the properties is calculated as follows:21

Return

NOI Capital expenditures
Ending market value Beginn

=

−

+ − iing market value
Beginning market value

( )

In Equation 7, the beginning and ending market values are based on the appraisals 

of the properties.

The return calculated with this formula is commonly known as the holding period 

return and is equivalent to a single- period IRR (the IRR if the property were purchased 

at the beginning of the quarter at its beginning market value and sold at the end of the 

quarter at its ending market value). A similar equation is used to calculate the returns 

on stocks and bonds, but in those cases an actual transaction price is typically used. 

Because this is not possible for real estate, the appraised value is used.

The above return is first calculated for each individual property and then value 

weighted to get the return for all properties in the index. An alternative would be 

to equal weight each property, but value weighing gives the return for the portfolio 

of properties because properties with more value do affect the portfolio more than 

properties with less value (and less income).

We saw earlier that taking the NOI and dividing by the beginning market value 

gives the cap rate for the property, which is also referred to as the income return for 

the property or for the index when it is for all properties. The remaining component 

in the equation ([Ending market value – Beginning market value – Capital expendi-

tures]/Beginning market value) is referred to as the capital return. It is the change 

in value net of capital expenditures. To have a positive capital return, the value must 

increase by more than any funds invested in the property for capital expenditures. 

That is, replacing the roof may increase the market value but results in a positive rate 

of return only if the value increases by more than what was spent to replace the roof.

(7)

20 See www.ncreif.org for further information. NCREIF provides a variety of indexes based on different 

factors, such as property type and location.

21 The actual formula used by NCREIF differs slightly to capture the fact that the NOI and capital expen-

ditures may occur throughout the quarter and not just at the very end. But the differences between the 

NPI calculation and the simplified formula shown in Equation 7 are not significant.
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It should also be noted that the income return is not the same as cash flow because 

cash flow is calculated after capital expenditures. That is, the amount of cash flow 

available each quarter is NOI – Capital expenditures. Thus, we can also think of the 

total return in the above formula as measuring the cash flow (NOI – Capital expen-

ditures) plus the change in value (Ending market value – Beginning market value).

Having an index like the one described above is important because it allows us to 

compare the performance of real estate with other asset classes, such as stocks and 

bonds. The quarterly returns are also important for measuring risk, which is often 

measured as the volatility or standard deviation of the quarterly returns. The index 

is also a benchmark to which the returns for individual funds can be compared. For 

example, an investment manager may have a fund of properties that a pension fund or 

wealthy investor has invested in, and the pension fund or investor may want to know 

if that investment manager has done better or worse than a benchmark that reflects 

how the broader market has performed.

Appraisal- based indexes, such as the NCREIF Property Index, are also available in 

many other countries. Many of them are available from Investment Property Databank 

(IPD) The IPD indexes are calculated in a similar manner to the NPI.22

EXAMPLE 27   

Appraisal- Based Indexes

Why are appraisals often used to create real estate performance indexes?

Solution:

Because properties do not transact very frequently, it is more difficult to create 

transaction- based indexes as is done for publicly traded securities. Appraisal- 

based indexes can be constructed even when there are no transactions by relying 

on quarterly or annual appraisals of the property. Of course when there are no 

transactions, it is also difficult for appraisers to estimate value.

11.2 Transaction- Based Indexes

Indexes have been created that are based on actual transactions rather than appraised 

values. These indexes have been made possible by companies that collect information 

on enough transactions to create an index based only on transactions. In fact, both 

NCREIF and IPD have transaction information that can be used for this purpose. 

When creating a transaction- based index, the fact that the same property does not sell 

very frequently is still an issue. So, to develop an index that measures changes in value 

quarterly as discussed above for the appraisal index, the fact that there are different 

properties selling every quarter needs to be controlled for. Some econometric technique, 

usually involving a regression analysis, is used to address the issue and to create the 

index. There are two main ways this is done. One is to create what is referred to as a 

repeat sales index, and the other is to create what is referred to as a hedonic index.

A repeat sales index, as the name implies, relies on repeat sales of the same prop-

erty. A particular property may sell only twice during the entire period of the index. 

But if there are at least some properties that have sold each quarter, the repeat sales 

regression methodology can use this information to create an index. Of course, the 

more sales, the more reliable is the index. In general, the idea of this type of index is 

that, because it is the same property that sold twice, the change in value between the 

two sale dates indicates how market conditions have changed over time. The regression 

22 See www.ipd.com for further information.
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methodology allocates this change in value to each time period—that is, each quarter 

based on the information from sales that occurred that quarter. The details of how 

the regression works is beyond the scope of this reading. An example of a repeat sales 

index for commercial real estate in the United States is the Moody’s REAL index.23

A hedonic index does not require repeat sales of the same property. It requires 

only one sale. The way it controls for the fact that different properties are selling each 

quarter is to include variables in the regression that control for differences in the 

characteristics of the property, such as size, age, quality of construction, and location. 

These independent variables in the regression reflect how differences in characteris-

tics cause values to differ so that they can be separated from the differences in value 

due to changes in market conditions from quarter to quarter. Again, the details of 

this regression are beyond the scope of this reading. The point is that there are ways 

of constructing indexes that are based only on transactions. But they require a lot of 

data and are usually most reliable at the national level for the major property types, 

but sometimes they are reliable at the regional level of a country if sufficient trans-

actions are available.

EXAMPLE 28   

Transaction- Based Indexes

Describe two main ways of creating transaction- based indexes.

Solution:

The two main ways are (1) a repeat sales index and (2) a hedonic index. A repeat 

sales index requires repeat sales of the same property; because it is the same 

property, controls for differences in property characteristics, such as its size and 

location, are not required. A hedonic index requires only one sale of a property 

and thus can usually include more properties than a repeat sales index, but it 

must control for “hedonic” characteristics of the property, such as its size and 

location.

11.3 Advantages and Disadvantages of Appraisal- Based and 

Transaction- Based Indexes

All indexes, whether appraisal- or transaction- based, have advantages and disadvan-

tages. Appraisal- based indexes are often criticized for having appraisal lag, which results 

from appraised values tending to lag when there are sudden shifts in the market. In an 

upward market, transaction prices usually start to rise first, and then as these higher 

prices are reflected in comparable sales and investor surveys, they are captured in 

appraised values. Thus, appraisal- based indexes may not capture the price increase 

until a quarter or more after it was reflected in transactions. The same lag would also 

occur in a down market, with appraised values not falling as soon as transaction prices. 

Another cause of appraisal lag is that all properties in an appraisal- based index may not 

be appraised every quarter. A manager may assume the value has stayed the same for 

several quarters until he or she goes through the appraisal process to estimate a new 

value. This causes a lag in the index. That being said, if the investment managers are 

all using appraised values to measure returns and if the index is based on appraised 

values, then it is an “apples to apples” comparison.

23 See www.rcanalytics.com for further information.
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If the purpose of the index is for comparison with other asset classes that are publicly 

traded, however, appraisal lag is more of an issue. Appraisal lag tends to “smooth” the 

index, meaning that it has less volatility. It behaves somewhat like a moving average of 

what an index would look like if it were based on values obtained from transactions 

rather than appraisals. Thus, appraisal- based indexes may underestimate the volatility 

of real estate returns. Because of the lag in appraisal- based real estate indexes, they 

will also tend to have a lower correlation with other asset classes. This is problematic 

if the index is used in asset allocation models to determine how much of a portfolio 

should be allocated to real estate versus other asset classes. The allocation to real 

estate would likely be overestimated.

There are two general ways of adjusting for the appraisal lag. The first is to 

“unsmooth” the appraisal- based index. Several techniques have been developed to do 

this, although they are beyond the scope of this reading. In general, these techniques 

attempt to adjust for the appraisal lag; the resulting unsmoothed index will have more 

volatility and more correlation with other asset classes. The second way of adjusting 

for the appraisal lag is to use a transaction- based index when comparing real estate 

with other asset classes.

Transaction- based indexes tend to lead appraisal- based indexes for the reasons 

discussed above but can be noisy (that is, they include random elements in the 

observations) because of the need to use statistical techniques to estimate the index. 

So, there may be upward or downward movements from quarter to quarter that are 

somewhat random even though in general (viewed over a year or more) the index 

is capturing the correct movements in the market. The challenge for those creating 

these indexes is to try to keep the noise to a minimum through use of appropriate 

statistical techniques and collecting as much data as possible.

EXAMPLE 29   

Comparing Appraisal- Based and Transaction- Based 

Indexes

What are the main differences between the performance of appraisal- based and 

transaction- based indexes?

Solution:

An appraisal- based index will tend to have less volatility and lag a transaction- 

based index, resulting in a lower correlation with other asset classes being 

reported for an appraisal- based index.

PRIVATE MARKET REAL ESTATE DEBT

Thus far, our focus has been on analyzing a property without considering whether 

there would be debt financing on the property or it would be purchased on an all- cash 

basis. This is because the way a property is financed should not affect the property’s 

value. This does not mean that the overall level of interest rates and availability of debt 

in the market do not affect values. It means that, for a given property, the investor 

paying all cash should be paying the same price as one who decides to use some debt 

financing. Of course, investors who do use debt financing will normally expect to 

earn a higher rate of return on their equity investment. This is because they expect to 

earn a greater return on the property than what they will be paying the lender. Thus, 

there will be positive financial leverage. By borrowing money, the investor is taking 

12
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on more risk in anticipation of a higher return on equity invested. The risk is higher 

because with debt there will be more uncertainty as to what return the investor will 

actually earn on equity because the investor gets what is left over after paying the 

lender. A small drop in property value can result in a large decrease in the investor’s 

return if a high amount of debt was used to finance the property. When a property 

is valued without explicitly considering financing, the discount rate can be thought 

of as a weighted average of the rate of return an equity investor would want and the 

interest rate on the debt.

The maximum amount of debt that an investor can obtain on commercial real 

estate is usually limited by either the ratio of the loan to the appraised value of the 

property (loan to value or LTV) or the debt service coverage ratio (DSCR), depending 

on which measure results in the lowest loan amount. The debt service coverage ratio 

is the ratio of the first- year NOI to the loan payment (referred to as debt service for 

commercial real estate). That is,

DSCR = NOI/Debt service  

The debt service includes both interest and principal payments on the mortgage. The 

principal payments are the portion of the loan payment that amortizes the loan over 

the loan term. An “interest- only” loan would be one that has no principal payments, 

so the loan balance would remain constant over time. Interest- only loans typically 

either revert to amortizing loans at some point or have a specified maturity date. 

For example, an interest- only loan might be made that requires the entire balance of 

the loan to be repaid after 7–10 years (referred to as a “balloon payment”). Lenders 

typically require a DSCR of 1.2 or greater to provide a margin of safety that the NOI 

from the property can cover the debt service.

EXAMPLE 30  

Loans on Real Estate

A property has been appraised for $5 million and is expected to have NOI of 

$400,000 in the first year. The lender is willing to make an interest- only loan 

at an 8 percent interest rate as long as the loan- to- value ratio does not exceed 

80 percent and the DSCR is at least 1.25. The balance of the loan will be due 

after seven years. How much of a loan can be obtained?

Solution:

Based on the loan- to- value ratio, the loan would be 80 percent of $5 million 

or $4  million. With a DSCR of 1.25, the maximum debt service would be 

$400,000/1.25 = $320,000. This amount is the mortgage payment that would 

result in a 1.25 DSCR for an interest- only loan.

If the loan is interest only, then we can obtain the loan amount by simply 

dividing the mortgage payment by the interest rate. Therefore, the loan amount 

would be $320,000/0.08 = $4,000,000.

In this case, we obtain the same loan amount based on either the LTV or 

DSCR requirements of the lender. If one ratio had resulted in a lower loan 

amount, that would normally be the maximum that could be borrowed.

When financing is used on a property, equity investors often look at their first- year 

return on equity or “equity dividend rate” as a measure of how much cash flow they 

are getting as a percentage of their equity investment. This is sometimes referred to 

as a “cash- on- cash” return because it measures how much cash they are receiving as 

a percentage of the cash equity they put into the investment.

(8)
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EXAMPLE 31  

Equity Dividend Rate

Using the information in Example 30, what is the equity dividend rate or cash- 

on- cash return assuming the property is purchased at its appraised value?

Solution:

The first- year cash flow is the NOI less the mortgage payment.

NOI $400,000

DS $320,000

Cash flow $80,000

The amount of equity is the purchase price less the loan amount.

Price $5,000,000

Mortgage $4,000,000

Equity $1,000,000

The equity yield rate is the Cash flow/Equity = $80,000/$1,000,000 = 8%. 

Keep in mind that this is not an IRR that would be earned over a holding period 

until the property is sold. The equity investor does not share any of the price 

appreciation in the value of the property with the lender.

For loans called “participation” loans, the lender might receive some of the 

price appreciation, but it would be in exchange for a lower interest rate on the 

loan.

EXAMPLE 32   

Leveraged IRR

Refer to the previous examples 30 and 31. Suppose the property is sold for 

$6 million after five years. What IRR will the equity investor receive on his or 

her investment?

Solution:

The cash flow received by the equity investor from the sale will be the sale 

price less the mortgage balance, or $6 million – $4 million = $2 million. Using 

a financial calculator,

 PV = −$1,000,000 (using a calculator, this is input as a negative 

to indicate the negative cash flow at the beginning of the 

investment)

 PMT = $80,000

 n = 5

 FV = $2,000,000

 Solve for i = 21.14%

This is an IRR based on the equity invested in the property.
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EXAMPLE 33   

Unleveraged IRR

Refer to the previous examples 30, 31, and 32. What would the IRR be if the 

property were purchased on an all- cash basis (no loan)?

Solution:

Now the equity investor will receive all the cash flow from sale ($6 million) and 

the NOI ($400,000). The initial investment will be $5 million. Using a financial 

calculator,

 PV = −$5,000,000

 PMT = $400,000

 n = 5

 FV = $6,000,000

 Solve for i = 11.20%

This is an IRR based on an unleveraged (all- cash) investment in the property. 

The difference between this IRR (11.20 percent) and the IRR the equity investor 

receives with a loan calculated in Example 32 of 21.14 percent reflects positive 

financial leverage. The property earns 11.20 percent before adding a loan, and 

the loan is at 8 percent, so the investor is benefiting from the spread between 

11.20 percent and 8 percent.

SUMMARY

Real estate property is an asset class that plays a significant role in many investment 

portfolios. Because of the unique characteristics of real estate property, it tends to 

behave differently from other asset classes, such as stocks, bonds, and commodities, 

and thus has different risks and diversification benefits. Private real estate invest-

ments are especially unique because the investments are not publicly traded and 

require different analytic techniques from publicly traded assets. Because of the lack 

of transactions, the appraisal process is required to value real estate property. Many 

of the indexes and benchmarks used for private real estate also rely on appraisals, 

and because of this characteristic, they behave differently from indexes for publicly 

traded assets, such as the S&P 500.

The factors that affect the performance of private real estate investments tend to 

be similar across countries, and the methods for valuing real estate property tend to 

be similar. Cross- border investment is facilitated by the development of standardized 

ways of analyzing real estate and by responses to the demand for transparency and 

sufficient data to do the necessary due diligence. As the availability of real estate data 

improves along with the technology to analyze the data, real estate markets are likely 

to become more efficient.

Key points of the reading include the following:

 ■ Real estate investments make up a significant portion of the portfolios of many 

investors.

 ■ Real estate investments can occur in four basic forms: private equity (direct 

ownership), publicly traded equity (indirect ownership claim), private debt 

(direct mortgage lending), and publicly traded debt (securitized mortgages).
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 ■ Each of the basic forms of real estate investment has its own risks, expected 

returns, regulations, legal structures, and market structures.

 ■ There are many motivations for investing in real estate income property. The 

key ones are current income, price appreciation, inflation hedge, diversification, 

and tax benefits.

 ■ Equity investors generally expect a higher rate of return than lenders (debt 

investors) because they take on more risk. The returns to equity real estate 

investors have two components: an income stream and a capital appreciation. 

Adding equity real estate investments to a traditional portfolio will poten-

tially have diversification benefits because of the less- than- perfect correlation 

of equity real estate returns with returns to stocks and bonds. If the income 

stream can be adjusted for inflation and real estate prices increase with infla-

tion, then equity real estate investments may provide an inflation hedge.

 ■ Debt investors in real estate expect to receive their return from promised 

cash flows and typically do not participate in any appreciation in value of the 

underlying real estate. Thus, debt investments in real estate are similar to other 

fixed- income investments, such as bonds.

 ■ Regardless of the form of real estate investment, the value of the underlying real 

estate property can affect the performance of the investment. Location is a criti-

cal factor in determining the value of a real estate property.

 ■ Real estate property has some unique characteristics compared with other 

investment asset classes. These characteristics include heterogeneity and fixed 

location, high unit value, management intensiveness, high transaction costs, 

depreciation, sensitivity to the credit market, illiquidity, and difficulty of value 

and price determination.

 ■ There are many different types of real estate properties in which to invest. The 

main commercial (income- producing) real estate property types are office, 

industrial and warehouse, retail, and multi- family. There are other types of com-

mercial properties, which are typically classified by their specific use.

 ■ There are risk factors common to commercial property, but each property type 

is likely to have a different susceptibility to these factors. The key risk factors 

that can affect commercial real estate include business conditions, lead time for 

new development, cost and availability of capital, unexpected inflation, demo-

graphics, lack of liquidity, environmental issues, availability of information, 

management expertise, and leverage.

 ■ Location, lease structures, and economic factors, such as employment growth, 

economic growth, consumer spending, and population growth, affect the value 

of each property type.

 ■ An understanding of the lease structure is important when analyzing a real 

estate investment.

 ■ Appraisals estimate the value of real estate income property. Definitions of 

value include market value, investment value, value in use, and mortgage lend-

ing value.

 ■ Generally, three different approaches are used by appraisers to estimate value: 

income, cost, and sales comparison.

 ■ The income approach includes direct capitalization and discounted cash flow 

methods. Both methods focus on net operating income as an input to the value 

of a property.

 ■ The cost approach estimates the value of a property based on adjusted replace-

ment cost. This approach is typically used for unusual properties for which 

market comparables are difficult to obtain.
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 ■ The sales comparison approach estimates the value of a property based on what 

comparable properties are selling for in the current market.

 ■ Due diligence investigates factors that might affect the value of a property. 

These factors include leases and lease history; operating expenses; environmen-

tal issues; structural integrity; lien, ownership, and property tax history; and 

compliance with relevant laws and regulations.

 ■ Appraisal- based and transaction- based indexes are used to track the perfor-

mance of private real estate. Appraisal- based indexes tend to lag transaction- 

based indexes and appear to have lower volatility and lower correlation with 

other asset classes than transaction- based indexes.

 ■ When debt financing is used to purchase a property, additional ratios and 

returns calculated and interpreted by debt and/or equity investors include the 

loan- to- value ratio, the debt service coverage ratio, the equity dividend rate 

(cash- on- cash return), and leveraged and unleveraged internal rates of return.

© CFA Institute. For candidate use only. Not for distribution.



Practice Problems 67

PRACTICE PROBLEMS

The following information relates to Questions 

1–12

Amanda Rodriguez is an alternative investments analyst for a US investment manage-

ment firm, Delphinus Brothers. Delphinus’ Chief Investment Officer, Michael Tang, 

has informed Rodriguez that he wants to reduce the amount invested in traditional 

asset classes and gain exposure to the real estate sector by acquiring commercial 

property in the United States. Rodriguez is to analyze potential commercial real estate 

investments for Delphinus Brothers. Selected data on three commercial real estate 

properties is presented in Exhibit 1.

Exhibit 1   Selected Property Data

Property #1 Property #2 Property #3

Property Type

Downtown Office 

Building

Grocery- Anchored Retail 

Center

Multi- Family 

Building

Location New York, NY Miami, FL Boston, MA

Occupancy 90.00% 93.00% 95.00%

Square Feet or Number of Units 100,000 sf 205,000 sf 300 units

Gross Potential Rent $4,750,000 $1,800,000 $3,100,000

Expense Reimbursement Revenue $333,333 $426,248 $0

Other Income (includes % Rent) $560,000 $15,000 $45,000

Potential Gross Income $5,643,333 $2,241,248 $3,145,000

Vacancy Loss ($564,333) ($156,887) ($157,250)

Effective Gross Income $5,079,000 $2,084,361 $2,987,750

Property Management Fees ($203,160) ($83,374) ($119,510)

Other Operating Expenses ($2,100,000) ($342,874) ($1,175,000)

Net Operating Income (NOI) $2,775,840 $1,658,113 $1,693,240

Rodriguez reviews the three properties with Tang, who indicates that he would 

like her to focus on Property #1 because of his prediction of robust job growth in 

New York City over the next ten years. To complete her analysis, Rodriquez assembles 

additional data on Property #1, which is presented in Exhibits 2, 3 and 4.

As part of the review, Tang asks Rodriguez to evaluate financing alternatives to 

determine if it would be better to use debt financing or to make an all cash purchase. 

Tang directs Rodriguez to inquire about terms with Richmond Life Insurance Company, 

a publicly traded company, which is an active lender on commercial real estate prop-

erty. Rodriquez obtains the following information from Richmond Life for a loan on 

Property #1: loan term of 5 years, interest rate of 5.75% interest- only, maximum loan 

to value of 75%, and minimum debt service coverage ratio of 1.5x.

© 2012 CFA Institute. All rights reserved.
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Exhibit 2    6- Year Net Operating Income (NOI) and DCF Assumptions for 

Property #1

Year 1 Year 2 Year 3 Year 4 Year 5 Year 6

NOI $2,775,840 $2,859,119 $2,944,889 $3,033,235 $3,124,232 $3,217,959

DCF Assumptions

Investment Hold Period 5 years

Going- in Cap Rate 5.25%

Terminal Cap Rate 6.00%

Discount Rate 7.25%

Income/Value Growth Rate Constant

Exhibit 3   Sales Comparison Data for Property #1

Variable Property 1 Sales Comp A Sales Comp B Sales Comp C

Age (years) 10 5 12 25

Condition Good Excellent Good Average

Location Prime Secondary Secondary Prime

Sale price psf $415 psf $395 psf $400 psf

Adjustments

Age (years) –10% 2% 10%

Condition –10% 0% 10%

Location 15% 15% 0%

Total Adjustments –5% 17% 20%

Exhibit 4   Other Selected Data for Property #1

Land Value $7,000,000

Replacement Cost $59,000,000

Total Depreciation $5,000,000

After reviewing her research materials, Rodriguez formulates the following two 

conclusions:

Conclusion 1 Benefits of private equity real estate investments include own-

ers’ ability to attain diversification benefits, to earn current 

income, and to achieve tax benefits.
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Conclusion 2 Risk factors of private equity real estate investments include 

business conditions, demographics, the cost of debt and equity 

capital, and financial leverage.

1 Which of the following is most likely accurate regarding Property #2 described 

in Exhibit 1?

A Operating expense risk is borne by the owner.

B The lease term for the largest tenant is greater than three years.

C There is a significant amount of percentage rent linked to sales levels.

2 Based upon Exhibits 2, 3 and 4, which of the following statements is most accu-

rate regarding the valuation of Property #1?

A The cost approach valuation is $71,000,000.

B The adjusted price psf for Sales Comp B is $423 psf.

C The terminal value at the end of year 5 in the income approach is 

$53,632,650.

3 Based on Exhibit 2, the growth rate of Property #1 is closest to:

A 0.75%

B 1.25%.

C 2.00%.

4 Based on Exhibit 2, the value of Property #1 utilizing the discounted cash flow 

method is closest to:

A $48,650,100.

B $49,750,900.

C $55,150,300.

5 Based on Exhibit 2, relative to the estimated value of Property #1 under the dis-

counted cash flow method, the estimated value of Property #1 using the direct 

capitalization method is:

A equal.

B lower.

C higher.

6 Based upon Exhibits 1 and 3, the estimated value of Property #1 using the sales 

comparison approach (assigning equal weight to each comparable) is closest to:

A 40,050,000.

B 40,300,000.

C 44,500,000.

7 In the event that Delphinus purchases Property #2, the due diligence process 

would most likely require a review of:

A all tenant leases.

B tenant sales data.

C the grocery anchor lease.

8 Compared to an all- cash purchase, a mortgage on Property #1 through 

Richmond Life would most likely result in Delphinus earning:

A a lower return on equity.

B a higher return on equity.

C the same return on equity.
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9 Assuming an appraised value of $48,000,000, Richmond Life Insurance 

Company’s maximum loan amount on Property #1 would be closest to:

A $32,000,000.

B $36,000,000.

C $45,000,000.

10 Rodriguez’s Conclusion 1 is:

A correct.

B incorrect, because tax benefits do not apply to tax- exempt entities.

C incorrect, because private real estate is highly correlated to stocks.

11 Rodriguez’s Conclusion 2 is:

A correct.

B incorrect, because inflation is not a risk factor.

C incorrect, because the cost of equity capital is not a risk factor.

12 Richmond Life Insurance Company’s potential investment would be most likely 

described as:

A private real estate debt.

B private real estate equity.

C publicly traded real estate debt.

The following information relates to Questions 

13–28

First Life Insurance Company, Ltd., a life insurance company located in the United 

Kingdom, maintains a stock and bond portfolio and also invests in all four quadrants 

of the real estate market; private equity, public equity, private debt, and public debt. 

Each of the four real estate quadrants has a manager assigned to it. First Life intends 

to increase its allocation to real estate. The Chief Investment Officer (CIO) has 

scheduled a meeting with the four real estate managers to discuss the allocation to 

real estate and to each real estate quadrant. Leslie Green, who manages the private 

equity quadrant, believes her quadrant offers the greatest potential and has identified 

three investment properties to consider for acquisition. Selected information for the 

three properties is presented in Exhibit 1.

Exhibit 1   Selected Information on Potential Private Equity Real Estate Investments

Property description

Property

A B C

Single Tenant Office Shopping Center Warehouse

Size (square meters) 3,000 5,000 9,000

Lease type Net Gross Net

Expected loan to value ratio 70% 75% 80%

Total economic life 50 years 30 years 50 years

Remaining economic life 30 years 23 years 20 years
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Property description

Property

A B C

Single Tenant Office Shopping Center Warehouse

Rental income (at full occupancy) £575,000 £610,000 £590,000

Other income £27,000 £183,000 £29,500

Vacancy and collection loss £0 £61,000 £59,000

Property management fee £21,500 £35,000 £22,000

Other operating expenses £0 £234,000 £0

Discount rate 11.5% 9.25% 11.25%

Growth rate 2.0% See Assumption 2 3.0%

Terminal cap rate 11.00%

Market value of land £1,500,000 £1,750,000 £4,000,000

Replacement costs 

 ■ Building costs £8,725,000 £4,500,000 £12,500,000

 ■ Developer’s profit £410,000 £210,000 £585,000

Deterioration – curable and incurable £4,104,000 £1,329,000 £8,021,000

Obsolescence

 ■ Functional £250,000 £50,000 £750,000

 ■ Locational £500,000 £200,000 £1,000,000

 ■ Economic £500,000 £100,000 £1,000,000

Comparable adjusted price per square meter 

 ■ Comparable Property 1 £1,750 £950 £730

 ■ Comparable Property 2 £1,825 £1,090 £680

 ■ Comparable Property 3 £1,675 £875 £725

To prepare for the upcoming meeting, Green has asked her research analyst, Ian 

Cook, for a valuation of each of these properties under the income, cost and sales 

comparison approaches using the information provided in Exhibit 1, and the following 

two assumptions:

Assumption 1 The holding period for each property is expected to be five 

years.

Assumption 2 Property B is expected to have the same net operating income 

for the holding period due to existing leases, and a one- time 

20% increase in year 6 due to lease rollovers. No further growth 

is assumed thereafter.

In reviewing Exhibit 1, Green notes the disproportionate estimated obsolescence 

charges for Property C relative to the other properties and asks Cook to verify the 

reasonableness of these estimates. Green also reminds Cook that they will need to 

conduct proper due diligence. In that regard, Green indicates that she is concerned 

whether a covered parking lot that was added to Property A encroaches (is partially 

located) on adjoining properties. Green would like for Cook to identify an expert and 

present documentation to address her concerns regarding the parking lot.

Exhibit 1   (Continued)
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In addition to discussing the new allocation, the CIO informs Green that she wants 

to discuss the appropriate real estate index for the private equity real estate quadrant 

at the upcoming meeting. The CIO believes that the current index may result in over- 

allocating resources to the private equity real estate quadrant.

13 The most effective justification that Green could present for directing the 

increased allocation to her quadrant would be that, relative to the other quad-

rants, her quadrant of real estate investments:

A provides greater liquidity.

B requires less professional management.

C enables greater decision- making control.

14 Relative to the expected correlation between First Life’s portfolio of public REIT 

holdings and its stock and bond portfolio, the expected correlation between 

First Life’s private equity real estate portfolio and its stock and bond portfolio is 

most likely to be:

A lower.

B higher.

C the same.

15 Which of the properties in Exhibit 1 exposes the owner to the greatest risk 

related to operating expenses?

A Property A

B Property B

C Property C

16 Which property in Exhibit 1 is most likely to be affected by import and export 

activity?

A Property A

B Property B

C Property C

17 Which property in Exhibit 1 would most likely require the greatest amount of 

active management?

A Property A

B Property B

C Property C

18 Which property in Exhibit 1 is most likely to have a percentage lease?

A Property A

B Property B

C Property C

19 The disproportionate charges for Property C noted by Green are least likely to 

explicitly factor into the estimate of property value using the:

A cost approach.

B income approach.

C sales comparison approach.

20 Based upon Exhibit 1, which of the following statements regarding Property A 

is most accurate?

A The going- in capitalization rate is 13.5%.

B It appears the riskiest of the three properties.

C The net operating income in the first year is £298,000.
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21 Based upon Exhibit 1, the value of Property C using the direct capitalization 

method is closest to:

A £3,778,900.

B £4,786,700.

C £6,527,300.

22 Based upon Exhibit 1 and Assumptions 1 and 2, the value of Property B using 

the discounted cash flow method, assuming a five- year holding period, is closest 

to:

A £4,708,700.

B £5,034,600.

C £5,050,900.

23 Which method under the income approach is least likely to provide a realistic 

valuation for Property B?

A Layer method

B Direct capitalization method

C Discounted cash flow method

24 Based upon Exhibit 1, the value of Property A using the cost approach is closest 

to:

A £5,281,000.

B £6,531,000.

C £9,385,000.

25 Based upon Exhibit 1, the value of Property B using the sales comparison 

approach is closest to:

A £4,781,000.

B £4,858,000.

C £6,110,000.

26 Which due diligence item would be most useful in addressing Green’s concerns 

regarding Property A?

A Property survey

B Engineering inspection

C Environmental inspection

27 The real estate index currently being used by First Life to evaluate private equity 

real estate investments is most likely:

A an appraisal- based index.

B a transaction- based index.

C the NCREIF property index.

28 Based upon Exhibit 1, the property expected to be most highly leveraged is:

A Property A

B Property B

C Property C
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SOLUTIONS

1 B is correct. The lease term for the anchor tenant is typically longer than 

the usual 3 to 5 year term for smaller tenants. The data in Exhibit 1 sug-

gest that the operating expenses are passed on to the tenant; the sum of 

Property Management Fees and Other Operating Expenses equal the Expense 

Reimbursement Revenue. Also, Other Income is only $15,000 suggesting that 

there is a minimal amount of percentage rent linked to sales thresholds.

2 C is correct. The terminal value using the income approach is $53,632,650 

(= Year 6 NOI/terminal cap rate = $3,217,959 / 0.06). The value of the property 

using the cost approach is $61,000,000 (= Land Value + Building Replacement 

Cost – Total Depreciation = $7,000,000 + $59,000,000 – $5,000,000). The 

adjusted sales price per square foot for Sales Comp B is $462 psf (= $395 × 

1.17).

3 C is correct. There is a constant growth rate in income and value; growth rate = 

discount rate (7.25%) − going- in cap rate (5.25%) = 2.00%.

4 B is correct. The value of Property 1 using the discounted cash flow method is 

$49,750,931, or $49,750,900 rounded, calculated as follows:

Discount period Discounted value*

Year 1 NOI $2,775,840 1 $2,588,196

Year 2 NOI $2,859,119 2 $2,485,637

Year 3 NOI $2,944,889 3 $2,387,135

Year 4 NOI $3,033,235 4 $2,292,540

Year 5 NOI $3,124,232 5 $2,201,693

Terminal Value** $53,632,650 5 $37,795,731

Property #1 DCF value $49,750,932

* Discount rate = 7.25%

** The terminal value = Year 6 NOI/terminal cap rate = $3,217,959/0.06 = $53,632,650

5 C is correct. The direct capitalization method estimate of value for Property #1 

is $52,873,143 (= Year 1 NOI/Going- in Cap Rate = $2,775,840/0.0525), which is 

greater than the estimated DCF value of $49,750,932.

 Value of Property #1 under the discounted cash flow method:

Discount period Discounted value*

Year 1 NOI $2,775,840 1 $2,588,196

Year 2 NOI $2,859,119 2 $2,485,637

Year 3 NOI $2,944,889 3 $2,387,135

Year 4 NOI $3,033,235 4 $2,292,540

Year 5 NOI $3,124,232 5 $2,201,693

Terminal Value** $53,632,650 5 $37,795,731

Property #1 DCF value $49,750,932

* Discount rate = 7.25%

** The terminal value = Year 6 NOI/terminal cap rate = $3,217,959/0.06 = $53,632,650
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6 C is correct. The estimate of the value of Property #1 using the sales compari-

son approach is:

Unadjusted psf Adjusted psf

Sales Comp 1 $415 $394 (= $415 × 0.95)

Sales Comp 2 $395 $462 (= $395 × 1.17)

Sales Comp 3 $400 $480 (= $400 × 1.20)

Average $403 $445

Estimated Value of Property #1 = $44,500,000 (= $445 psf × 100,000 sf )

7 C is correct. The due diligence process includes a review of leases for major 

tenants which would include the grocery anchor tenant. Typically, only major 

tenant leases will be reviewed in the due diligence process, and smaller tenant 

leases will likely not be reviewed. Also, the fact that Other Income is only 

$15,000 suggests that percentage rent linked to sales levels is minimal and has 

not been underwritten in the valuation and acquisition process.

8 B is correct. Delphinus will expect to earn a higher return on equity with the 

use of a mortgage to finance a portion of the purchase. The quoted mortgage 

interest rate of 5.75% is less than the discount rate of 7.25%.

9 A is correct. The maximum amount of debt that an investor can obtain on 

commercial real estate is usually limited by either the ratio of the loan to the 

appraised value of the property (loan to value or LTV) or the debt service 

coverage ratio (DSCR) depending on which measure results in the lowest loan 

amount. The maximum LTV is 75% of the appraised value of $48,000,000 

or $36,000,000. The loan amount based on the minimum DSCR would be 

$32,183,652 determined as follows:

Maximum debt service = Year 1 NOI/DSCR = $2,775,840/1.5 = $1,850,560

Loan amount (interest only loan) = maximum debt service/mortgage rate = 

$1,850,560/0.0575 = $32,183,652 (rounded to $32,000,000).

10 A is correct. Benefits of private equity real estate investments include owners’ 

ability to attain diversification benefits, to earn current income, and to achieve 

tax benefits.

11 A is correct. Business conditions, demographics, the cost of debt and equity 

capital, and financial leverage are characteristic sources of risk for real estate 

investments.

12 A is correct. Richmond Life’s investment would be a mortgage which falls under 

private debt on the four quadrants.

13 C is correct. Private equity investments in real estate enable greater decision- 

making control relative to real estate investments in the other three quadrants. 

A private real estate equity investor or direct owner of real estate has responsi-

bility for management of the real estate, including maintaining the properties, 

negotiating leases and collecting rents. These responsibilities increase the inves-

tor’s control in the decision- making process. Investors in publicly traded REITs 

or real estate debt instruments would not typically have significant influence 

over these decisions.
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14 A is correct. Evidence suggests that private equity real estate investments have a 

lower correlation with stocks and bonds than publicly traded REITs. When real 

estate is publicly traded it tends to behave more like the rest of the stock market 

than the real estate market.

15 B is correct. Property B is a gross lease, which requires the owner to pay 

the operating expenses. Accordingly, the owner, First Life, incurs the risk of 

Property B’s operating expenses, such as utilities, increasing in the future.

16 C is correct. Property C is a warehouse, and is most likely affected by import 

and export activity in the economy. Property A (office) and Property B (retail) 

would typically be less dependent on import and export activity when com-

pared to a warehouse property.

17 B is correct. Property B is a shopping center and would most likely require 

more active management than a single tenant office (Property A) or a ware-

house (Property C); the owner would need to maintain the right tenant mix and 

promote the facility.

18 B is correct. Property B is a shopping center, a type of retail property. A per-

centage lease is a unique aspect of many retail leases, which requires the tenant 

to pay additional rent once their sales reach a certain level. The lease will 

typically specify a “minimum rent” that must be paid regardless of the tenant’s 

sales. Percentage rent may be paid by the tenant once the tenant’s sales reach a 

certain level or breakpoint.

19 B is correct. Obsolescence charges reduce the value of a property using the cost 

approach and are factored into the sales comparison approach by adjustments, 

including condition and location, to the price per square foot. The cash flows 

to the property should reflect obsolescence; less rent is received if the property 

is not of an appropriate design for the intended use, is in a poor location, or if 

economic conditions are poor. Therefore, obsolescence is implicitly, not explic-

itly, factored into the estimate of property value using the income approach.

20 B is correct. Property A has been assigned the highest discount rate (11.5%) and 

thus is considered to be the riskiest investment of the three alternatives. This 

may be because of the reliance on a single tenant. The going- in capitalization 

rate is 9.5% (cap rate = discount rate – growth rate). The net operating income 

(NOI) is £580,500 (= rental income + other income – property management fee 

= £575,000 + £27,000 – £21,500).

21 C is correct. Under the direct capitalization method, the value of the property = 

NOI/(r – g).

 Calculate net operating income (NOI):

 NOI = rental income + other income – vacancy and collection loss – 

property management costs

 NOI = £590,000 + £29,500 – £59,000 – £22,000 = £538,500

 Then, value the property using the cap rate:

Value of property = £538,500/(11.25% – 3.0%) = £6,527,273, rounded to 

£6,527,300.

22 B is correct. The value of Property B using the discounted cash flow method is 

£5,034,600.

 The value using the discounted cash flow method is based on the present value 

of the net operating income (NOI) and the estimated property resale price.
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 Calculate NOI (constant during five- year holding period from Assumption 2)

 NOI = rental income (at full occupancy) + other income – vacancy 

and collection loss – property management fee – other operating 

expenses

 NOI = £610,000 + £183,000 – £61,000 – £35,000 – £234,000 = £463,000

 Estimate property value at end of five years:

NOI starting in year 6 is 20% higher due to lease rollovers (from 

Assumption 2)

NOI starting in year 6 = £463,000 × 1.20 = £555,600

 Terminal cap rate (given) = 11%

Applying the terminal cap rate yields a property value of £5,050,909 (= 

£555,600/0.11)

 Find the present value of the expected annual NOI and the estimated property 

resale value using the given discount rate of 9.25%:

 N = 5

 FV = £5,050,909

 PMT = £463,000

 I = 9.25

 Solving for PV, the current value of the property is estimated to be £5,034,643, 

or £5,034,600 rounded.

23 B is correct. The net operating income for Property B is expected to be level for 

the next 5 years, due to existing leases, and grow 20% in year 6. A direct capi-

talization method would not be appropriate due to the multiple growth rates. A 

discounted cash flow method that assigns a terminal value, or a layer method, 

should be used.

24 A is correct. The value of Property A using the cost method is equal to the 

replacement cost, adjusted for the different types of depreciation (loss in value):

 Value of Property A = land value + (replacement building cost + 

developer’s profit) – deterioration – functional 

obsolescence – locational obsolescence – economic 

obsolescence

  = £1,500,000 + (£8,725,000 + £410,000) – £4,104,000 – 

£250,000 – £500,000 – £500,000

  = £5,281,000

25 B is correct. The value of a property using the sales comparison approach equals 

the adjusted price per square meter using comparable properties times property 

size. The value of Property B using the sales comparison approach is:

Average adjusted price per square meter of comparable properties 1, 2, and 

3 for Property B = (£950 + £1,090 + £875)/3 = £971.67

Applying the £971.67 average adjusted price per square meter to Property B 

gives a value of £4,858,300 (= £971.67 × 5,000 square meters = £4,858,350, 

or £4,858,000 rounded).

26 A is correct. A property survey can determine whether the physical improve-

ments, such as the covered parking lot, are in the boundary lines of the site and 

if there are any easements that would affect the value of the property.

27 A is correct. An appraisal- based index is most likely to result in the over- 

allocation mentioned by the CIO due to the appraisal lag. The appraisal lag 

tends to “smooth” the index meaning that it has less volatility. It behaves 
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somewhat like a moving average of what an index would look like if based on 

values obtained from transactions rather than appraisals. Thus, appraisal- based 

indexes may underestimate the volatility of real estate returns. Because of the 

lag in the index, appraisal- based real estate indexes will also tend to have a 

lower correlation with other asset classes. This is problematic if the index is 

used in asset allocation models; the amount allocated to the asset class that 

appears to have lower correlation with other asset classes and less volatility will 

be greater than it should be.

28 C is correct. Property C has an expected loan to value ratio of 80%, which is 

higher than the loan to value ratio for Property A (70%) or Property B (75%).
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. describe types of publicly traded real estate securities;

b. explain advantages and disadvantages of investing in real estate 

through publicly traded securities;

c. explain economic value determinants, investment characteristics, 

principal risks, and due diligence considerations for real estate 

investment trust (REIT) shares;

d. describe types of REITs;

e. justify the use of net asset value per share (NAVPS) in REIT 

valuation and estimate NAVPS based on forecasted cash net 

operating income;

f. describe the use of funds from operations (FFO) and adjusted 

funds from operations (AFFO) in REIT valuation;

g. compare the net asset value, relative value (price- to- FFO and 

price- to- AFFO), and discounted cash flow approaches to REIT 

valuation;

h. calculate the value of a REIT share using net asset value, price- to- 

FFO and price- to- AFFO, and discounted cash flow approaches.

INTRODUCTION

This reading provides an overview of the publicly traded real estate securities, focusing 

on equity real estate investment trusts (REITs) and their valuation.

Real estate investments may play several roles in a portfolio. Investment in com-

mercial real estate property—also called income- producing, rental, or investment 

property—may be either in the form of direct ownership investment or indirect 

investment by means of equity securities. They can provide an above- average current 

yield compared with other equity investments and may provide a degree of protection 

1

R E A D I N G
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against inflation, especially when rental rates are inflation- indexed, rise periodically 

by pre- determined amounts, or are easily adjusted. Real estate investment can be an 

effective means of diversification in many investment portfolios.

REITs are the most widely held type of real estate equity security. The valuation of 

REITs is similar in some respects to the valuation of other kinds of equity securities, 

but also takes into account unique aspects of real estate and sometimes uses specialized 

measures. This reading introduces and describes REIT valuation.

The reading is organized as follows: Section 2 provides an overview of publicly 

traded real estate securities. Section 3 describes publicly traded equity REITs in detail, 

including their structure, investment characteristics, and analysis and due diligence 

considerations. Section 4 presents real estate operating companies (REOCs). Sections 

5, 6, and 7 present net asset value, relative valuation, and discounted cash flow val-

uation for REIT shares, respectively. After a mini case study in Section 8, Section 9 

summarizes the reading.

TYPES OF PUBLICLY TRADED REAL ESTATE 

SECURITIES

Publicly traded real estate securities fall into two principal categories: equity (i.e., 

ownership) investments in properties and debt investments (i.e., primarily mortgages 

secured by properties). Globally, the principal types of publicly traded real estate 

securities are real estate investment trusts, real estate operating companies, and 

mortgage- backed securities.

 ■ Real estate investment trusts (REITs) are tax- advantaged entities (compa-

nies or trusts) that typically own, operate, and—to a limited extent—develop 

income- producing real estate property (hereafter, “real estate property” may 

simply be referred to as “real estate”). Such REITs are called equity REITs. 

Mortgage REITs make loans secured by real estate. REITs’ tax- advantage is 

a result of being allowed to deduct dividends paid; this deduction effectively 

makes REITs exempt from corporate income tax.

 ■ Real estate operating companies (REOCs) are ordinary taxable real estate 

ownership companies. Businesses are organized as REOCs, as opposed to 

REITs, when they are located in countries that do not have a tax- advantaged 

REIT regime in place or when they engage to a large extent in the development 

of real estate properties, often with the intent to sell. The primary cash inflows 

are from sales of developed or improved properties rather than from recurring 

lease or rental income.

 ■ Mortgage- backed securities (MBS) are asset- backed securitized debt obli-

gations that represent rights to receive cash flows from portfolios of mortgage 

loans—mortgage loans on commercial properties in the case of commercial 

mortgage- backed securities (CMBS) and mortgage loans on residential proper-

ties in the case of residential mortgage- backed securities (RMBS). The market 

capitalization of publicly traded real estate equity securities is greatly exceeded 

by the market value of real estate debt securities, in particular mortgage- backed 

securities.1 

2

1 Mortgage- backed securities were discussed in detail ion the CFA Program Level I fixed- income curriculum.
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In addition to publicly traded real estate securities, there are privately held real 

estate securities that include private REITs and REOCs, privately held mortgages, 

private debt issues, and bank debt. Exhibit 1 shows how real estate securities may be 

classified in four quadrants.

Exhibit 1   Types of Real Estate Securities

Public Private

Equity Equity REITs, REOCs Private REITs, Private REOCs

Debt Mortgage REITs, CMBS, RMBS Mortgages, Private debt, Bank debt

As of the end of September 2011, the market value of publicly traded real estate 

investment trusts and real estate operating companies globally was approximately 

US$800 billion, whereas the total face value of residential and commercial mortgage- 

related securities was approximately US$9  trillion. Details about relative sizes by 

geographic areas and/or security types are shown in Exhibit 2.

Exhibit 2   Relative Size and Composition of Publicly Traded Real Estate 

Equity Securities Markets As of 30 September 2011

Panel A: Percentage of market value of publicly traded real estate equity securities 

(REITs and REOCs) in developed markets

By Region By Market

North America 50 United States 44.4

Asia 35 Hong Kong SAR 11.7

Europe 15 Japan 10.2

Australia 8.4

United Kingdom 5.5

Canada 5.3

Singapore 4.2

France 3.9

Switzerland 1.4

Netherlands 1.3

Sweden 1.1

Others 2.6

Panel B: Percentage of market value of publicly traded equity real estate equity 

securities in developed markets by type of structure

Global North America Europe Asia

REITs 74 97 68 43

Non- REITs, REOCs 26 3 32 57

Source: Based on data from FTSE EPRA/NAREIT
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Publicly traded real estate securities typically retain some of the characteristics 

of direct ownership of income- producing real estate. Income- producing real estate 

usually provides relatively predictable, recurring, contractual rental income under the 

terms of lease agreements. It also tends to generate capital appreciation over the long 

term (provided there are no major distortions to rental markets from over- building) 

because the replacement cost of buildings and prices for land tend to increase. Capital 

appreciation can result from general price inflation, the scarcity of well- located prop-

erty, local population increases, and/or growth in economic activity. It should be 

noted, however, that changes in discount rates (the required rate of return of property 

investors) can also have significant effects on the value of income- producing real estate.

As an investment asset class, income- producing real estate offers the advantages 

of stability of income based on its contractual revenue from leases and a measure of 

long- term inflation protection because, over the long term, rents tend to rise with 

inflation. In the United States over the past 30 years (1980–2010), the FTSE NAREIT 

All Equity REITs Index achieved a compounded annual total return of 11.9 percent 

compared with 10.7 percent for the S&P 500 Index and 8.9 percent for the Bloomberg 

Barclays Aggregate Bond Index. The US Consumer Price Index increased an average 

of 3.2 percent annually over the period.

The relative stability of income from income- producing real estate also permits 

substantial financial leverage to be used, typically in the form of mortgage debt (i.e., 

debt secured by a lien on real property as collateral). Use of financial leverage can 

enhance rates of return on equity capital when, on an after- tax basis, the rate of 

return on assets exceeds the interest rate on the mortgage. The ability, however, to 

use above- average financial leverage brings greater risk.

PUBLICLY TRADED EQUITY REITS

Most REITs are equity REITs that invest in ownership positions in income- producing 

real estate. Equity REITs seek to grow cash flows from their owned real estate, to 

expand ownership through investing in additional properties, and to selectively 

develop, improve, or redevelop properties.

Publicly traded equity REITs are the focus of this reading.2 Other REIT types 

include mortgage REITs and hybrid REITs. Mortgage REITs are REITs that invest 

the bulk (typically 75 percent or more) of their assets in interest- bearing mortgages, 

mortgage securities, or short- term loans secured by real estate. The total market value 

of mortgage REITs is relatively small in comparison with equity REITs. Hybrid REITs 

are REITs that own and operate income- producing real estate, as do equity REITs, 

but invest in mortgages as well. There are relatively few hybrid REITs.

3.1 Market Background

For many decades, real estate equities have represented significant parts of European 

(notably the United Kingdom) stock markets, whereas real estate development and 

ownership has featured prominently in the diversified activities of a large number of 

Asian companies, notably in Hong Kong SAR and Singapore. Real estate equities, 

although introduced earlier in the US market, did not gain a large representation in 

3

2 Besides publicly traded REITs, private REITs exist. Private REITs are similar to equity REITs in their 

business model but do not trade on active exchanges. Private REITs are generally sponsored by real estate 

organizations and have limited liquidity. They are bought by institutional investors or are marketed to 

small investors by financial planners.
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US equity markets until after the severe commercial property collapse of the early 

1990s. That collapse left many properties either in financially troubled developer/

investor hands or in foreclosure. Many such properties were securitized successfully as 

REITs, exploiting the conservative operating policies mandated by the REIT structure 

(especially the reliance on contractual rental income) and the conservative financial 

policies demanded by REIT investors, as discussed in Section 3.3.

HISTORICAL DEVELOPMENT OF REITS

US REITs, which have provided a model for REIT legislation worldwide, can trace their 
origins to business trusts formed in Boston, Massachusetts, in the mid- nineteenth cen-
tury, when the wealth created by the industrial revolution led to increasing demand for 
real estate investments. State laws at the time prevented a corporation from owning 
real estate other than that required for its business. The so- called “Massachusetts trust” 
was the first US legal entity created to specifically permit investment in real estate. It 
provided for the transfer of shares, limited liability for passive investors, elimination of 
federal taxation at the trust level, and the retention of specialized management. The 
structure became less desirable because of changes in tax laws in the first half of the 
twentieth century, but was revived by the US Congress in 1960. By the early 1970s, a 
substantial portion of US REITs’ assets was concentrated in high risk construction and 
development loans. Banks, thrifts, and insurance companies could not directly engage 
in such high- yield lending because of regulations and statutory restrictions, but they 
did so indirectly by sponsoring publicly funded REITs that bore their names. But poor 
lending practices, high leverage, and conflicts of interest between banks and their REIT 
subsidiaries, as well as the effects of an economic recession, a real estate downturn, and 
changes in tax laws combined to generate numerous developer bankruptcies and a major 
decline in the number of REITs and their assets. Record high interest rates caused a severe 
contraction in the real estate industry in the early 1980s. It was not until the early 1990s, 
after another even more severe commercial property collapse, that REITs became the 
securitization vehicle of choice in moving property ownership from distressed owners 
into the better capitalized hands of long- term, income- oriented investors.

From 1990 to 1995, the equity market capitalization of US REITs rose from US$8.5 billion 
to US$56 billion and the number of REITs almost doubled to 223. As of early 2011, the US 
REIT industry consists of about 150 REITs with an equity capitalization of approximately 
US$350 billion.

REITs are important in a number of markets outside the United States. Beginning 
in the early 1990s, Canada had a significant increase in equity REITs. As of 2011, there 
are approximately 30 REITs in Canada with a market capitalization of C$38 billion. The 
REIT structure was introduced in Australia in 1971; as of 2011, there are 70 A- REITs with a 
market capitalization of over A$100 billion. REITs have been introduced in Japan (J- REITs 
in 2001), Singapore (S- REITs in 2002), Hong Kong SAR (2005), the United Kingdom (2006), 
and Germany (G- REITs in 2007). In Brazil, REITs (called Fundos de Investimento Imobiliaro, 
or FIIs) have existed since 1993 but were first accorded exemption from income taxation 
in 2006 if owned by individual investors and listed on the stock exchange. The first REIT in 
the United Arab Emirates was formed in Dubai in 2010. As of early 2011, there are about 
30 jurisdictions with legislation authorizing REITs.

REIT- type legislation is currently being studied in China and India. As a result of their 
strong growth since the early 1990s, REITs now represent the majority of the available 
publicly traded real estate equity securities in the world by number and market value.

As shown in Exhibit 3, REIT ownership in the United States—the largest market 

for REITs in the world—is widely diversified by type of investor.
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Exhibit 3   Estimated Ownership of US REITs by Type of 

Investor

Type of Investor Percent

Index funds 25

Individual investors 15

REIT sector dedicated funds 15

Pension funds 10

Insiders (managements, boards) 5

Other institutional investors (e.g., stock funds, 

income funds, hedge funds)

30

Source: J.P. Morgan estimates.

3.2 REIT Structure

REITs can have simple structures in which they hold and operate their properties 

directly; however, REITs are generally structured to facilitate the tax- efficient acqui-

sition of properties. Umbrella partnership REITs (UPREITs) and DOWNREITs are 

examples of structures in which partnerships hold REIT properties; the structures 

have the purpose of avoiding recognition of taxable income if appreciated property is 

transferred to the REIT. In the United States, most REITs are structured as UPREITs, 

under which the REIT has a controlling interest in and serves as the general partner 

(with responsibility for operations) of a partnership that owns and operates all or 

most of the properties.3 A DOWNREIT structure is a variation of the UPREIT under 

which the REIT owns more than one partnership and may own properties at both 

the REIT level and the partnership level. A DOWNREIT can form partnerships for 

each property acquisition it undertakes.

REITs are subject to the same regulatory, financial reporting, disclosure, and 

governance requirements as other public companies.

3.3 Investment Characteristics

REITs are typically exempt from income taxation at the corporate (or trust) level if 

a specified majority of their income and assets relate to income- producing property 

(75 percent or more, depending on the country) and all or virtually all their potentially 

taxable income is distributed to shareholders (or unit holders). REITs are a tax- efficient 

conduit for cash flows from rental income. In the United States, REIT distributions to 

shareholders are classified for tax purposes into ordinary income (taxed at investors’ top 

marginal tax rates); return of capital (the portion of distributions in excess of a REIT’s 

earnings, treated as a return of capital and deducted from the investor’s share cost 

basis for tax purposes); and capital gains (qualifying for lower capital gains tax rates).

The investment characteristics of both public and private REITs generally include 

the following:

 ■ Exemption from income taxes at the corporate/trust level: REITs are typically 

required to distribute most of their potentially taxable income to gain exemp-

tion from corporate taxation.

3 An UPREIT offers partnership- limited units (convertible into REIT units) to property sellers who do 

not pay capital gains taxes on their sale of property until they convert their limited- partnership units into 

REIT shares. Advantages to a property seller, in addition to tax deferral, include diversification, greater 

liquidity, and professional management.
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 ■ High income distributions: As a result of the distribution requirement, dividend 

yields are typically significantly higher than the yields on most other publicly 

traded equities. Exhibit 4 shows representative historic yields for REITs, stocks, 

and bonds in the United States.

Exhibit 4   Historic Yields on S&P US REIT Index, S&P 500 Index, and 10- year 

US Treasury Bonds

Equity REITs US 10-Year Treasury S&P 500 Index

Yield (%)
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 ■ Relatively low volatility of reported income: As a result of REIT regulations that 

require income to be predominantly from rents and interest, REITs typically use 

conservative, rental- property- focused business models. The contractual nature 

of rental income (with the exception of hotel REITs) results in relatively stable 

revenue streams.

 ■ More frequent secondary equity offerings compared with industrial companies: 

As a result of the distribution requirement, REITs may not be able to retain 

earnings to finance growth and may need to issue equity to finance property 

acquisitions. REIT investors should be ready to evaluate the merits of these 

acquisitions and related financings.

As a result of these features, REITs are relatively stable savings, retirement, 

and income- producing investments. Compared with direct investments in income- 

producing property, REITs offer much greater ease of ownership in both small and 

large amounts, greater liquidity, and opportunities for broader diversification.

3.3.1 Advantages of Publicly Traded Equity Real Estate Securities

Compared with owning private real estate assets, publicly traded equity real estate 

securities, whether equity REITs or REOCs, offer the following advantages:

 ■ Greater liquidity: The ability to trade shares on stock exchanges provides 

greater liquidity than is available in buying and selling real estate in property 

markets. Thus, such securities permit greater flexibility in timing the realiza-

tion of cash values and gains/losses. By comparison, direct investments in real 

estate and in real estate partnerships are generally less immediately liquid and 

have greater transaction costs even where property markets are quite active and 

highly sophisticated. These contrasts result from the fact that property transac-

tions are large in relation to average stock market transactions, involve unique 
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properties, and require considerably more time to complete because of the need 

to negotiate the terms of the transaction and to conduct due diligence (which 

may include financial, legal, and environmental considerations).

 ■ Lower investment requirements: Shares that represent fractional interests in 

REITs or REOCs can be bought with a much lower investment than a single 

commercial property.

 ■ Limited liability: Similar to shareholders of other public companies, REIT 

investors have no liability for the debts and obligations of the REITs in which 

they invest beyond their original capital investment. Other types of real estate 

investments, such as limited partnership interests, also can offer limited lia-

bility; however, some types of real estate investment (e.g., general partnership 

interests) can expose the investor to potential liability exceeding his or her 

original investment.

 ■ Access to superior quality and range of properties: Certain institutional- 

quality properties are difficult to acquire because most owners (pension funds, 

private corporations, and REITs) hold them for the long term. Such proper-

ties include super- regional shopping malls, large, prominent (“trophy”) office 

buildings, and to a limited extent, landmark luxury hotels. These properties can 

command superior demand and pricing compared with other properties, given 

their extremely attractive location, architecture, and/or quality of construction. 

Investors can gain access to such properties by purchasing the shares of REITs 

that own them.

 ■ Active professional management: Direct real estate ownership demands real 

estate expertise or asset/property management skills. Investors in publicly 

traded real estate equity securities do not require such expertise or skills; inves-

tors in REITs and REOCs benefit from having their property interests actively 

managed on their behalf by professional managers and from having their busi-

ness interests overseen and guided by boards of directors. The REITs’ standards 

of operating and financial efficiency benefit from the scrutiny and influence of 

public investors, which encourages best practices on the part of management 

and boards. Despite the constraint of low- income retention rates, capable 

managements can still add value by careful specialization by property type and 

region; by efficient operations focusing on maximizing rental rates and occu-

pancies and minimizing operating costs; by property enhancements, refinanc-

ing, sales, and reinvestments; and/or by selected new development activity and 

property acquisitions financed on attractive terms with debt and/or equity.

 ■ Diversification: By investing in REITs, investors can diversify their real estate 

portfolios by geography and property type. Such diversification is hard to 

achieve in direct property investing because of the typically large size and value 

of each property.

In addition, REITs tend to offer additional advantages compared with publicly 

traded REOCs:

 ■ Taxation: REITs are typically exempt from the double taxation of income that 

comes from taxes being due at the corporate level and again when dividends or 

distributions are made to shareholders, as is the case in some jurisdictions such 

as the United States. In most jurisdictions, there are no taxes payable by a REIT 

if it: (1) meets certain requirements for types of assets held, typically rental 

property (75 percent of total assets in real estate for US REITs), (2) derives the 

bulk of its income from rents or mortgage interest on real estate (75 percent 

for US REITs), (3) has limited non- rental property assets, and (4) pays out in 

dividends/distributions nearly all of its taxable income (at least 90 percent in 

the United States). The dividends/distributions that REIT shareholders receive 
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are typically divided into ordinary taxable income, capital gains, and return of 

capital, and are taxed at their respective rates in the first two cases. REIT share-

holders do not have to pay current income tax on the portion of distributions 

that exceeds the REIT’s taxable income (calculated after depreciation charges) 

because that portion of distributions is treated as a return of capital, which is 

deducted from the shareholders’ cost basis for his/her shares. When the shares 

are eventually sold, the excess of the amount received over the cost basis of the 

shares is taxed as capital gains. This treatment of portions of their distributions 

as return of capital is generally favorable for investors from a tax perspective.

 ■ Earnings predictability: The contractual nature of REITs’ rental income tends 

to give them a greater degree of earnings predictability than that of most indus-

trial and natural resource companies.

 ■ High income payout ratios and yields: The typically high income payout ratios 

of REITs make them among the most stable and highest yielding of publicly 

traded equities.

REOCs have the following advantage compared with REITs:

 ■ Operating flexibility: REOCs are free to invest in any kind of real estate or 

related activity subject only to the limitations that may be imposed by their arti-

cles of incorporation and/or the market. This flexibility gives management the 

opportunity to allocate more resources to development activity, which has the 

potential of delivering high returns. Compared with REITs, REOCs can retain 

more of their income for re- investment when they believe attractive opportu-

nities exist to create value for investors. REOCs are free to use a wider range of 

capital structures and degrees of financial leverage in their activities.

In contrast with REOCs, REITs are constrained in their investments, operations, 

and distributions; these constraints may prevent REITs from maximizing their returns.

EXAMPLE 1  

Advantages of Publicly Traded Real Estate Investments

1 Which of the following assets requires the most expertise in real estate on 

the part of the investor?

A A REOC share

B An equity REIT share

C A direct investment in a single property

2 Which of the following has the most operating and financial flexibility?

A A REOC

B An equity REIT

C A direct investment in a single property

Solution to 1:

C is correct. Direct investment in a single property requires a high level of real 

estate expertise. Investment in publicly traded equity investments (in REITs or 

REOCs) requires much less expertise because investors benefit from having their 

property interests actively managed on their behalf by professional managers and 

from having their business interests overseen and guided by boards of directors, 

as in the case of all public corporations.
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Solution to 2:

A is correct. REOCs are free to invest in any kind of real estate or related activity 

without limitation. This freedom gives management the opportunity to create 

more value in development activity and in trading real estate and to retain as 

much of their income as they believe is appropriate. A wider range of capital 

structures and degrees of financial leverage may be used in the process. In con-

trast with REOCs, REITs face restrictions on the amount of income and assets 

accounted for by activities other than collecting rent and interest payments. 

Direct investment is less liquid and divisible than REOC and REIT shares, which 

limits the operational flexibility of such investment.

3.3.2 Disadvantages of Publicly Traded Equity Real Estate Securities

Potential disadvantages of publicly traded real estate securities include those related 

to the following:

 ■ Taxation: Although REITs are typically tax- advantaged compared with generic 

common share investment, direct property investment has tax advantages 

compared with both REIT and REOC investing. Unlike direct property own-

ership and partnership investments in some countries, REITs and REOCs 

generally cannot pass on tax losses to their investors as deductions from their 

taxable income. Also, in jurisdictions permitting deferral of tax when a property 

investment is exchanged or sold and replaced by similar property within a short 

period of time (e.g., the 180- day “Section 1031 Like- Kind Exchange” rule in the 

United States), REIT shares do not qualify for such tax- deferred exchanges.

 ■ Control: Minority shareholders in a publicly traded REIT have less control over 

property- level investment decisions than do direct property owners.

 ■ Costs: The maintenance of a publicly traded REIT structure is costly and may 

not be recouped by offsetting benefits if the REIT lacks sufficient economies of 

scale or the value added by management is small.

 ■ Stock market determined pricing and returns: The stock market value of a 

REIT is more volatile than the appraised net asset value of a REIT, suggest-

ing risk is lower for direct property investors. But net asset values based on 

appraised values rather than actual transaction prices tend to underestimate 

volatility.4 Appraised values tend to be backward- looking by nature (because 

of typically being based on the sales price of comparable property transac-

tions that have already closed) and may not react to changes in market trends. 

Additionally, there is a psychological tendency to smooth valuations by ignoring 

outlier transactions.

 ■ Structural conflicts and related costs: The use of UPREIT and DOWNREIT 

structures can create conflicts of interest between the partnership and REIT 

shareholders when it comes to making decisions on the disposition of prop-

erties or increasing company debt levels and may involve additional adminis-

trative costs. For example, the disposition of a particular property or the use 

of more mortgage debt financing might have tax implications for the limited 

partners who sold the property to the operating partnership and tax consider-

ations could cause their interests to vary from the best interests of the REIT as 

a whole.

4 Appraised values are based on a range of considerations including recent market prices for comparable 

property sales (assuming willing buyers and willing sellers were involved), discounted cash flow analysis, 

and depreciated replacement cost. Property appraisal is discussed in the reading on private real estate 

investment.
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 ■ Relatively moderate income growth potential: The relatively low rate of 

income retention by REITs implies a low rate of reinvestment for future 

growth. This low rate of reinvestment tends to reduce income growth potential. 

Relatedly, the stock market’s tendency to focus on earnings growth can cause 

REIT shares to underperform in periods during which the market highly values 

fast- growing companies; such periods tend to coincide with time of high con-

sumer, business, and investor confidence.

 ■ Potential for forced equity issuance at disadvantageous prices: REITs typ-

ically use financial leverage and are regularly in the debt markets to refinance 

their maturing debt. If a REIT’s management of its overall financial leverage and 

the timing and type of its debt maturities is flawed, these issues can combine 

with a lack of substantial retained cash flow to force equity issuance at dilutive 

prices, especially during periods of weak credit availability (e.g., 2008–2009). 

Note that timely debt and equity financing and share repurchase activity if 

market prices fall below intrinsic values, using the retained portion of operating 

cash flows or the proceeds of debt issuance or property sales, can yield benefits 

to remaining REIT shareholders.

EXAMPLE 2  

Publicly Traded Real Estate Investments

1 Which of the following types of real estate investment is most appropriate 

for an investor seeking to maximize control?

A REIT

B REOC

C Direct investment in income- producing property

2 Which of the following best represents an advantage of REITs over a 

direct investment in an income- producing property?

A Diversification

B Operating flexibility

C Income growth potential

Solution to 1:

C is correct. Control is most characteristic of a direct investment in and own-

ership of income- producing property.

Solution to 2:

A is correct. REITs provide diversification of property holdings. B is incorrect 

because REITs do face restrictions on the amount of income and assets accounted 

for by activities other than collecting rent and interest payments; these restric-

tions can prevent a REIT from maximizing its returns. C is incorrect because the 

relatively low rates of income retention that are required to maintain a REIT’s 

tax- free status can detract from income growth potential.
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EXAMPLE 3  

Investment Objectives

Two real estate investors are each choosing from among the following invest-

ment types: REOC, equity REIT, or a direct investment in an income- producing 

property. Investor A’s primary objective is liquidity, and Investor B’s primary 

objective is maximum growth/capital gain potential. State and explain which 

real estate investment type best suits:

1 Investor A.

2 Investor B.

Solution to 1:

For Investor A, with a liquidity objective, REOC and REIT investments are most 

appropriate because REOCs and REITs are traded on stock exchanges and are 

more liquid. Direct investments in income- producing property are generally 

less liquid.

Solution to 2:

For Investor B, with a maximum growth objective, REOCs and direct property 

investment are most appropriate because REOCs and direct investors are free 

to invest in any kind of real estate or related activity without limitation and to 

reinvest as much of their income as they believe is appropriate for their objectives. 

This freedom gives them the opportunity to create more value in development 

activity and in trading real estate. REITs’ constraints prevent them from retaining 

earnings to reinvest, so their growth opportunities are more limited.

3.4 Considerations in Analysis and Due Diligence

For equity REITs as a group, key specific investment characteristics, opportunities, 

and risks should be assessed when conducting due diligence of their shares for invest-

ment purposes.

 ■ Remaining lease terms. Short remaining lease terms provide mark- to- market 

opportunities on rents. They are a positive consideration in an expansionary 

economy and/or rental rate environment and a negative one in a declining 

economy and/or rental market. Hotels and multi- family residential properties 

have the shortest lease terms, whereas shopping centers, offices, and industrial 

buildings typically have the longest lease terms.

 ■ Inflation protection. Leases that have pre- set periodic increases in rent through-

out the lease term (or that have minimum or base rents linked to the local 

inflation rate) provide a degree of inflation protection for investors.

 ■ Market rent analysis. Current market rents should be compared with rents paid 

by existing tenants. Low in- place rents provide upside potential to cash flows 

upon lease re- negotiation and high in- place rents represent additional risk to 

maintaining current cash flows.

 ■ Costs of re- leasing space. Costs to lease space when a lease matures typically 

include brokerage commissions, allowances for tenants’ improvements to their 

space, free rent, and downtime between leases. Such costs can be burdensome 

for landlords.
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 ■ Tenant concentration. Tenants that rent significant amounts of space and the 

percentage of rents paid by these significant tenants should be noted. Assessing 

the financial strength of significant tenants and the risk they pose to the REIT 

are important parts of necessary due diligence.

 ■ Availability of new competitive supply. The potential for new competitive supply 

to the REIT’s existing properties should be analyzed by examining new build-

ings under construction or planned by other developers and by assessing the 

likelihood of more projects gaining approval.

 ■ Balance sheet/leverage analysis. A detailed review of the REIT’s balance sheet, 

including leverage levels, cost of debt, and debt maturity profile should be 

completed.

 ■ Management. Due diligence should include a review of senior management’s 

background, skill sets, track records, years of experience, and length of time 

with the REIT.

The next section describes subtypes of equity REITs and any due diligence con-

siderations that apply specifically to the subtypes.

3.5 Equity REITs: Property Subtypes

Equity REITs, the predominant form of REITs, are actively managed enterprises seeking 

to maximize the returns from their property portfolios by applying management skills 

in operations and finance. For this reason, most REITs focus on a particular property 

type, striving to excel in operating efficiency and growth while still being mindful of 

risk- reducing strategies, including diversification by geography and by the number and 

quality of properties and tenants. The analysis of equity REITs is conducted along the 

same lines as that of publicly traded equities in general: commencing with industry 

analysis, followed by company analysis, and then equity valuation. Certain specific 

economic value determinants, investment characteristics, risks, and areas for analysis 

and due diligence, apply to each property subtype of REITs shown in Exhibit 5.

Exhibit 5   Global REITs by Property Type Held

Property Type Percentage of Total

Shopping center/Retail 23.3

Office 14.5

Residential 11.3

Healthcare 6.8

Hotel/Resort 2.7

Industrial 4.2

Industrial/Office 1.0

Self- storage 2.6

Diversified 33.6

The following sections discuss these property types in more detail.

3.5.1 Shopping Center/Retail REITs

Shopping center or retail REITs invest in such retail properties as regional shopping 

malls, community/neighborhood shopping centers, and to a lesser degree, premium 

retail space in leading cities.
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Regional shopping malls are large spaces, often enclosed, in which retailing tends to 

be in higher- priced discretionary goods (e.g., fashionable clothing). Tenants’ leases in 

regional malls usually have terms of 3–10 years and typically require tenants—except 

for the largest “anchor” retailers—to pay the greater of a fixed- minimum rental rate 

and a percentage of their sales. “Anchor” retailers, however, have very long- term, fixed- 

rent leases or own their premises. As part of their total rent under typical net leases, 

tenants pay a net rent, all of which goes to the landlord, plus a share of the common 

area costs of the mall based on their proportionate share of the space leased. Despite 

the link between tenants’ sales and rent, revenue streams are relatively stable because 

of high levels of minimum rent that often represent well over 90 percent of revenue.

Community shopping centers—consisting of stores linked by open- air walkways or, 

in the case of so- called “power centers” or “big- box centers,” linked by parking lots—

generally provide such basic necessity goods and services as food and groceries, home 

furnishings, hardware, discount merchandise, fast food, and banking, with similar lease 

maturities but non- participatory rents that are usually subject to periodic increases.

For shopping center REITs, analysts often analyze such factors as rental rates and 

sales per square foot/meter for the rental property portfolio, dividing them into same 

portfolio and new space addition components.

3.5.2 Office REITs

Office REITs invest in and manage multi- tenanted office properties in central business 

districts of cities and suburban markets. Lease terms are typically long (5–25 years) 

with contractual base rents that are fixed and adjust upward (typically every 5–10 

years). In addition to base rents, tenants pay their proportionate share of operating 

expenses, common area costs, and property taxes. Rental income tends to be stable 

year- to- year, but over the longer term (5–10 years) it can be affected by changes in 

office market vacancy and rental rates that characterize the office industry cycle. This 

cycle arises because of long office tower construction and interior finishing periods 

(three or more years ) and the willingness of developers to build large buildings in 

which only a portion of the space has been preleased. These factors result in the 

commencement of construction of new space during periods of strong economic 

growth and the completion of new space potentially during economic downturns 

when tenant demand is low.

Analysts of office REITs pay particular attention to new space under construction 

in a REIT’s local market, to site locations and access to public transportation and high-

ways, and to business conditions for a REIT’s principal tenants. Analysts also focus on 

the quality of a REIT’s office space, focusing on such factor as location, convenience, 

utilitarian and architectural appeal, and the age and durability of the building.

3.5.3 Industrial REITs

Industrial REITs hold portfolios of single- tenant or multi- tenant industrial properties 

that are used as warehouses, distribution centers, light manufacturing facilities, and 

small office or “flex” space for sales, administrative, or related functions.

Industrial property and industrial REITs are less cyclical than some other property/

REIT types including hotel, health care, and storage. The long- term net leases (5–25 

years) that pertain to industrial space, the short time required to build industrial build-

ings (usually well under a year), and the tendency to build and prelease and/or build 

space to suit particular tenants dampen any rapid change of rental income and values.

Analysts pay particular attention to trends in tenants’ requirements and the impact 

these can have on the obsolescence of existing space and the need for new types of 

space. Strategic property locations—such as near a port, airport, or highway—are 

important positive considerations. Shifts in the composition of national and local 
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industrial bases and trade play important roles in this regard and can sometimes be 

difficult to detect and forecast. Trends in new supply and demand in the local market 

are closely scrutinized.

3.5.4 Multi- family/Residential REITs

Multi- family/residential REITs invest in and manage rental apartments for lease to 

individual tenants, typically using one- year leases. Rental apartment demand tends 

to be relatively stable, but fluctuations in rental income can occur as a result of com-

petition from condominium construction, tenant (move- in) inducements, regional 

economic strengths and weaknesses, the effects of inflation on such operating costs 

as energy and other utility costs, and taxes and maintenance costs (because apartment 

leases often tend to be gross leases under which many or all of such costs are paid 

for by the landlord).

Analysts pay particular attention to local demographics and income trends, age 

and competitive appeal, cost and availability of homeownership in local markets, and 

the degree of government control of local residential rents. Fuel and energy costs 

receive particular attention because properties are usually leased under gross leases 

that require landlords to pay for part or all of the building operating costs.

3.5.5 Storage REITs

Storage REITs own and operate self- storage properties, sometimes referred to as 

mini- warehouse facilities. Space in these facilities is rented under gross leases (i.e., 

no additional payments are due for operating costs or property taxes), usually on a 

monthly basis by individuals for storing personal items and by small businesses. Ease 

of entry into this growing field has led to periods of overbuilding.

Analysts pay special attention to the rate of construction of new competitive 

facilities, trends in housing sales activity that can affect the demand for temporary 

storage, local demographic trends, new business start- up activity, and seasonal trends 

in demand for storage facilities that can be significant in some markets.

3.5.6 Health Care REITs

Health care REITs invest in skilled nursing facilities (nursing homes), assisted living 

and independent residential facilities for retired persons, hospitals, medical office 

buildings, and rehabilitation centers. In many countries, REITs are not permitted to 

operate these facilities themselves if they wish to maintain their REIT status and must 

lease them to health care providers; these leases are usually net leases. REITs may 

jeopardize their tax status (no tax at trust level) if they are found to be operating a 

business in violation of their passive investment restriction. Although largely resistant 

to the effects of economic recessions, health care REITs are exposed to the effects of 

population demographics, government funding programs for health care, construction 

cycles, the financial condition of health care facilities operators/lessees, and any costs 

arising from litigation by residents.

Analysts scrutinize operating trends in facilities, in government funding, in litiga-

tion settlements, and insurance costs. Amounts of competitors’ new facilities under 

construction in relation to prospective demand and prospects for acquisitions are 

also key points of focus.

3.5.7 Hotel REITs

Hotel REITs own hotel properties but, similar to health care REITs, in many countries 

they must refrain from operating their properties themselves to maintain their tax- 

advantaged REIT status. Hotel REITs typically lease all their properties to taxable 

REIT subsidiaries (or to third- party lessees) who operate them ensuring the hotel 

REIT parent receives passive rental income. This rental income typically accounts 
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for the major portion of a hotel’s net operating cash flow. Management of the hotel 

is usually turned over to hotel management companies, many of which own widely 

recognized hotel brands. The net effect of this structure is that although the hotel 

REIT is tax exempt to the extent that it meets its income distribution and other REIT 

requirements, a minor portion of net operating cash flow from hotel properties may 

be subject to income taxation. The hotel sector is cyclical because it is not protected 

by long- term leases and is thus exposed to business- cycle driven short- term changes 

in regional, national, and international business and leisure travel. Exposure to travel 

disruptions also increases revenue volatility.

Analysts examine trends in occupancies, average room rates, and operating profit 

margins by hotel type and geographic location; statistics are compared with industry 

averages published by government and private- sector hotel industry statistics providers. 

Revenue per available room (RevPAR), the product of average room rate by average 

occupancy, is a widely monitored barometer of the hotel business. Attention is also 

paid to trends in hotel room forward bookings by category (individual, corporate, 

group, and convention), in food and beverage and banqueting sales, and in margins. 

Expenditures on maintaining and improving property, plant, and equipment are 

scrutinized, and the rates of new room construction and completion in local markets 

are watched very closely in view of the cyclicality of demand and the long duration 

of hotel construction (typically 1.5 to 3 years). Because income is so variable in this 

sector, analysts need to be wary of hotel REITs that use high financial leverage.

3.5.8 Diversified REITs

Diversified REITs own and operate in more than one type of property and are more 

common in Europe and Asia than in the United States. Some investors favor the 

reduced risk and wider opportunities that come from diversification. An analysis of 

management’s experience with each property type and degree of local market presence 

are obviously important in reviewing diversified REITs.

3.6 Economic Drivers

Exhibit 6 shows major economic factors affecting REITs and their relative importance 

for different types of equity REITs. The measures of relative importance should be 

viewed as an approximate guide only because the relative importance can vary espe-

cially for extreme changes in the economic factors. Over the course of a full business 

cycle, however, the measures of relative importance shown tend to apply.

Risks tend to be greatest for those REITs in property- type sectors where tenant/

occupant demand for space can fluctuate most widely in the short- term (notably hotels) 

and in which dislocations between supply and demand are most likely to occur (notably 

office, hotel, and health care). However, the quality and locations of properties held 

by a REIT, their leasing, and financing status are also extremely important factors in 

determining a REIT’s risk profile.

Exhibit 6   Importance of Factors Affecting Economic Value for Various 

Property Types

National 

GDP 

Growth

Job 

Creation

Retail 

Sales 

Growth

Population 

Growth

New Space 

Supply vs. 

Demand

Retail 1 3 2 4 4

Office 1 2 5 4 3

Industrial 1 5 2 3 4
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National 

GDP 

Growth

Job 

Creation

Retail 

Sales 

Growth

Population 

Growth

New Space 

Supply vs. 

Demand

Multi- family 1 2 5 2 4

Storage 1 3 5 2 4

Health care 1 4 5 2 3

Hotels 1 2 5 4 3

Note: 1 = most important, 5 = least important

Source: Based on data from the authors’ research

Growth in the economy or national GDP is generally the most important single 

economic factor affecting the outlook for all types of property and REITs. Retail sales 

growth is reflected in the sales growth of shopping center tenants and influences directly 

(through rental rates based on a percentage of sales) and indirectly (through tenants’ 

ability to pay more rent and landlords’ efforts to take advantage of this increase) the 

rental rates and occupancies in shopping centers.

Job creation tends to be reflected in increased demand for office space to accom-

modate white collar workers and in requirements for more retail space to cater to 

related increases in spending. Job creation also tends to be reflected in (1) increased 

demand for multi- family accommodation as newly employed people gain the financial 

means to rent their own accommodation, (2) greater hotel room demand as leisure 

and business travel increase in response to an expanded workforce, and (3) increased 

use of storage space as personal and small business needs for space rise.

Office, hotel, and health care properties and the REITs that invest in those property 

types are more prone to supply–demand dislocations because of (1) the long time 

taken to construct new space (space on which construction commences in a booming 

economy may be completed two or three years later, potentially during a recession) 

and (2) the large size of many facilities, which can contribute to excess supply on 

completion. Population growth tends to be reflected in increased demand for multi- 

family accommodations, storage, and health care facilities.

EXAMPLE 4  

REITs and Due Diligence

1 Which of the following statistics is similarly relevant for a shopping cen-

ter, office, or hotel REIT?

A Occupancy

B Forward bookings

C Sales per square foot

2 Which of the following types of REITs is least directly sensitive to popula-

tion growth?

A Office

B Health care

C Multi- family residential

Exhibit 6   (Continued)
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3 In addition to the analysis of occupancy, rental rate, lease expiry, and 

financing statistics, analysts of office REITs are most likely to pay particu-

lar attention to trends in:

A job creation.

B population growth.

C retail sales growth.

4 Which of the following types of REITs would be expected to experience 

the greatest cash flow volatility?

A Hotel

B Industrial

C Shopping center

Solution to 1:

A is correct. Occupancy is a critical variable for all three types of REITs. Forward 

bookings would be relevant for only hotel REITs; sales per square foot for shop-

ping center REITs.

Solution to 2:

A is correct. Population growth ranks as a less significant factor for office REITs 

and a more significant factor for health care and multi- family residential REITs. 

Different economic factors affect different property types to a varying degree, 

given their lease structures and competitive environment.

Solution to 3:

A is correct. Job creation is most significant for office REITs. Population growth 

is more significant for multi- family, storage, and health care REITs than for office 

REITs, as shown in Exhibit 6, whereas retail sales growth is more significant for 

shopping center/retail and industrial REITs than for office REITs.

Solution to 4:

A is correct. Hotel room demand fluctuates with economic activity; there are 

no long- term leases on hotel rooms to protect hotel REITs’ revenue streams 

from changes in demand. Industrial and shopping center REITs benefit from 

long- term leases on their properties and from the relatively mild dislocations 

between supply and demand caused by the construction of new space in these 

sub- sectors.

REAL ESTATE OPERATING COMPANIES

Publicly traded real estate equities exist in forms other than REITs. Real estate oper-

ating companies (REOCs) are ordinary taxable corporations that operate in the real 

estate industry in countries that do not have a tax- advantaged REIT regime in place 

or are engaged in real estate activities of a kind and to an extent that do not fit within 

their country’s REIT framework. Such ineligible activity generally takes the form of 

development or land investment in which the cash flows are not recurring income 

from lease revenues. Examples of such REOCs are

 ■ Hongkong Land, a leading office investor and residential developer listed in 

Singapore (registered in Bermuda, part of Singapore Straits Times Index),

4
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 ■ Brookfield Office Properties, an international office investor and property man-

ager listed in Toronto and New York with a low income payout ratio, and

 ■ China Vanke, one of China’s largest residential property developers.

REOCs offer essentially the same advantages and disadvantages as REITs with respect 

to investing in real estate directly, but with some differences.

REITs and REOCs face similar operating and financial risks as private real estate 

investments, including leasing, operating, financing, and market risks as well as 

exposure to general economic risk. Despite certain advantages of REOCs, such as 

operating flexibility, the equity markets of most countries show a preference for the 

tax advantages, high- income distributions, and rigorous operating and financial man-

dates that come with REIT status. Consequently, in many markets there is a tendency 

for REOCs to experience less access to equity capital and lower market valuations 

(and higher cost of equity) than REITs. REOCs are usually able to elect to convert to 

REIT status if they meet the general requirements of REITs but, depending on their 

countries of domicile, must consider potential local tax consequences for themselves 

and their shareholders that may be triggered by the change.5

EXAMPLE 5  

REOCs

1 Which of the following statements is most accurate?

A REOCs are subject to the same tax rules as trusts.

B REOCs are subject to the same tax rules as ordinary corporations.

C REITs usually cannot elect to convert to REOCs without changing 

their income payout rates and sources of income.

2 Which of the following statements is most accurate? REOCs:

A can invest in any type of real estate without losing their tax status.

B are a more prevalent and popular investment asset class than REITs 

globally.

C do not pay any income taxes if they pay out all their taxable income to 

their shareholders.

Solution to 1:

B is correct. REOCs are taxed in the same way as ordinary corporations. A is 

not correct because REOCs are taxed as corporations; C is not correct because 

REITs do not need to change their income payout rates or sources of income 

to become REOCs.

Solution to 2:

A is correct. REOCs, unlike REITs, can generally invest in any type of real estate 

without losing their tax status. C is incorrect because REOCs do not enjoy such 

a tax advantage. B is incorrect because, as shown in Exhibit 2, REOCs globally 

represent less invested capital than REITs.

5 Because their leverage is high and they can use accelerated depreciation, REOCs’ cash tax liabilities are 

frequently relatively low.
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VALUATION: NET ASSET VALUE APPROACH

Approaches analysts take to valuing equity include those based on asset value estimates, 

price multiple comparisons, and discounted cash flow. These general approaches are 

used to value shares of REITs and REOCs and will be addressed in Sections 5, 6, and 

7, respectively.

Two possible measures of value that analysts might use are book value per share 

(BVPS)6 and net asset value per share (NAVPS) based on reported accounting values 

and market values for assets, respectively. NAVPS is the relevant valuation measure 

for valuing REITs and REOCs.

NAVPS is often used as a fundamental benchmark for the value of a REIT or 

REOC. Discounts in the REIT share price from NAVPS are interpreted as indications 

of potential undervaluation, and premiums in the REIT share price to NAVPS, in the 

absence of indications of positive future events, such as a successful property devel-

opment completion or expected high value creation by a management team, suggest 

potential overvaluation. By way of qualification, however, these assessments must 

be made in the context of the stock market’s tendency to be forward looking in its 

valuations and at times to have different investment criteria from property markets.

The net asset value may be viewed as the largest component of the intrinsic value 

of a REIT or REOC, the balance being investors’ assessments of the value of any 

non- asset- based income streams (e.g., fee or management income), the value added 

by management of the REIT or REOC, and the value of any contingent liabilities.7

Section 5.1 explains why BVPS can diverge from NAVPS; analysts need to under-

stand in detail the accounting for REITs’ investment properties in order to evaluate 

the relevance of accounting information. Section 5.2 then illustrates the estimation 

of NAVPS.

5.1 Accounting for Investment Properties

The value of the investment property portfolio of a REIT or REOC is a very important 

element in the valuation of its shares. Analysts should take care to understand the 

basis on which a REIT’s investment properties are valued. If accounting is on a fair 

value basis, accounting values may be relevant for asset- based valuation. If historical 

cost values are used, however, accounting values are generally not relevant.

Investment property is defined under International Financial Reporting Standards 

(IFRS) as property that is owned (or, in some cases, leased under a finance lease) for 

the purpose of earning rentals or capital appreciation or both. Buildings owned by 

a company and leased to tenants are investment properties. In contrast, other long- 

lived tangible assets (i.e., property considered to be property, plant, and equipment) 

are owner- occupied properties used for producing the company’s goods and services 

or for housing the company’s administrative activities. Investment properties do not 

include long- lived tangible assets held for sale in the ordinary course of business. For 

example, the houses and property owned by a housing construction company are 

considered to be its inventory.

Under IFRS, companies are allowed to value investment properties using either a 

cost model or a fair value model. The cost model is identical to the cost model used 

for property, plant, and equipment. Under the fair value model, all changes in the fair 

5

6 As used in this reading, BVPS refers to depreciated real estate value rather than total shareholders’ 

equity per share.

7 The intrinsic value of an investment, as discussed in the CFA Program Level II reading “Equity Valuation: 

Applications and Processes,” is the value ascribed to an investment on the basis of a hypothetically complete 

understanding of its characteristics. It is generally estimated on a going- concern basis.
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value of the asset affect net income. To use the fair value model, a company must be 

able to reliably determine the property’s fair value on a continuing basis. In general, 

a company must apply its chosen model (cost or fair value) to all of its investment 

property. If a company chooses the fair value model for its investment property, it must 

continue to use the fair value model until it disposes of the property or changes its 

use such that it is no longer considered investment property (e.g., it becomes owner- 

occupied property or part of inventory). The company must continue to use the fair 

value model for that property even if transactions on comparable properties, used to 

estimate fair value, become less frequent.

Investment property appears as a separate line item on the balance sheet. Companies 

are required to disclose whether they use the fair value model or the cost model for 

their investment property. If the company uses the fair value model, it must make 

additional disclosures about how it determines fair value and must provide reconcili-

ation between the beginning and ending carrying amounts of investment property. If 

the company uses the cost model, it must make additional disclosures—for example, 

the depreciation method and useful lives must be disclosed. In addition, if the com-

pany uses the cost model, it must also disclose the fair value of investment property.

In contrast to IFRS, under US generally accepted accounting principles (US GAAP), 

there is no specific definition of investment property. Most operating companies and 

real estate companies in the United States that hold investment- type property use 

the historical cost accounting model. This model does not accurately represent the 

economic values of assets and liabilities or the current economic return or income to 

a business in environments of significant price and cost changes. This issue is espe-

cially evident in companies whose businesses involve the purchase and long- term 

retention of assets, notably real estate, because under historical cost accounting, assets 

including buildings are generally carried at depreciated historical cost. These figures 

can be written down when they undergo a permanent impairment in economic value, 

but they can only be written up under exceptional circumstances, such as mergers, 

acquisitions, or reorganizations. The historical cost accounting practices that prevail 

in regard to investment property assets in the United States, the largest market for 

REITs in the world, tend to distort the measure of economic income and asset value 

by understating carrying values on long- held property assets and overstating depre-

ciation on assets that are often appreciating in value because of general price inflation 

or other property- specific reasons.

5.2 Net Asset Value Per Share: Calculation

As a result of shortcomings in accounting reported values, investment analysts and 

investors use estimates of net asset value per share. NAVPS is the difference between a 

real estate company’s assets and its liabilities, all taken at current market values instead 

of accounting book values, divided by the number of shares outstanding. NAVPS is a 

superior measure of the net worth of a company compared with book value per share.

In valuing a REIT’s or REOC’s real estate portfolio, analysts will look for the results 

of existing appraisals if they are available (such as those provided by companies report-

ing under IFRS). If they are not available or if they disagree with the assumptions or 

methodology of the appraisals, analysts will often capitalize the rental streams—rep-

resented by net operating income (NOI)—produced by a REIT’s or REOC’s properties, 

using a market required rate of return. Net operating income (NOI) is defined as 

gross rental revenue minus operating costs (which include estimated vacancy and col-

lection losses, insurance costs, taxes, utilities, and repairs and maintenance expenses) 

but before deducting depreciation, general and administrative (G&A) expenses, and 

interest expense. After deducting G&A expenses from NOI, the figure obtained is 

analogous to earnings before interest, depreciation, and amortization (EBITDA). 

The market required rate of return, usually referred to as the capitalization rate 
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or “cap rate,” is the rate used in the marketplace in recent transactions to capitalize 

similar- risk future income streams into a present value. It is calculated as the NOI of a 

comparable property or portfolio of comparable properties divided by the total value 

of the comparable(s) as represented by transaction prices. Analysts will often seek to 

corroborate the property valuations obtained with price per square foot information 

on transactions involving similar types of properties, as well as replacement cost 

information (adjusted for depreciation and the age and condition of the buildings). 

These estimated asset values will be substituted for the book values of the properties 

on the balance sheet and adjustments made to any related accounting assets, such as 

capitalized leases, to avoid double counting.

Generally, goodwill, deferred financing expenses, and deferred tax assets will be 

excluded to arrive at a “hard” economic value for total assets. Liabilities will be similarly 

adjusted to replace the face value of debt with market values if these are significantly 

different (e.g., as a result of changes in interest rates) and any such “soft” liabilities as 

deferred tax liabilities will be removed. The revised net worth of the company divided 

by the number of shares outstanding is the NAV. Although this figure is calculated 

before provision for any income or capital gains taxes that might be payable on liq-

uidation, the inability to predict how the company or its assets might be sold and the 

prospect that it might be kept intact in an acquisition cause investors to look to the 

pre- tax asset value as their primary net worth benchmark. If a company has held its 

assets for many years and has a very low remaining depreciable value for its assets 

for tax purposes, this can color investors’ perspectives on valuation. Quantifying the 

effects of a low adjusted cost base, however, is impeded by lack of knowledge of the 

tax circumstances and strategies of a would- be acquirer.

Exhibit  7 provides an example of the calculations involved in estimating NAV 

based on capitalizing rental streams. Because the book values of assets are based on 

historical costs, the analyst estimates NAVPS. First, by capitalizing NOI with certain 

adjustments, the analyst obtains an estimate of the value of rental properties, then 

the value of other tangible assets is added and the total netted of liabilities. This net 

amount, NAV, is then divided by the number of shares outstanding to obtain NAVPS.

The second line in Exhibit 7 shows the adjustment to remove non- cash rents; these 

are the result of the accounting practice of “straight lining” the rental revenue from 

long- term leases. (The amount of this deduction is the difference between the average 

contractual rent over the leases’ terms and the cash rent actually paid.) NOI is also 

increased to reflect a full year’s rent for properties acquired during the course of the 

year, resulting in pro forma “cash NOI” for the previous 12 months of $267,299,000. 

This figure is then increased to include expected growth for the next 12 months at 

1.5 percent, resulting in expected next 12- months cash NOI of $271,308,000.

An appropriate capitalization rate is then estimated based on recent transactions 

for comparable properties in the property market. An estimated value for the REIT’s 

operating real estate is obtained by dividing expected next 12- months cash NOI by 

the decimalized capitalization rate (in this case, 0.07). The book values of the REIT’s 

other tangible assets including cash, accounts receivable, land for future develop-

ment, and prepaid expenses are added to obtain estimated gross asset value. (Land is 

sometimes taken at market value if this can be determined reliably; but because land 

is often difficult to value and of low liquidity, analysts tend to use book values.) From 

this figure, debt and other liabilities (but not deferred taxes because this item is an 

accounting provision rather than an economic liability) are subtracted to obtain net 

asset value. Division by the number of shares outstanding produces NAVPS.
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Exhibit 7   Analyst Adjustments to REIT financials to obtain 

NAVPS

Office Equity REIT Inc. 

Net Asset Value Per Share Estimate  

(In Thousands, Except Per Share Data)

Last 12- months real estate NOI $270,432

Less: Non- cash rents 7,667

Plus: Adjustment for full impact of acquisitions (1) 4,534

Pro forma cash NOI for last 12 months $267,299

Plus: Next 12 months growth in NOI (2) $4,009

Estimated next 12 months cash NOI $271,308

Assumed cap rate (3) 7.00%

Estimated value of operating real estate $3,875,829

Plus: Cash and equivalents $65,554

Plus: Land held for future development 34,566

Plus: Accounts receivable 45,667

Plus: Prepaid/Other assets (4) 23,456

Estimated gross asset value $4,045,072

Less: Total debt $1,010,988

Less: Other liabilities 119,886

Net asset value $2,914,198

Shares outstanding 55,689

1 50 percent of the expected return on acquisitions was made in 

the middle of 2010.

2 Growth is estimated at 1.5 percent.

3 Cap rate is based on recent comparable transactions in the 

property market.

4 This figure does not include intangible assets.

NAVPS is calculated to be $2,914,198 divided by 55,689 shares, which equals 

$52.33 per share.

5.3 Net Asset Value Per Share: Application

REITs have a relatively active private investment market for their business assets; 

namely, the direct investment property market. This market facilitates the estimation 

of a REIT’s or REOC’s net asset value: an estimate of the value of their underlying 

real estate if it were sold in the private market, debt obligations were satisfied, and 

the remaining capital—the net asset value—was distributed to shareholders. This 

approach is unique to REITs and REOCs because commercial real estate assets trans-

act relatively frequently in the private market, and as a result an investor can make 

observations about how such properties trade on the basis of the capitalization rate 

(the rate obtained by dividing net operating income by total value) or on the basis of 

price per square foot, and apply these valuations to the assets of a public company. In 

fact, in the United States, it is estimated that only 10–15 percent of commercial real 

estate is held by publicly traded REITs, thus making the private market far larger than 
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the public market, although less active. To draw a parallel, using a NAV approach to 

value REITs is much like using the sum- of- the- parts approach to valuing a company 

with multiple business lines.

The NAV approach to valuation is most often used by sector- focused real estate 

investors that view REITs and REOCs primarily as liquid forms of commercial real 

estate ownership. Value- oriented investors also tend to focus on NAV when stocks are 

trading at significant discounts to the underlying value of the assets. In addition, NAV 

analysis becomes particularly important when there is significant leveraged buyout 

(LBO) activity in the broader market. At such times, LBO sponsors attempt to buy 

REITs trading at large discounts to NAV to realize their underlying real estate value. 

Conversely, when REIT stocks trade at large premiums to NAV, IPO activity and stock 

issuance activity increases because the public markets are essentially ascribing more 

value to the real estate than the private markets are. Over time, REITs and REOCs in 

the United States and globally have at times traded at premiums- to- NAV of more than 

25 percent and at other times at discounts from NAV exceeding 25 percent. Thus, if 

the NAV of a REIT were $20/share, the stock might trade as low as $15/share or as 

high as $25/share, depending on a range of factors.

5.3.1 Important Considerations in a NAV- Based Approach to Valuing REITs

Although NAV estimates provide investors with a specific value, there are a number of 

important considerations that should be taken into account when using this approach 

to value REITs and REOCs. First, investors must understand the implications of using 

a private market valuation tool on a publicly traded security. In this context, it is useful 

to examine how NAVs are calculated.

The methods most commonly used to calculate NAV are (1) using a capitalization 

rate or “cap rate” approach to valuing the NOI of a property or portfolio of properties; 

(2) applying value per square foot (or unit) to a property or portfolio of properties; 

and/or (3) using appraised values disclosed in the company’s financial statements 

(permitted under IFRS but not hitherto or currently under US GAAP).8 An analyst 

may adjust these appraised values reported by the company if he or she does not 

agree with the underlying assumptions and if there is sufficient information to do 

so. In the first two instances, the cap rates and values per square foot are derived 

from observing transactions that have occurred in the marketplace. In contrast, most 

sophisticated direct purchasers of commercial real estate arrive at a purchase price 

after doing detailed forecasting of the cash flows they expect to achieve from owning 

and operating a specific property over their investment time horizon. These cash flows 

are then discounted to a present value or purchase price. Whatever that present value 

or purchase price is, an analyst can estimate value by dividing an estimate of NOI by 

the cap rate, essentially the required rate of current return for income streams of that 

risk. In addition, an analyst can take the present value or purchase price and divide by 

the property’s rentable area for a value per square foot. The point is that cap rates and 

values per square foot result from a more detailed analysis and discounted cash flow 

process. The discount rate used by a private owner/operator of commercial real estate 

could be different from the discount rate used by investors purchasing shares of REITs.

NAV reflects the value of a REIT’s assets to a private market buyer, which may or 

may not be the same as the value that public equity investors ascribe to the business. 

This fact is one of the reasons for the wide historical premium/discount range stocks 

trade at relative to NAV estimates. Another reason is that the stock market tends to 

focus more on the outlook for short- term future changes in income and asset value 

than the property market, which is more focused on long term valuation. As alluded 

8 At the time of this writing, US GAAP requires property assets to be carried in financial statements at 

depreciated cost.
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to earlier, it is possible that REITs and REOCs can trade at some premium or discount 

to NAV until the premium/discount becomes wide enough for market forces to close 

the arbitrage gap.

Another factor to consider when using a NAV approach to REIT/REOC valua-

tion is that NAV implicitly treats a company as an individual asset or static pool of 

assets. In reality, such treatment is not consistent with a going concern assumption. 

Management teams have different track records and abilities to produce value over 

time, assets can be purchased and sold, and capital market decisions can add or sub-

tract value. An investor must thus consider how much value a management team can 

add to (or subtract from) current NAV. For instance, an investor may be willing to 

purchase REIT A trading at a 10 percent premium to NAV versus REIT B trading at a 

small discount to NAV because the management team of REIT A has a stronger track 

record and better opportunities to grow the NAV compared with REIT B, therefore 

justifying the premium at which REIT A trades relative to REIT B.

NAV estimates can also become quite subjective when property markets become 

illiquid and few transactions are observable, or when REITs and REOCs own hun-

dreds of properties, making it difficult for an investor to estimate exactly how much 

the portfolio would be worth if the assets were sold individually. There may also be a 

large- portfolio premium in good economic environments when prospective strategic 

purchasers may be willing to pay a premium to acquire a large amount of desired prop-

erty at once, or a large- portfolio discount when there are few buyers for the kind of 

property in question. In addition, such assets as undeveloped land, very large properties 

with few comparable assets, properties with specific uses, service businesses, and joint 

ventures complicate the process of estimating NAV with accuracy and confidence.

5.3.2 Further Observations on NAV

Among institutional investors, the most common view is that if REIT management 

is performing well in the sense of creating value, REITs and REOCs should trade at 

premiums to underlying NAVPS. The rationale is based on the following:

1 Investors in the stocks have liquidity on a day- to- day basis, whereas a private 

investor in real estate does not, thus warranting a lower required return rate 

(higher value) in the public market than the private market for the same assets.

2 The competitive nature of the public markets and size of the organizations 

should attract above- average management teams, which should produce better 

real estate operating performance and lead to better investment decisions than 

the average private real estate concern.

In conclusion, although NAV is by its nature an absolute valuation metric, in prac-

tice it is often more useful as a relative valuation tool. If all REITs are trading above 

NAV or below NAV, selecting individual REITs could become a relative exercise—that 

is, purchasing the REIT stock trading at the smallest premium to NAV when REITs 

are trading above NAV, or selling the REIT trading at the smallest discount to NAV 

when REITs are all trading at a discount to NAV. In practice, NAV is also used as a 

relative metric by investors looking at implied cap rates. To calculate the implied cap 

rate of a REIT or REOC, the current price is used in an NAV model to work backward 

and solve for the cap rate. By doing so, an investor looking at two similar portfolios 

of real estate could ascertain if the market is valuing these portfolios differently based 

on the implied cap rates.
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VALUATION: RELATIVE VALUE (PRICE MULTIPLE) 

APPROACH

Conventional equity valuation approaches, including “market- based” or relative value 

approaches, are used with some adaptations to value REITs and REOCs. Such multiples 

as price- to- funds from operations (P/FFO), price- to- adjusted funds from operations 

(P/AFFO), and enterprise value- to- earnings before interest, taxes, depreciation, and 

amortization (EV/EBITDA) are used for valuing shares of REITs and REOCs in much 

the same way as for valuing shares in other industries. Funds from operations and 

adjusted funds from operations are defined and discussed in detail in Section 6.2.

6.1 Relative Value Approach to Valuing REIT Stocks

The relative value measures most frequently used in valuing REIT shares are P/FFO 

and P/AFFO. The ratio EV/EBITDA is used to a lesser extent. Like the P/E and P/CF 

multiples used for valuing equities in industrial sectors, P/FFO and P/AFFO multi-

ples allow investors to quickly ascertain the value of a given REIT’s shares compared 

with other REIT shares, or to compare the current valuation level of a REIT’s shares 

with historical levels.9 Within the REIT sector, P/FFO and P/AFFO multiples are also 

often compared with the average multiple of companies owning similar properties; for 

example, comparing the P/FFO multiple of a REIT that owns office properties with 

the average P/FFO multiple for all REITs owning office properties. These multiples are 

typically calculated using current stock prices and year- ahead estimated FFO or AFFO.

There are three main drivers behind the P/FFO, P/AFFO, and EV/EBITDA mul-

tiples of most REITs and REOCs:

1 Expectation for growth in FFO/AFFO: The higher the expected growth, the 

higher the multiple or relative valuation. Growth can be driven by business 

model (e.g., REITs and REOCs successful in real estate development often 

generate above- average FFO/AFFO growth over time), geography (e.g., having 

a concentration of properties in primary, supply- constrained markets, such as 

New York City or London, can give landlords more pricing power and higher 

cash flow growth than can be obtained in secondary markets), and other factors 

(e.g., management skill or lease structure).

2 Risk associated with the underlying real estate: For example, owning apart-

ments is viewed as having less cash flow variability than owning hotels. As 

such, apartment- focused REITs have tended to trade at relatively high multiples 

compared with hotel REITs.

3 Risks associated with company’s capital structures and access to capital: As 

financial leverage increases, equities’ FFO and AFFO multiples decrease 

because required return increases as risk increases.

Financial disclosure and transparency can also have material effects on multiples. 

As discussed in Section 6.2, FFO has some shortcomings; but because it is the most 

standardized measure of a REIT or REOC’s earning power, P/FFO is the most frequently 

used multiple in analyzing the sector. It is, in essence, the REIT sector equivalent of 

P/E. Investors can derive a quick “cash flow” multiple by looking at P/AFFO because 

AFFO makes a variety of adjustments to FFO that result in an approximation of cash 

earnings.

6

9 Comparisons with the overall market are not generally made.
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6.2 Funds from Operations and Adjusted Funds from 

Operations

REIT analysts and investors make extensive use of two measures of operating perfor-

mance that are particularly relevant to real estate. The first, funds from operations 

(FFO) is generally calculated as net income (computed in accordance with generally 

accepted accounting principles) plus 1) gains and losses from sales of properties and 

2) depreciation and amortization. 

Why is depreciation added back to net income? Investors believe that real estate 

maintains its value to a greater extent than other business assets, often appreciating in 

value over the long- term, and that depreciation deductions under IFRS and US GAAP 

do not represent economic reality. A taxable REOC that uses a moderate degree of 

leverage and regularly chooses to reinvest most of its income in its business usually 

will be able to defer a large part of its annual tax liability; that is, its cash income taxes 

will be low as a result of the accelerated depreciation rates for tax purposes permitted 

in most countries. 

Gains and losses from sales of previously depreciated operating properties are 

also added back to net income on the grounds that they do not represent sustainable, 

normal income. 

Adjusted funds from operations (AFFO), also known as funds available for 

distribution (FAD) or cash available for distribution (CAD), is a refinement of FFO 

that is designed to be a more accurate measure of current economic income. AFFO 

is most often defined as FFO adjusted to remove any non- cash rent and to subtract 

maintenance- type capital expenditures and leasing costs (including leasing agents’ 

commissions and tenants’ improvement allowances). So- called straight- line rent is 

the average contractual rent over a lease term and this figure is recognized as revenue 

under IFRS and US GAAP. The difference between this figure and the cash rent paid 

during the period is the amount of the non- cash rent or straight- line rent adjust-

ment. Because most long- term leases contain escalating rental rates, this difference in 

rental revenue recognition can be significant. Also, deductions from FFO for capital 

expenditures related to maintenance and for leasing the space in properties reflect 

costs that need to be incurred to maintain the value of properties. The purpose of the 

adjustments to net earnings made in computing FFO and AFFO is to obtain a more 

tangible, cash- focused measure of sustainable economic income that reduces reliance 

on non- cash accounting estimates and excludes non- economic, non- cash charges.

AFFO is superior to FFO as a measure of economic income because it takes into 

account the capital expenditures necessary to maintain the economic income of a 

property portfolio. It is open, however, to more variation and error in estimation 

than FFO. The precise annual provision required to maintain and lease the space in 

a property is difficult to predict, and the actual expense in any single year may be 

significantly more or less than the norm because of the timing of capital expenditure 

programs and the uneven expiration schedule of leases. Consequently, estimates of 

FFO are more frequently cited measures, although analysts and investors will tend 

to base their investment judgments to a significant degree on their AFFO estimates. 

Although many REITs and REOCs compute and refer to AFFO in their disclosures, 

their methods of computation and their assumptions vary. Firms that compile statis-

tics and estimates of publicly traded enterprises for publications, such as Bloomberg 

and Thomson Reuters, tend not to gather AFFO estimates because of the absence of 

a universally accepted methodology for computing AFFO and inconsistent corporate 

reporting of actual AFFO figures, which hinders corroboration of analysts’ estimates.

Exhibit 8 illustrates the most straightforward, convenient way of calculating FFO 

and AFFO for hypothetical Office Equity REIT Inc.
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Exhibit 8   Calculation of FFO and AFFO Office Equity REIT Inc  

(in thousands, except per share data)

Panel A: Calculation of funds from operations

Net income $160,638

Add: Depreciation and amortization $76,100

Add: Gains and losses from sale of depreciable real estate $25,000

Funds from operations $261,738

FFO per share (55,689 shares outstanding) $4.70

Panel B: Calculation of adjusted funds from operations

Funds from operations $261,738

Less: Non- cash (straight- line) rent adjustment $21,103

Less: Recurring maintenance- type capital expenditures and leas-

ing commissions $55,765

Adjusted funds from operations $184,870

AFFO per share (55,689 shares outstanding) $3.32

EXAMPLE 6  

Analyst Adjustments (I)

1 Which of the following is the best measure of a REIT’s current economic 

return to shareholders?

A FFO

B AFFO

C Net income

2 An analyst gathers the following information for a REIT:

Net operating income $115 million

Book value of properties $1,005 million

Market value of debt outstanding $505 million

Market cap rate 7%

Shares outstanding 100 million

Book value per share $5.00

 The REITs NAV per share is closest to:

A $10.05.

B $11.38.

C $16.42.

3 All else equal, estimated NAV per share will decrease with an increase in/

to the:

A capitalization rate.

B estimated growth rate.

C deferred tax liabilities.
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Solution to 1:

B is correct. AFFO is calculated from FFO by deducting non- cash rent, capital 

expenditures for maintenance, and leasing costs.

A is incorrect because it does not account for non- cash rent, capital expen-

ditures for maintenance, and leasing costs. C is incorrect because it does not 

account for interest expense, general and administrative expense, non- cash rent, 

capital expenditures for maintenance, and leasing costs, which are appropriate 

adjustments to net income in calculating current economic return.

Solution to 2:

B is correct. The NAVPS estimates real estate values by capitalizing NOI. Valuing 

$115 million of NOI with a capitalization rate of 7 percent yields a value for the 

properties of $1,642,857,000. After deducting $505 million of debt at market 

value, NAV is $1,137,857,000; NAVPS equals NAV divided by 100 million shares 

outstanding, or $11.38.

A is incorrect because it is the book value of the assets (not the net assets) per 

share: $1,005 million divided by 100 million shares = $10.05 per share. It does not 

take into account the market value of the assets and does not deduct debt. C is 

incorrect because it is the market value of the real estate; that is, NOI capitalized 

at 7 percent, divided by 100 million shares: $1,642,857,000/100,000,000 = $16.42. 

This calculation excludes other assets and liabilities of the entity.

Solution to 3:

A is correct. The capitalization rate is used to calculate the estimated value 

of operating real estate because it is the NOI as a percentage of the value of 

operating real estate: NOI/Capitalization rate = Estimated value. As the capi-

talization rate increases, the estimated value of operating real estate and thus 

the NAV will decrease.

B is incorrect because an increase in the estimated growth rate would 

increase the estimated NOI, and the estimated value of operating income. C is 

incorrect because deferred liabilities are not counted as “hard” liabilities and 

subtracted from the NAV.

EXAMPLE 7  

Analyst Adjustments (II)

1 An increase in the capitalization rate will most likely decrease a REIT’s:

A cost of debt.

B estimated NOI.

C estimated NAV.

2 An analyst gathers the following information for a REIT:

Non- cash (straight- line) rent £207,430

Depreciation £611,900

Recurring maintenance- type capital expenditures and 

leasing commissions £550,750

Adjusted funds from operations £3,320,000

AFFO per share £3.32

 The REIT’s funds from operations (FFO) per share is closest to:
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A £3.93.

B £4.08.

C £4.48.

3 Which of the following estimates is least likely to be compiled by firms 

that publish REIT analysts’ estimates?

A FFO

B AFFO

C Revenues

Solution to 1:

C is correct. The capitalization rate is used to estimate the market value of real 

estate, which is then used to calculate NAV.

A is incorrect because a higher capitalization rate does not decrease the 

REIT’s cost of debt. B is incorrect because the estimated NOI is based on income 

growth, not the capitalization rate.

Solution to 2:

B is correct. FFO = AFFO + Non- cash (straight- line) rent + Recurring maintenance- 

type capital expenditures and leasing commissions = 3,320,000  + 550,750  + 

207,430  = £4,078,180. The number of shares outstanding = 3,320,000/3.32  = 

1,000,000. FFO/share = 4,078,180/1,000,000 ≈ £4.08.

A is incorrect because it adds depreciation to AFFO (3,320,000 + 611,900 = 

£3,931,900. 3,931,900/1,000,000 ≈ £3.93 per share.) C is incorrect because it 

also adds depreciation to AFFO + Non- cash (straight- line) rent + Recurring 

maintenance- type capital expenditures and leasing commissions. 

Solution to 3:

B is correct. Firms that compile statistics and estimates of REITs tend not to 

gather AFFO estimates because of the absence of a universally accepted meth-

odology for computing AFFO and inconsistent corporate reporting of actual 

AFFO figures.

6.3 P/FFO and P/AFFO Multiples: Advantages and Drawbacks

The US REIT industry began to expand rapidly in the 1990s. Exhibit 9 presents some 

evidence on the US REIT market for 1995–2011 (essentially, two complete commercial 

real estate cycles). REITs’ trading multiples were lowest in late 1999 and early 2000, at 

about 7 to 8 times (denoted 8x) for P/FFO and about 9 to 10x for P/AFFO. Multiples 

for REITs and REOCs were at their highest in early 2007, when P/FFO multiples 

approached 20x and P/AFFO multiples were about 24x.
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Exhibit 9   Historic P/FFO and P/AFFO Multiples for US REITs

Trading Multiple

P/AFFO Multiple
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The key benefits of using P/FFO and P/AFFO multiples in the valuation of REITs 

and REOCs are as follows:

1 Multiples of earnings measures of this kind are widely accepted in evaluating 

shares across global stock markets and industries.

2 In light of this acceptance, portfolio managers can put the valuation of REITs 

and REOCs into context with other investment alternatives.

3 FFO estimates are readily available through market data providers, such as 

Bloomberg and Thomson Reuters, which facilitates calculating P/FFO multiples.

4 Multiples can be used in conjunction with such items as expected growth and 

leverage levels to deepen the relative analysis among REITs and REOCs.10

There are also drawbacks. Multiples are not a perfect basis for valuation because 

of the following:

1 Applying a multiple to FFO or AFFO may not capture the intrinsic value of 

all real estate assets held by the REIT or REOC; for example, land parcels and 

empty buildings may not currently produce income and hence do not contrib-

ute to FFO but have value.

2 P/FFO does not adjust for the impact of recurring capital expenditures needed 

to keep properties operating smoothly; and although P/AFFO should do so, 

wide variations in estimates and assumptions are incorporated into the calcula-

tion of AFFO.

3 An increased level of such one- time items as gains and accounting charges, as 

well as new revenue recognition rules, have affected the income statement, thus 

making P/FFO and P/AFFO more difficult to compute and complicating com-

parisons between companies.

10 Neither FFO nor AFFO take into account differences in leverage; leverage ratios can be used to adjust 

for differences in leverage among REITs when comparing valuations based on FFO and AFFO multiples.
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VALUATION: DISCOUNTED CASH FLOW APPROACH

REITs and REOCs generally return a significant portion of their income to their 

investors and tend to be high- dividend paying shares. Thus, dividend discount mod-

els for valuation are applicable. Discounted cash flow approaches are applied in the 

same manner as they are for companies in other industries. Most typically, investors 

use two- or three- step dividend discount models with near- term, intermediate- term, 

and/or long- term growth assumptions. In discounted cash flow models, investors 

will often use intermediate- term cash flow projections and a terminal value based 

on historical cash flow multiples.

7.1 Considerations in Forecasting Longer- Term Growth Rates

In looking at the specific drivers of growth for REITs and REOCs, four key consid-

erations are generally taken into account when forecasting longer- term growth rates 

in these models.

1 Internal growth potential that stem from rent increases over time. In general, 

companies with portfolios of real estate located in supply- constrained markets 

with robust demand have a better ability to raise rents and increase cash flow. 

The opposite is true for portfolios in more supply- saturated markets or markets 

with tepid tenant demand conditions and prospects. Over the long term, well- 

managed property portfolios in good markets tend to generate cash flow growth 

at a level slightly above inflation.

2 Investment activities, such as acquisitions, new development, re- development, 

or dispositions of assets, have an impact on long- term growth. Successful 

development- oriented companies have shown better growth over time because 

returns on invested capital are generally higher on development than on acqui-

sitions. Somewhat counter- intuitively, dispositions of weaker assets with below- 

average growth prospects are often dilutive to earnings because the cap rates 

at which such properties are sold are higher than the yields at which proceeds 

are re- invested, which reflects lower risk premiums. Thus, a REIT or REOC 

that undergoes a repositioning of a material portion of its portfolio into higher- 

quality properties could face cash flow growth pressure in the near term.

3 Capital structure can have an impact on growth, particularly in the short term 

as companies raise or lower their leverage. This is because of the positive lever-

age spread enjoyed by most REITs and REOCs; that is, going- in cap rates on 

property investments exceed the cost of debt. These benefits, however, can be 

reversed by adverse changes in the capital markets or missteps by management 

on acquisitions or operations. In general, REIT investors tend to be conser-

vative and oriented toward stable, recurring income and to be averse to high 

leverage in REITs.

4 Retaining and reinvesting a portion of free cash flow can make a contribution 

to the growth rate. Although REITs often pay out the majority of cash flow to 

investors in the form of dividends, the high rates of depreciation allowed under 

most countries’ tax laws allow companies, including REITs, to retain enough 

cash flow without incurring current income taxes to add 1 to 3 percentage 

points to annual growth.

7
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7.2 Some Perspective on Long- Term Growth Rates

If the previously mentioned components of growth are added together, an analyst 

can derive a long- run growth rate. For successfully managed REITs and REOCs with 

good portfolios, the resulting growth rate should be in the high- single- digit percent-

age range. Given core cash flow growth of about 3–4 percent, 1–2 percent growth 

from investment activity over time, 2–3 percent growth from the financial leverage 

that magnifies the two growth drivers, and another 0–1  percent from reinvesting 

free cash flow, the long- run growth rate estimate ranges from 6 to 10 percent and 

the averages of the components would add up to an 8 percent long- run growth rate. 

The long- run growth for the average US REIT from the mid- 1990s through 2010, 

however, was barely more than 0  percent per year, with only the top companies 

achieving 4–7 percent average annual cash flow growth. So, although in theory REITs 

and REOCs should show higher growth rates, in reality the impact of the business 

cycle, operational and investment missteps, and a highly dilutive process of balance 

sheet strengthening through equity issuance after the credit crisis of 2008 and 2009 

all have had a negative effect on growth.

The other key component in discounted cash flow models and dividend discount 

models is required returns. Although a detailed discussion about deriving required 

returns is beyond the scope of this reading, most rates used in practice have ranged 

widely from 7  percent to 13  percent. The conventional argument is that the risk 

premium—and thus the discount rate—associated with REITs and REOCs should be 

lower than the average stock in the broader market because the underlying business 

of owning income- producing real estate should be less volatile because of contractual 

revenue streams from leases. A long- term look at the betas of REIT shares suggests 

values tend to be less than 1.0, which supports this view.

Considering the points just outlined, the key drawback to using dividend discount 

models and discounted cash flow models for valuing REITs and REOCs is the high 

sensitivity of these valuation models to the key inputs of growth and discount rates.

EXAMPLE 8  

Valuation (I)

1 When using a relative P/AFFO or P/FFO multiple approach in the valua-

tion of a REIT or REOC, which of the following considerations is the most 

important to take into account?

A The discount rate

B The NOI capitalization rate

C Relative AFFO or FFO growth rates and different leverage levels

2 Which of the following is the most significant contributor to P/FFO and 

P/AFFO valuation multiples for REITs and REOCs?

A The average age of the management team

B The exchange on which the REIT stock is listed

C The geographic location of properties in a REIT’s portfolio

3 Which of the following is not a challenge in accurately estimating net 

asset value (NAV)?

A Estimating the value of goodwill and intangible assets

B Identifying the capitalization rates on comparable properties trading 

in the property market
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C Ascribing an accurate value to a REIT’s land holdings, projects under 

development, and joint ventures

4 Which of the following is least likely to cause persistent differences 

between estimated NAVs and stock prices?

A A surplus of takeover arbitrage capital in the markets

B Different discount rates being applied to privately held assets versus a 

liquid security

C A strong history of growth that prompts stock investors to pay a pre-

mium to the real estate value for a good management team

5 Which of the following are important in using a discounted cash flow 

model to value REITs?

A The capitalization rate

B The net asset value discount

C The payout ratio and the amount of financial leverage used by the 

REIT

Solution to 1:

C is correct. The main drivers of a relative multiple approach to valuation are 

risks associated with capital structure (leverage) and underlying real estate as 

well as expectations for growth (relative AFFO or FFO growth rates), so both 

should be considered.

A and B are incorrect because they relate to the dividend discount model 

and NAV approaches to valuation, respectively.

Solution to 2:

C is correct. Geography determines expectations for growth and risks, two main 

drivers of a relative multiple approach to valuation.

A is incorrect because although management skill may contribute to expected 

growth, management age does not. B is incorrect because the REIT’s listing 

exchange is largely irrelevant to its investment value.

Solution to 3:

A is correct. These “soft” assets are ascribed no value by analysts in a net asset 

value calculation.

B is incorrect because estimating cap rates is a challenge in that they can be 

somewhat subjective when the properties sold differ significantly and/or few 

transactions are observable. C is incorrect because such assets as undeveloped 

land, buildings under construction, large properties with few comparable assets, 

service businesses, and joint ventures complicate the process of estimating NAV 

with accuracy and confidence.

Solution to 4:

A is correct. A surplus of takeover arbitrage capital in the markets is likely to 

close the gap between share prices and net asset values by generating takeovers.

B is incorrect because different discount rates may be used to reflect dif-

ferences in liquidity, which persist until both securities are either publicly or 

privately traded. C is incorrect because the management’s reputation and its 

effect on security value persist as long as the management remains.
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Solution to 5:

C is correct. The payout ratio or level of retained cash flow affects long- term 

growth rates and the REIT’s financial leverage is a determinant of its overall 

risk exposure and thus discount rate. Both growth and discount rates are key 

components of the discounted cash flow model.

A and B are incorrect because they both relate to the net asset value approach 

to REIT valuation.

REIT VALUATION: MINI CASE STUDY

In this section, we undertake the valuation of a REIT by using the previously out-

lined approaches for valuation. The REIT in our example is Capitol Shopping Center 

REIT Inc (CRE), a fictitious company that owns and operates retail shopping centers 

primarily in the Washington DC metropolitan area. The following are CRE’s income 

statements, balance sheets, and cash flow statements for 2009 and 2010.

Exhibit 10   Capitol Shopping Center REIT Inc. (in thousands, except per share data)

Panel A: Income statements

Three Months Ending 

31 December

Year Ending 

31 December

2010 2009 2010 2009

Rental revenue $133,700 $130,300 $517,546 $501,600

Other property income 3,600 2,100 14,850 13,450

  Total property revenue $137,300 $132,400 $532,396 $515,050

Rental expenses $29,813 $28,725 $112,571 $109,775

Property taxes 15,050 14,850 57,418 55,375

  Total property expenses $44,863 $43,575 $169,989 $165,150

Property net operating income $92,437 $88,825 $362,407 $349,900

Other income $450 $385 $1,840 $1,675

General & Administrative expenses $6,150 $7,280 $23,860 $26,415

EBITDA $86,737 $81,930 $340,387 $325,160

Depreciation & amortization $28,460 $27,316 $115,110 $111,020

Net interest expense $25,867 $25,015 $100,823 $99,173

Net income available to common $32,410 $29,599 $124,454 $114,967

Weighted average common shares 61,100 60,100 60,600 60,100

Earnings per share $0.53 $0.49 $2.05 $1.91

Panel B: Balance sheets

Year Ending 31 December

2010 2009

Assets

Real estate, at cost

  Operating real estate $3,627,576 $3,496,370

  Land held for future development $133,785 $133,785

8
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Panel B: Balance sheets

Year Ending 31 December

2010 2009

$3,761,361 $3,630,155

  Less accumulated depreciation ($938,097) ($822,987)

Net real estate $2,823,264 $2,807,168

Cash and equivalents $85,736 $23,856

Accounts receivable, net $72,191 $73,699

Deferred rent receivable, net $38,165 $33,053

Prepaid expenses and other assets $106,913 $101,604

Total Assets $3,126,269 $3,039,380

Liabilities and Shareholders’ Equity

Liabilities

  Mortgages payable $701,884 $647,253

  Notes payable $1,090,745 $1,090,745

  Accounts payable and other liabilities $219,498 $200,439

Total liabilities $2,012,127 $1,938,437

Common shares and equity $1,114,142 $1,100,943

Total Liabilities and Shareholders’ Equity $3,126,269 $3,039,380

Panel C: Cash Flow Statements

Year Ending 31 December

2010 2009

Operating Activities

  Net income $124,454 $114,967

  Depreciation and amortization $115,110 $111,020

  Change in accounts receivable $1,508 $452

  Change in deferred rents ($5,112) ($4,981)

  Change in prepaid expenses and other assets ($5,309) $1,237

  Change in accounts payable and other liabilities $19,059 ($11,584)

  Net cash provided by operating activities $249,710 $211,111

Investing Activities

  Acquisition of real estate ($111,200) ($22,846)

  Capital expenditures on operating real estate ($20,006) ($18,965)

  Net cash used in investing activities ($131,206) ($41,811)

Financing Activities

  Issuance of mortgages $54,631 $14,213

  Issuance of common shares $58,425 $0

  Dividends paid to common shareholders ($169,680) ($165,275)

  Net cash used in financing activities ($56,624) ($151,062)

Increase (decrease) in cash and equivalents $61,880 $18,238

Exhibit 10   (Continued)
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Panel C: Cash Flow Statements

Year Ending 31 December

2010 2009

Cash and cash equivalents, beginning of year $23,856 $5,618

Cash and cash equivalents, end of year $85,736 $23,856

CRE also publishes a supplemental investor packet that provides further disclosures 

used by the investment community to analyze the company. The following shows its 

adjustments to arrive at FFO and AFFO, and its calculation of dividend payouts based 

on dividends paid.

Exhibit 11   Capitol Shopping Center REIT Inc. FFO, AFFO, and Dividend Payouts (in thousands, except per 

share data)

Three Months Ending 

31 December

Year Ending 

31 December

2010 2009 2010 2009

Funds from operations

Net income $32,410 $29,599 $124,454 $114,967

Depreciation & amortization $28,460 $27,316 $115,110 $111,020

Funds from operations $60,870 $56,915 $239,564 $225,987

FFO/Share $1.00 $0.95 $3.95 $3.76

Adjusted funds from operations

Funds from operations $60,870 $56,915 $239,564 $225,987

Less Non- cash rents (1) ($1,469) ($1,325) ($5,112) ($4,981)

Less Recurring capital 

expenditures (2) ($5,638) ($5,101) ($20,006) ($18,965)

Adjusted funds from operations $53,763 $50,489 $214,446 $202,041

AFFO/Share $0.88 $0.84 $3.54 $3.36

Dividends/Share $0.70 $0.69 $2.80 $2.75

Dividend Payout Ratios        

On FFO 70.0% 72.6% 70.9% 73.1%

On AFFO 79.6% 82.1% 79.1% 81.8%

Weighted average common shares 61,100 60,100 60,600 60,100

1 Non- cash rents include the impact of straight- lining contractual rent increases in leases, per accounting rules. The 

change in deferred rents can often provide the impact of this accounting on rental revenues.

2 Recurring capital expenditures include those costs needed to maintain the revenue- producing ability of existing assets, 

such as leasing commissions to keep or attract new tenants, maintenance items such as roofs and parking lot repairs, 

and basic build- outs of space as an inducement to attract tenants.

The historical stock price and company’s financial statements, including disclosures, 

are used to complete a simple analysis of the balance sheet, as follows.

Exhibit 10   (Continued)
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Exhibit 12   Capitol Shopping Center REIT Inc. Balance Sheet Analysis (in 

thousands, except per- share data)

Year Ending 31 December

2010 2009

Ending debt $1,792,629 $1,737,998

Ending stock price $72.36 $61.50

Ending shares 61,100 60,100

Ending market capitalization $4,421,196 $3,696,150

Debt/Total market capitalization 40.5% 47.0%

Peer group debt/Total market capitalization 47.1% 56.7%

All REITs debt/Total market capitalization 42.8% 49.6%

EBITDA $340,387 $325,160

Interest expense $100,823 $99,173

Interest coverage 3.38x 3.28x

Peer group interest coverage 2.35x 2.16x

All REITs interest coverage 2.58x 2.27x

Ending net debt $1,706,893 $1,714,142

EBITDA $340,387 $325,160

Net debt- to- EBITDA 5.01x 5.27x

Peer group net debt- to- EBITDA 7.10x 8.60x

All REITs net debt- to- EBITDA 6.70x 7.80x

Ending net debt $1,706,893 $1,714,142

Ending gross real estate $3,761,361 $3,630,155

Net debt/Gross real estate (Book) 45.4% 47.2%

Peer group net debt/Gross real estate (Book) 52.8% 55.1%

All REITs net debt/Gross real estate (Book) 49.6% 52.6%

The exhibits provide a historical picture of CRE’s financial performance and balance 

sheet. Some key points about the company’s properties operations, dividend policy, 

recent business activity, and historical trading attributes follow.

 ■ CRE owns properties that are generally considered defensive in the commercial 

real estate sector. This is because many of its properties are tenanted by basic 

necessity goods retailers such as grocery stores, drug stores, dry cleaners, etc.

 ■ CRE’s location in the Washington, DC metropolitan area is generally viewed as 

favorable for two key reasons: (1) Washington, DC is the capital of the United 

States, and the government is the largest driver of employment, which has his-

torically provided more stability compared with the private sector; and (2) the 

city is a fairly dense area with strict zoning restrictions and new construction of 

shopping centers is difficult, which limits competing new supply.

 ■ CRE has been able to increase its rents and net operating income by 2–3 per-

cent each year, on average, in the past decade.

 ■ The past two reported years (2009 and 2010) were difficult for the broader 

commercial real estate markets. CRE was able to achieve positive growth 

while many of its REIT peers saw FFO and AFFO decline. As forecasts call for 
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improving fundamental property- level conditions, CRE’s portfolio may not have 

as much “upside” because it did not experience the decline in occupancy and 

rents that other REITs did.

 ■ In the middle of 2010, the company purchased a portfolio of three shopping 

centers from a local developer for a total price of $111.2 million. The return 

on these assets in the first year is an estimated 6.75 percent. The company was 

able to achieve a better going- in cap rate on this acquisition than the market 

averages of 6.0–6.25 percent because of its strong relationships and reputation 

with tenants, commercial property brokers, and competitors as well as its ability 

to act quickly because of its strong balance sheet. In addition, the property 

is not fully leased, leaving potential to increase net operating income if CRE 

can attract additional tenants. CRE funded the purchase with a $54.6 million 

mortgage at a 6 percent interest rate and cash from a common stock offering of 

1 million shares and from cash on hand.

 ■ The company intends to make additional acquisitions in the future as part of its 

growth plan. It intends to use a combination of debt, common equity, and inter-

nally generated cash to make these purchases. It typically requires the proper-

ties it acquires to generate an unleveraged internal rate of return of 9.5 percent 

in the form of current yield and capital appreciation over time.

 ■ CRE’s balance sheet strategy is to operate at less than 50 percent debt/mar-

ket capitalization, with a preference for leverage to be closer to 40 percent. 

At year- end 2010, CRE’s debt/market capitalization was 40.5 percent and its 

interest coverage was 3.38x. The company’s current in- place average debt cost is 

5.7 percent. By comparison, CRE’s peers operate at an average leverage level of 

47.1 percent and have an interest coverage ratio of 2.35x.

 ■ CRE’s board has chosen a dividend policy that provides an approximate 80 per-

cent payout of cash flow, or AFFO. This level allows the company to pay an 

attractive dividend to shareholders, retain some cash flow, provide a cush-

ion in the event of a downturn, and remain in compliance with REIT payout 

requirements in the United States. It is easily able to meet these REIT payout 

requirements because the requirements are based on taxable net income, which 

is calculated after deducting depreciation. In fact, CRE’s dividend level has 

run well in excess of taxable net income, according to comments made by its 

management.

 ■ Over the last decade, CRE has traded between 9 and19x FFO, while its peers 

have traded between 8 and 18x, and all REITs have traded between 7 and 20x. 

On an AFFO basis, CRE’s historical multiple has been 10–21x, with its peers 

trading between 9–19x, and all REITs being in the 9–24x range.

 ■ Currently, shopping center REITs are estimated to be trading at 7.6 percent 

above analyst estimates of net asset value (NAV). The overall REIT sector is 

estimated to be trading at a 14.8 percent premium to estimate NAV.

 ■ CRE’s historical beta to the broader equity market is 0.80. The current risk- 

free rate of return is 4.0 percent, and the market risk premium is estimated at 

5.0 percent.

Investors and analysts that cover CRE have published estimates for its FFO/share, 

AFFO/share, and dividends/share for the next three years. Putting the average, or 

“consensus,” of these estimates together with the company’s reported results reveals 

the following FFO/AFFO and dividend snapshot.
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Exhibit 13   Capitol Shopping Center REIT Inc. Historical and Forecast 

Earnings and Dividends (all amounts are per- share)

Year Ending 31 December

2009A 2010A 2011E 2012E 2013E

CRE’s FFO/Share $3.76 $3.95 $4.23 $4.59 $4.80

  Growth — 5.1% 7.1% 8.5% 4.6%

   Peer group FFO/Share growth — 3.4% 6.8% 8.2% 4.2%

   All REITs FFO/Share growth — 1.2% 7.9% 9.8% 10.2%

CRE’s AFFO/Share $3.36 $3.54 $3.76 $4.09 $4.31

  Growth — 5.4% 6.2% 8.8% 5.4%

   Peer group AFFO/Share growth — –1.0% 6.2% 9.1% 4.8%

   All REITs AFFO/Share growth — –3.0% 8.1% 9.7% 10.8%

CRE’s dividends/Share $2.75 $2.80 $2.98 $3.25 $3.40

  Growth — 1.8% 6.4% 9.1% 4.6%

   Peer group dividends/Share 

growth — –2.0% 5.6% 7.9% 5.1%

   All REITs dividends/Share 

growth — –5.0% 7.8% 8.9% 6.0%

CRE’s dividend payout on AFFO 81.8% 79.1% 79.3% 79.5% 78.9%

Taking the recent stock price of $69.85/share and focusing on the next two years 

(as most analysts looking at multiples do), comparative FFO/AFFO multiples for CRE 

can be determined. A look at the multiples of its direct peers and the entire REIT 

industry trade is also included.

Exhibit 14   Comparative Multiple Analysis

P/FFO P/AFFO

2011E 2012E 2011E 2012E

Capitol Shopping Center REIT, Inc 

(CRE) (1) 16.5x 15.2x 18.6x 17.1x

Shopping center oriented REITs 14.5x 13.3x 16.1x 14.5x

All REITs 14.2x 12.8x 16.5x 14.6x

CRE’s Premium/(Discount) To…

Shopping center REITs 13.8% 14.3% 15.5% 17.9%

All REITs 16.2% 18.8% 12.7% 17.1%

1 Based on a current stock price of $69.85.
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8.1 Checking the Valuation: Analysis Based on Relative 

Valuation

In analyzing CRE’s FFO/AFFO multiples, we find that at the current stock price of 

$69.85, CRE trades at a premium valuation level compared with its direct peers (other 

shopping center REITs) as well as the overall REIT industry. When considering whether 

this level is warranted or not, the following items should be considered:

1 Is CRE’s expected FFO and AFFO growth likely to be better or worse than those 

of its peers and the overall REIT industry in the next two years?

2 What is the historical FFO/AFFO multiple range for CRE, shopping center 

REITs, and the overall REIT industry?

3 Are there any company- specific considerations that justify a higher or lower 

relative multiple?

For the first consideration, we estimate that CRE’s FFO and AFFO growth in 2011 

should be approximately 6–7 percent and move up to 8–9 percent in 2012. As shown 

in Exhibit 13, this estimate is roughly in- line with that of its shopping center–focused 

peers but is lower than the growth expected from all REITs, which should average 

about 8 percent in 2011 and move up to nearly 10 percent in 2012. On its own, this 

estimate would suggest that CRE is expensive relative to its peers because its FFO and 

AFFO multiples are at premiums but its growth is largely in- line with its peers. CRE 

also appears expensive relative to all REITs because expected FFO and AFFO growth 

is lower than what is expected from REITs as a whole, yet CRE’s multiples are higher 

than the REIT group average.

Regarding the second consideration, the company’s FFO multiple has ranged from 

9–19x over the last 10 years, compared with 8–18x for its peers and 7–20x for the 

overall REIT industry. Regarding historical AFFO trading multiples, CRE’s range in 

the last 10 years has been 10–21x, with its shopping center REIT peers in the 9–19x 

range and the overall REIT industry in the 9–24x range. Based on these figures, it 

appears CRE has historically traded at some premium to its peers, but the current 

premium is larger than usual. Similarly, CRE appears to be trading at a larger premium 

to the overall REIT group than it has historically. In addition, it is noteworthy that 

for CRE’s stock and the REIT sector, P/FFO and P/AFFO valuations are at the upper 

end of the historical range, suggesting that REITs in general are not cheap based on 

historical multiples.

Addressing the third consideration, it is notable that the company’s geographic 

exposure is considered lower risk. In addition, the company has demonstrated posi-

tive AFFO growth during times when its peers saw declining AFFO, such as in 2010. 

It was also able to increase its dividend when other REITs made dividend cuts. An 

analyst might also note that CRE’s leverage of 40.5 percent on the basis of debt to total 

market cap and interest coverage level of 3.38x is more conservative than its peers, as 

are virtually all of its other balance sheet leverage metrics. These points suggest that 

some premium valuation is warranted because of lower financial risk.

In total, the above analysis points to CRE being overvalued when using a relative 

multiple approach to valuation, or P/FFO and P/AFFO multiples. To derive a specific 

current value estimate for CRE, an investor might ascribe overall REIT group P/FFO 

and P/AFFO multiples to CRE in the near- term because of the company’s expected 

growth being lower than the average REIT, offset by the company’s historical premium 

for its geography and track record. In doing so, an investor would arrive at a share 

value of $60.07 using P/FFO of 14.2x for 2011 for the overall REIT group multiplied 

by CRE’s expected FFO in 2011 of $4.23/share. Using the same methodology for 

AFFO equates to a $62.04 share value. These values imply that the share would need 

to decline by 11–14 percent to become more attractive to an investor using P/FFO 

and P/AFFO multiples.
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8.2 Further Analysis Based on Net Asset Value Per Share

We now use NAVPS to value the shares of Capitol Shopping Center REIT Inc. To 

find the value, we use the previously detailed financial statements and commentary 

about where assets trade that are similar to those owned by CRE. By finding this 

information, we can estimate a value for the company if its properties were sold, debt 

was paid off, and capital was returned to shareholders. Our calculation to arrive at 

NAVPS is shown in Exhibit 15.

Exhibit 15   Capitol Shopping Center REIT Inc. Net Asset Value (NAV) 

Estimate (in thousands, except per- share data)

Last 12- Months real estate NOI $362,407

Less: Non- cash rents (5,112)

Plus: Adjustment for full impact of acquisitions (1) 3,753

Pro forma cash NOI for last 12 months $361,048

Plus: Next 12- months growth (2) $9,026

Estimated next 12- months cash NOI $370,074

Assumed cap rate (3) 6.125%

Estimated value of operating real estate $6,042,024

Plus: Cash and equivalents $85,736

Plus: Land held for future development 133,785

Plus: Accounts receivable 72,191

Plus: Prepaid/Other assets (4) 53,457

Estimated gross asset value $6,387,193

Less: Total debt $1,792,629

Less: Other liabilities 219,498

Net asset value $4,375,066

Shares outstanding 61,100

NAV/Share $71.61

1 Calculated as half of the 6.75% return on the company’s $111.2 million investment 

made in the middle of 2010.

2 Assuming the 2.5% midpoint of the company’s historical 2- 3% growth.

3 At the midpoint of recent transactions in the market of 6- 6.25%.

4 We cut this to half of book to account for any non- tangible assets that could be 

included in the accounting figure.

Note: Due to rounding to nearest thousand, figures may not sum precisely.

As shown in Exhibit 15, CRE’s NAV is estimated at $71.61/share. This NAV is higher 

than the current stock price of $69.85, implying that CRE is trading at a 2.5 percent 

discount to NAV. Although this value alone does not show that the shares are signifi-

cantly undervalued compared with its real estate, an investor should also consider that 

(1) CRE’s direct peers are trading at NAV premiums of 7–8 percent, (2) the overall 

REIT industry is trading at an average NAV premium of almost 15 percent, and (3) 

Capitol Shopping Center REIT’s management team has been able to earn more from 

its properties and grow its cash flow faster than its competitors in the marketplace. 

Considering these factors, an investor could conclude that CRE should at least trade 
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at a NAV premium in line with its direct peers, implying a value of about $77 for the 

shares. If it trades at a NAV premium in line with the overall REIT group, the share 

value is $82.

Whether the analyst takes a pure NAV valuation approach to valuing shares of 

CRE or uses NAV as a relative metric, the conclusion is that the shares of Capitol 

Shopping Center REIT are undervalued using this valuation method.

8.3 Further Analysis Based on a Dividend Discount Model 

Approach to Valuation

The final approach we take to valuing shares of Capitol Shopping Center REIT is to 

use a two- step dividend discount model (DDM). In the first step, we use the published 

estimates for the company’s dividend in 2011, 2012, and 2013. In the second step, 

we assume a long- run dividend growth rate of 5 percent, essentially using Gordon’s 

constant growth model. We arrive at this growth rate after considering the compa-

ny’s historical NOI growth of 2–3 percent, roughly 40–50 percent financial leverage, 

and future acquisitions that help drive growth. In addition, we assume CRE’s board 

maintains an 80 percent dividend payout ratio. To arrive at a discount rate, we observe 

that CRE’s historical beta to the broader equity market is 0.80, the assumed risk- free 

rate is 4 percent, and the assumed equity risk premium is 5 percent. Using the capital 

asset pricing model (CAPM), we calculate a cost of equity capital of 4% + 0.8(5%) 

= 8 percent for the stock. The next table combines our assumptions to derive a net 

present value of the projected dividends.

Exhibits 16 and 17 provide a summary of the dividends we use for steps one and 

two in the model.

Exhibit 16   Capitol Shopping Center REIT Inc. Dividends for Use in a Two- 

Step DDM (all amounts are per- share)

Year Ending 31 December

Step One Step Two

2011E 2012E 2013E In Perpetuity

AFFO/Share $3.76 $4.09 $4.31 …

Growth — 8.8% 5.4% 5.0%

Dividends/Share $2.98 $3.25 $3.40 …

Growth — 9.1% 4.6% 5.0%

Dividend payout on AFFO 79.3% 79.5% 78.9% 80.0%

Exhibit 17   Capitol Shopping Center REIT Inc. Valuation Using Two- Step 

DDM (all amounts are per- share)

Year Ending 31 December

Step One Step Two

2011E 2012E 2013E 2014E

Dividends/Share $2.98 $3.25 $3.40 $3.57

Value of stock at end of 2013 (1) — — $119.00  

Cash flow to investors $2.98 $3.25 $122.40  

(continued)
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Year Ending 31 December

Step One Step Two

2011E 2012E 2013E 2014E

Net Present Value of Cash Flow (Dividends) = $102.71

1 Calculated as $3.57/(0.08 – 0.05).

Using a two- step dividend discount model approach to valuation, we calculate 

a share value of $102.71 for Capitol Shopping Center REIT Inc. This value is about 

47 percent higher than the current price of $69.85 and suggests that the shares are 

currently undervalued. Compared with the relative valuation approaches, this approach 

indicates that CRE is undervalued, not overvalued. This result is consistent with the 

NAV approach, which also indicated that CRE is undervalued. The discrepancy between 

estimated value and price is largest using the dividend discount model. This result is 

not particularly surprising in light of the sensitivity of results when using this valuation 

approach to small differences in valuation assumptions that we referred to earlier.

8.4 Selection of Valuation Methods

As this discussion demonstrates, different valuation methods can yield different results. 

Under such circumstances, an analyst should re- examine the assumptions made to 

investigate why the approaches are generating such different results. The method(s) 

selected by an analyst may depend on which one(s) the analyst believes use(s) the 

most reliable assumptions, which one(s) the analyst believes will be used by other 

investors, or which one(s) best reflect the analyst’s own investment philosophy or view 

of value. The analyst may choose to take a single valuation approach, a mid- point in 

the range of values obtained by using several approaches, or elect to use a weighted 

average of the values obtained based on the analyst’s view of the relative reliability of 

the models used to arrive at the values.

EXAMPLE 9  

Valuation (II)

1 If the outlook for economic growth turns negative and property market 

transaction volumes decline, it is least likely that CRE’s:

A P/FFO and P/AFFO would be lower.

B relative P/FFO and P/AFFO multiples would be higher.

C NAV becomes the most useful valuation method.

2 If other REITs have no land on their balance sheets, how is CRE’s “Land 

held for future development” best factored into a relative P/FFO or P/

AFFO multiple valuation?

A There should be no impact on multiples as a result of land value.

B CRE would warrant lower multiples to account for land value.

C CRE would warrant higher multiples to account for land value.

Exhibit 17   (Continued)
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3 An analyst speaks with private market real estate investors and learns 

that because interest rates have just increased 200 bps, buyers will require 

future property acquisitions to have going- in cap rates that are 100–200 

bps higher than those on recent property market transactions. The ana-

lyst’s estimate of NAV for CRE most likely:

A increases as cap rates are higher.

B decreases as cap rates are higher.

C remain the same unless CRE has debt maturing in the near term.

4 An analyst determines that CRE purchased its “Land held for future 

development” 15 years ago, and that on average land values at that time 

were one- third of what they are today. Which of the following best adjusts 

NAV to reflect this consideration?

A The cap rate on operating assets should be changed.

B Land value, and thus NAV, should be adjusted higher to reflect today’s 

valuations.

C NAV is still mainly a representation of book values, thus there should 

be no adjustments.

5 Zoning in CRE’s real estate markets is changed to allow more new space 

in the future, dampening CRE’s long- term FFO growth by about 0.5 per-

cent. The effect on CRE’s valuation using a dividend discount model is 

most likely that the present value of the dividend stream:

A decreases because of lower growth.

B remains the same.

C increases because of the new supply.

Solution to 1:

C is correct. NAV becomes more subjective in a negative and less liquid market 

with fewer observable transactions, and thus this basis of valuation becomes 

less useful and reliable.

A and B are incorrect because P/FFO and P/AFFO are likely to fall in a 

negative economic environment, but investors may be willing to pay a relative 

premium for CRE’s stock based on its superior stability in economically chal-

lenging times.

Solution to 2:

C is correct. Although it may not produce income that contributes to FFO or 

AFFO, the land has value and represents a source of greater internal growth 

potential. For that reason, A and B are incorrect.

Solution to 3:

B is correct. Estimated real estate value decreases as the cap rate increases. 

Because NAV is derived directly from estimated real estate value, it also decreases. 

For this reason, A is incorrect. C is incorrect because an increase in cap rates 

decreases asset values. The fact that CRE has debt maturing in the near term is 

not a key factor influencing NAV.

Solution to 4:

B is correct. An analyst tries to attribute market values to real property owned.
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A is incorrect because the cap rate used by analysts in calculating NAVs 

represents the return on only the income- producing asset portfolio and does 

not relate to land holdings that are not currently producing any income. C is 

incorrect because NAV is not a representation of book values, which rely on 

accounting methodology rather than market values.

Solution to 5:

A is correct. Lower growth affects the projected dividend stream, decreasing its 

present value. For that reason, B and C are incorrect.

EXAMPLE 10  

Valuation (III)

1 An analyst gathers the following information for two REITs:

Price/NAV Capitalization rate used in NAV 

REIT A 100% 6%

REIT B 99% 8%

 If the REITs have similar property portfolio values, interest expense, and 

corporate overhead, which REIT most likely has the higher Price/FFO?

A REIT A

B REIT B

C They will have similar P/FFOs because their ratios of price to NAV are 

almost identical.

2 An analyst gathers the following information for two REITs:

P/NAV P/AFFO

AFFO Payout 

Ratio

Est. annual AFFO 

growth

REIT A 98% 12.8 X 50% 4.0%

REIT B 101% 13.0 X 90% 3.5%

 All else being equal, if both REITs have a 10 percent rate of return on 

retained and reinvested cash flows, which of the REITs is most attractively 

priced?

A REIT A

B REIT B

C Neither REIT is more attractively priced than the other

Solution to 1:

A is correct. A lower capitalization rate (i.e., a lower NOI with such other 

parameters as interest costs and corporate expenses being the same) implies 

a lower FFO and hence a higher P/FFO ratio if P/NAV ratios are similar, as is 

the case here.

B is incorrect because A has a lower capitalization rate, implying a lower 

FFO and hence a higher P/FFO ratio if P/NAV ratios are similar, as is the case 

here. C is incorrect because it neglects the effect of the lower capitalization 

rate of REIT A.
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Solution to 2:

B is correct. REIT B is cheaper because it is able to generate almost the same 

growth in AFFO as REIT A while retaining only 10 percent of AFFO compared 

with a 50 percent retention rate in the case of REIT A. Because both REITS are 

achieving a 10 percent return on retained AFFO, it suggests that REIT B has 

much more growth in returns coming from its existing portfolio of properties. 

Given very similar P/AFFO multiples for the two REITs, REIT B is more attrac-

tively priced. Also for these reasons, A and C are incorrect.

SUMMARY

This reading has presented publicly traded real estate securities, including their 

structure, economic drivers, investment characteristics, and valuation. Among the 

important points made by the reading are the following:

 ■ The principal types of publicly traded real estate securities available globally are 

real estate investment trusts, real estate operating companies, and residential 

and commercial mortgage- backed securities.

 ■ Publicly traded equity real estate securities offer investors participation in the 

returns from investment real estate with the advantages of superior liquidity in 

small and large amounts; greater potential for diversification by property, geog-

raphy, and property type; access to a superior quality and range of properties; 

the benefit of management services; limited liability; the ability to use shares 

as tax- advantaged currency in making acquisitions; protection accorded by 

corporate governance, disclosure, and other securities regulations; and, in the 

case of REITs, exemption from income taxation within the REIT if prescribed 

requirements are met.

 ■ Disadvantages include the costs of maintaining a publicly traded corporate 

structure, pricing determined by the stock market and returns that can be vol-

atile, potential for structural conflicts of interest, and tax differences compared 

with direct ownership of property that can be disadvantageous under some 

circumstances.

 ■ Compared with other publicly traded shares, REITs offer higher than average 

yields and greater stability of income and returns. They are amenable to a net 

asset value approach to valuation because of the existence of active private 

markets for their real estate assets. Compared with REOCs, REITs offer higher 

yields and income tax exemption but have less operating flexibility to invest in 

a broad range of real estate activities as well as less potential for growth from 

reinvesting their operating cash flows because of their high income- to- payout 

ratios.

 ■ In assessing the investment merits of REITs, investors analyze the effects of 

trends in general economic activity, retail sales, job creation, population growth, 

and new supply and demand for specific types of space. They also pay particular 

attention to occupancies, leasing activity, rental rates, remaining lease terms, 

in- place rents compared with market rents, costs to maintain space and re- lease 

space, tenants’ financial health and tenant concentration in the portfolio, finan-

cial leverage, debt maturities and costs, and the quality of management.
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 ■ Analysts make adjustments to the historic cost- based financial statements of 

REITs and REOCs to obtain better measures of current income and net worth. 

The three principal figures they calculate and use are (1) funds from operations 

or accounting net earnings excluding depreciation, deferred tax charges, and 

gains or losses on sales of property and debt restructuring; (2) adjusted funds 

from operations, or funds from operations adjusted to remove straight- line rent 

and to provide for maintenance- type capital expenditures and leasing costs, 

including leasing agents’ commissions and tenants’ improvement allowances; 

and (3) net asset value or the difference between a real estate companies’ assets 

and liabilities ranking prior to shareholders’ equity, all valued at market values 

instead of accounting book values.

 ■ REITs and REOCs are valued using a net asset value per share, price- to- FFO, 

price- to- AFFO, price- to- NAV, or a discounted cash flow approach, or combina-

tions of these approaches. Three important factors influencing the P/FFO and 

P/AFFO of REITs and REOCs are expectations for growth in FFO/AFFO, risks 

associated with the underlying real estate, and risks associated with companies’ 

capital structure and access to capital. The P/NAV approach to valuation can 

be used as either an absolute basis of valuation or a relative valuation approach. 

NAV reflects, however, the estimated value of a REIT’s assets to a private mar-

ket buyer, which may or may not be the same as the value that public equity 

investors ascribe to the business; this fact is one of the reasons for the wide his-

torical premium/discount range at which REITs trade relative to NAV estimates.

 ■ REITs and REOCs generally return a significant portion of their income to their 

investors and as a result tend to pay high dividends. Thus, dividend discount 

or discounted cash flow models for valuation are also applicable. These valua-

tion approaches are applied in the same manner as they are for shares in other 

industries. Most typically, investors utilize two- or three- step dividend discount 

models with near- term, intermediate- term, and/or long- term growth assump-

tions. In discounted cash flow models, investors will often use intermediate- 

term cash flow projections and a terminal value based on historical cash flow 

multiples.
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PRACTICE PROBLEMS

The following information relates to Questions 

1–6

Hui Lin, CFA is an investment manager looking to diversify his portfolio by adding 

equity real estate investments. Lin and his investment analyst, Maria Nowak, are 

discussing whether they should invest in publicly traded real estate investment trusts 

(REITs) or public real estate operating companies (REOCs). Nowak expresses a strong 

preference for investing in public REITs in taxable accounts.

Lin schedules a meeting to discuss this matter, and for the meeting, Lin asks Nowak 

to gather data on three specific REITs and come prepared to explain her preference 

for public REITs over public REOCs. At the meeting, Lin asks Nowak:

“Why do you prefer to invest in public REITs over public REOCs for tax-

able accounts?”

Nowak provides Lin with an explanation for her preference of public REITs and 

provides Lin with data on the three REITs shown in Exhibits 1 and 2.

The meeting concludes with Lin directing Nowak to identify the key investment 

characteristics along with the principal risks of each REIT and to investigate the 

valuation of the three REITs. Specifically, Lin asks Nowak to value each REIT using 

four different methodologies:

Method 1 Net asset value

Method 2 Discounted cash flow valuation using a two- step dividend model

Method 3 Relative valuation using property subsector average P/FFO multiple

Method 4 Relative valuation using property subsector average P/AFFO 

multiple

Exhibit 1   Select REIT Financial Information

REIT A REIT B REIT C

Property subsector Office Storage Health Care

Estimated 12 months cash net operating 

income (NOI)

$350,000 $267,000 $425,000

Funds from operations (FFO) $316,965 $290,612 $368,007

Cash and equivalents $308,700 $230,850 $341,000

Accounts receivable $205,800 $282,150 $279,000

Debt and other liabilities $2,014,000 $2,013,500 $2,010,000

Non- cash rents $25,991 $24,702 $29,808

Recurring maintenance- type capital 

expenditures

$63,769 $60,852 $80,961

Shares outstanding 56,100 67,900 72,300

© 2013 CFA Institute. All rights reserved.
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Exhibit 2   REIT Dividend Forecasts and Average Price Multiples

REIT A REIT B REIT C

Expected annual dividend next year $3.80 $2.25 $4.00

Dividend growth rate in years 2 and 3 4.0% 5.0% 4.5%

Dividend growth rate (after year 3 into 

perpetuity) 3.5% 4.5% 4.0%

Assumed cap rate 7.0% 6.25% 6.5%

Property subsector average P/FFO multiple 14.4x 13.5x 15.1x

Property subsector average P/AFFO multiple 18.3x 17.1x 18.9x

Note: Nowak estimates an 8% cost of equity capital for all REITs and a risk- free rate of 4.0%.

1 Nowak’s most likely response to Lin’s question is that the type of real estate 

security she prefers:

A offers a high degree of operating flexibility.

B provides dividend income that is exempt from double taxation.

C has below- average correlations with overall stock market returns.

2 Based upon Exhibits 1 and 2, the value per share for REIT A using valuation 

Method 1 is closest to:

A $51.26.

B $62.40.

C $98.30.

3 Based upon Exhibits 1 and 2, the value per share of REIT B using valuation 

Method 3 is closest to:

A $40.77.

B $57.78.

C $73.19.

4 Based on Exhibit 2, the value per share of REIT C using valuation Method 2 is 

closest to:

A $55.83.

B $97.57.

C $100.91.

5 Based upon Exhibits 1 and 2, the value per share of REIT A using valuation 

Method 4 is closest to:

A $58.32.

B $74.12.

C $103.40.

6 The risk factor most likely to adversely impact an investment in REIT B is:

A new competitive facilities.

B tenants’ sales per square foot.

C obsolescence of existing space.
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The following information relates to Questions 

7–12

Tim Wang is a financial advisor specializing in commercial real estate investing. He 

is meeting with Mark Caudill, a new client who is looking to diversify his investment 

portfolio by adding real estate investments. Caudill has heard about various invest-

ment vehicles related to real estate from his friends and is seeking a more in- depth 

understanding of these investments from Wang.

Wang begins the meeting by advising Caudill of the many options that are available 

when investing in real estate, including:

Option 1 Direct ownership in real estate

Option 2 Publicly traded real estate investment trusts (REITs)

Option 3 Publicly traded real estate operating companies (REOCs)

Option 4 Publicly- traded residential mortgage- backed securities (RMBSs)

Wang next asks Caudill about his investment preferences. Caudill responds by 

telling Wang that he prefers to invest in equity securities that are highly liquid, provide 

high income, and are not subject to double taxation.

Caudill asks Wang how the economic performance of REITs and REOCs is 

evaluated, and how their shares are valued. Wang advises Caudill there are multiple 

measures of economic performance for REITs and REOCs, including:

Measure 1 Net operating income (NOI)

Measure 2 Funds from operations (FFO)

Measure 3 Adjusted funds from operations (AFFO)

In response, Caudill asks Wang:

“Which of the three measures is the best measure of a REIT’s current 

economic return to shareholders?”

To help Caudill’s understanding of valuation, Wang presents Caudill with data on 

Baldwin, a health care REIT that primarily invests in independent and assisted senior 

housing communities in large cities across the United States. Select financial data on 

Baldwin for the past two years are provided in Exhibit 1.

Before the meeting, Wang had put together some valuation assumptions for Baldwin 

in anticipation of discussing valuation with Caudill. Wang explains the process of 

valuing a REIT share using discounted cash flow analysis, and proceeds to estimate 

the value of Baldwin on a per share basis using a two- step dividend discount model 

using the data provided in Exhibit 2.

Exhibit 1   Baldwin REIT Summarized Income Statement (in thousands of 

dollars, except per share data)

Year Ending December 31

2011 2010

Rental income 339,009 296,777

Other property income 6,112 4,033

Total income 345,121 300,810

Rental expenses

  Property operating expenses 19,195 14,273

  Property taxes 3,610 3,327

(continued)
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Year Ending December 31

2011 2010

  Total property expenses 22,805 17,600

Net operating income 322,316 283,210

Other income (gains on sale of properties) 2,162 1,003

General and administrative expenses 21,865 19,899

Depreciation and amortization 90,409 78,583

Net interest expenses 70,017 56,404

Net income 142,187 129,327

Weighted average shares outstanding 121,944 121,863

Earnings per share 1.17 1.06

Dividend per share 0.93 0.85

Price/FFO, based upon year- end stock price 11.5x 12.7x

Exhibit 2   Baldwin Valuation Projections and Assumptions

Current risk- free rate 4.0%

Baldwin beta 0.90

Market risk premium 5.0%

Appropriate discount rate (CAPM) 8.5%

Expected dividend per share, 1 year from today $1.00

Expected dividend per share, 2 years from today $1.06

Long- term growth rate in dividends, starting in year 3 5.0%

7 Based on Caudill’s investment preferences, the type of real estate investment 

Wang is most likely to recommend to Caudill is:

A Option 2.

B Option 3.

C Option 4.

8 Relative to Option 2 and Option 3, an advantage of investing in Option 1 is:

A greater liquidity.

B lower investment requirements.

C greater control over property level investment decisions.

9 The Baldwin REIT is least likely to experience long- run negative effects from a/

an:

A economic recession.

B unfavorable change in population demographics.

C major reduction in government funding of health care.

10 The most appropriate response to Caudill’s question is:

Exhibit 1   (Continued)
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A Measure 1

B Measure 2

C Measure 3

11 Based on Exhibit 1, the 2011 year- end share price of Baldwin was closest to:

A $13.23.

B $21.73.

C $30.36.

12 Based upon Exhibit 2, the intrinsic value of the Baldwin REIT on a per share 

basis using the two- step dividend discount model is closest to:

A $26.72.

B $27.59.

C $28.76.
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SOLUTIONS

1 B is correct. REITs are tax- advantaged entities whereas REOC securities are 

not typically tax- advantaged entities. More specifically, REITs are typically 

exempted from the double taxation of income that comes from taxes being due 

at the corporate level and again when dividends or distributions are made to 

shareholders in some jurisdictions such at the United States.

2 B is correct. The NAV is $62.40.

Estimated Cash NOI 350,000

Assumed cap rate 0.07

Estimated value of operating real estate (350,000/.07) 5,000,000

Plus: cash + accounts receivable 514,500

Less: Debt and other liabilities 2,014,000

Net Asset Value 3,500,500

Shares outstanding 56,100

NAV/share $62.40

3 B is correct. The value per share is $57.78, calculated as:

Funds from operations (FFO) = $290,612

Shares outstanding = 67,900 shares

FFO/share = $290,612/67,900 shares = $4.28

 Applying the property subsector average P/FFO multiple of 13.5x yields a value 

per share of:

$4.28 × 13.5 = $57.78.

4 C is correct. The value per share for REIT C is $100.91.

Step One Step Two

Year 1 Year 2 Year 3 Year 4

Dividends per share: $4.00 $4.18 $4.37 $4.54

Value of stock at end of 2013a: $113.57

$117.94

Discount rate: 8.00%

Net present value of all dividendsb: $100.91

a Calculated as $4.54 / (0.08 – 0.04) = $113.57
b Calculated as: $4.00 / (1.08) + $4.18 / (1.08)2 + $117.94 / (1.08)3 = $100.91

5 B is correct. The value per share is $74.11, calculated as:

Funds from operations (FFO) = $316,965

Less: Non- cash rents: $25,991

Less: Recurring maintenance- type capital expenditures: $63,769

Equals: AFFO: $227,205
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Shares outstanding = 56,100 shares

AFFO/share = $227,205/56,100 shares = $4.05.

 Applying the property subsector average P/AFFO multiple of 18.3x yields a 

value per share of:

$4.05 × 18.3 = $74.12.

6 A is correct. As a storage REIT, this investment faces competitive pressures 

because of the ease of entry into the field of self- storage properties can lead to 

periods of overbuilding.

7 A is correct. Option 2, publicly traded REITs, best satisfy Caudill’s investment 

preferences. REITs are equity investments that, in general, are income tax 

exempt at the corporate/trust level, so there is no double income taxation. To 

qualify for the income tax exemption, REITs are legally obligated to pay out a 

high percentage of income to their shareholders, and this typically results in 

relatively high income for investors. Lastly, public REITs are generally liquid as 

they are traded in stock exchanges.

8 C is correct. Direct property ownership offers greater control over property 

level investment decisions in comparison to the level of control exhibited by 

shareholders in REITs and REOCs.

9 A is correct. Baldwin, a health care REIT, is largely resistant to economic reces-

sions but is exposed to changes in population demographics and changes in 

government funding for health care.

10 C is correct. Measure 3, adjusted funds from operations (AFFO), is a refine-

ment of FFO that is designed to be a more accurate measure of current eco-

nomic income. In essence, FFO is adjusted to remove any non- cash rent and 

to include a provision for maintenance- type capital expenditures and leasing 

costs. Maintenance expenses are required for a business to continue as a going 

concern.

11 B is correct. Baldwin’s FFO per share in 2011 was $1.89, and the resulting share 

price was $21.73. First, calculate FFO per share in 2011, and then apply the 

year- end P/FFO multiple of 11.5x.

 FFO = accounting net earnings, excluding: (a) depreciation charges on real 

estate, (b) deferred tax charges, and (c) gains or losses from sales of property 

and debt restructuring.

 2011 accounting net income: $142,187

 2011 depreciation charges: $90,409

 2011 deferred tax charges: N/A

 2011 gains on sale of properties (other income): $2,162

 2011 shares outstanding = 121,944

 2011 year- end price/FFO = 11.5x

 2011 Baldwin’s FFO per share = ($142,187 + $90,409 – $2,162)/121,944 shares = 

$1.89. At the given 2011 year- end price/FFO multiple of 11.5x, this results in a 

share price for Baldwin of $1.89 × 11.5 = $21.73.

12 C is correct. The estimated value per share for the Baldwin REIT using a two- 

step dividend discount model is $28.76, calculated as:
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Step One Step Two

Year 1 Year 2 Year 3

Dividends per share: $1.00 $1.06 $1.11

Value of stock at end of Year 21: $31.71

$32.77

Discount rate: 8.50%

Net present value of all dividends2: $28.83

1 Calculated as $1.11/(0.085 – 0.05) = $31.71
2 Calculated as: $1.00/(1.085) + $32.77/(1.085)2 = $28.76
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. explain sources of value creation in private equity;

b. explain how private equity firms align their interests with those of 

the managers of portfolio companies;

c. distinguish between the characteristics of buyout and venture 

capital investments;

d. describe valuation issues in buyout and venture capital 

transactions;

e. explain alternative exit routes in private equity and their impact 

on value;

f. explain private equity fund structures, terms, valuation, and 

due diligence in the context of an analysis of private equity fund 

returns;

g. explain risks and costs of investing in private equity;

h. interpret and compare financial performance of private equity 

funds from the perspective of an investor;

i. calculate management fees, carried interest, net asset value, 

distributed to paid in (DPI), residual value to paid in (RVPI), and 

total value to paid in (TVPI) of a private equity fund;

A Note on Valuation of Venture Capital Deals: (Appendix 41)

j. calculate pre- money valuation, post- money valuation, ownership 

fraction, and price per share applying the venture capital method 

1) with single and multiple financing rounds and 2) in terms of 

IRR; 

k. demonstrate alternative methods to account for risk in venture 

capital.

R E A D I N G

41
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INTRODUCTION

Private equity is playing an increasing role in the global economy. In the last decade, 

private equity has grown from a small, niche activity to a critical component of the 

financial system. One manifestation of this has been the huge amount of money that 

investors have committed to private equity, estimated at around $1.5 trillion globally 

between 1998 and 2006. And this is just the equity portion of total financing. As will 

be explained later, many private equity deals employ significant amounts of debt, and 

so the value of the transactions involving private equity funds is often 2 or 3 times 

the actual equity raised. Until recently, few people even knew the names of the main 

private equity players. But now such organizations as Blackstone, Carlyle, KKR, Texas 

Pacific Group, and Permira are recognized as major forces in the global financial 

system. Fund sizes have grown—to over $20 billion at their largest—as have the size 

and complexity of the transactions that private equity funds are able to undertake, 

such as the $45 billion acquisition of the US energy company TXU. In 2006, it was 

estimated that private equity funds were involved in approximately one- quarter of all 

merger and acquisition activities.

There can be two perspectives on private equity valuation. In Section 2, we primarily 

take the perspective of the private equity firm that is evaluating potential investments. 

When a private equity firm is performing valuations of potential acquisitions, this 

effort is particularly complex because in most cases, except for public- to- private 

transactions, there will be no market prices to refer to. Private equity firms can face 

considerable challenges in valuing these companies, and this reading discusses the 

main ways in which valuation is approached. In Section 3, we take the perspective of 

an outside investor who is looking at the costs and risks of investing in a fund spon-

sored by the private equity firm.

Definitions of private equity differ, but in this reading we include the entire asset 

class of equity investments that are not quoted on stock markets. The private equity 

class stretches from venture capital (VC)—working with early stage companies that in 

many cases have no revenues but have potentially good ideas or technology—all the 

way through to large buyouts (leveraged buyout, or LBO) in which the private equity 

firm buys the entire company. In some cases, these companies might themselves be 

quoted on the stock market, and the private equity fund performs a public- to- private 

transaction thereby removing the entire company from the stock market. But in the 

majority of cases, buyout transactions will involve privately owned companies and, 

very often, a particular division of an existing company. There are many other forms 

of later- stage financing, such as providing capital to back the expansion of existing 

businesses, but for this reading we will refer simply to venture capital and buyouts as 

the two main forms of private equity.

Many classifications of private equity are available. Exhibit  1 provides a set of 

classifications proposed by the European Venture Capital Association (EVCA).

1
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Exhibit 1   Classification of Private Equity in Terms of Stage and Type of Financing of Portfolio Companies

Broad Category Subcategory Brief Description

Venture capital Seed stage Financing provided to research business ideas, develop prototype 

products, or conduct market research.

Start- up stage Financing to recently created companies with well articulated busi-

ness and marketing plans.

Expansion stage Financing to companies that have started their selling effort and may 

be already breaking even. Financing may serve to expand production 

capacity, product development, or provide working capital.

Replacement capital Financing provided to purchase shares from other existing venture 

capital investors or to reduce financial leverage.

Buyout Acquisition capital Financing in the form of debt, equity, or quasi- equity provided to a 

company to acquire another company.

Leverage buyout Financing provided by a LBO firm to acquire a company.

Management buyout Financing provided to the management to acquire a company, specific 

product line, or division (carve- out).

Special situations Mezzanine finance Financing generally provided in the form of subordinated debt and an 

equity kicker (warrants, equity, etc.) frequently in the context of LBO 

transactions.

Distressed securities Financing of companies in need of restructuring or facing financial 

distress.

One- time opportunities Financing in relation to changing industry trends and new govern-

ment regulations.

Others Other forms of private equity financing are also possible (i.e., activist 

investing, etc.).

These classifications are not exhaustive. Private equity funds may also be clas-

sified depending on their geographical (national, regional, or global) and/or sector 

focus (e.g., diversified industrials, telecommunications, biotechnologies, healthcare, 

industrials, etc.).

How is the invested money split between venture capital and buyout deals? In 

broad terms, around four- fifths of the money has been flowing into buyouts in both 

the United States and Europe. In part this is because of the sheer scale of buyouts 

in which an individual deal can absorb several billion dollars of capital. In contrast, 

venture capital deals tend to drip feed money into companies as they develop. But 

investors also have been increasingly focusing on buyout funds, in which the average 

returns earned have tended to be higher.

Where does the money come from and how are the private equity funds orga-

nized? Most of the money comes from institutional investors, such as pension funds, 

endowments, and insurance companies, although many high- net- worth individuals also 

invest directly or through fund- of- funds intermediaries who provide their investors 

with a more diversified portfolio of investments. At present, the proportion of assets 

allocated by investors to private equity is considerably higher in the United States than 

in Europe, although surveys of European investors find that the fund managers plan 

to increase their allocation to private equity. So the flow of money into private equity 

is likely to continue and indeed grow, depending, of course, on market conditions.
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One distinctive characteristic of private equity investment is a buy- to- sell orien-

tation. Private equity fund investors typically expect their money returned, with a 

handsome profit, within 10 years of committing their funds. The economic incentives 

of the funds are aligned with this goal, as is explained later. In the next section we 

discuss this buy- to- sell approach and how funds are typically organized.

INTRODUCTION TO VALUATION TECHNIQUES IN 

PRIVATE EQUITY TRANSACTIONS

This reading is not intended to be a comprehensive review of valuation techniques 

applicable to private equity transactions. Instead, we highlight some essential consid-

erations specific to private equity. As you might expect, private equity firms are a rich 

laboratory for applying the principles of asset and equity valuation. The case study 

on venture capital valuation that follows this reading demonstrates how a specific 

valuation technique can be applied.

First and foremost, we must distinguish between the price paid for a private equity 

stake and the valuation of such private equity stake. The price paid for a private equity 

stake is the outcome of a negotiation process between two or more parties with each 

possibly assigning a different value to that same private equity stake. Unlike shares of 

public companies that are traded regularly on a regulated market, buyers and sellers of 

private equity interests generally employ more efforts to uncover their value. Private 

equity valuation is thus time bound and dependent on the respective motives and 

interests of buyers and sellers.

The selection of the appropriate valuation methodologies depends largely on the 

stage of development of a private equity portfolio company. Exhibit 2 provides an 

overview of some of the main methodologies employed in private equity valuation 

and an indication of the stage of company development for which they may apply.

Exhibit 2   Overview of Selected Valuation Methodologies and Their Possible Application in Private Equity

Valuation Technique Brief Description Application

Income approach: 

Discounted cash 

flows (DCF)

Value is obtained by discounting expected 

future cash flows at an appropriate cost of 

capital.

Generally applies across the broad spectrum of com-

pany stages. 

Given the emphasis on expected cash flows, this 

methodology provides the most relevant results when 

applied to companies with a sufficient operating his-

tory. Therefore, most applicable to companies operat-

ing from the expansion up to the maturity phase.

Relative value: 

Earnings multiples

Application of an earnings multiple to 

the earnings of a portfolio company. The 

earnings multiple is frequently obtained 

from the average of a group of public 

companies operating in a similar business 

and of comparable size. 

Commonly used multiples include: Price/

Earnings (P/E), Enterprise Value/EBITDA, 

Enterprise Value/Sales.

Generally applies to companies with a significant 

operating history and predictable stream of cash 

flows. 

May also apply with caution to companies operating 

at the expansion stage. 

Rarely applies to early stage or start- up companies.

2
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Valuation Technique Brief Description Application

Real option The right to undertake a business decision 

(call or put option). Requires judgmental 

assumptions about key option parameters.

Generally applies to situations in which the man-

agement or shareholders have significant flexibility 

in making radically different strategic decisions (i.e., 

option to undertake or abandon a high risk, high 

return project). Therefore, generally applies to some 

companies operating at the seed or start- up phase.

Replacement cost Estimated cost to recreate the business as 

it stands as of the valuation date.

Generally applies to early (seed and start- up) stage 

companies or companies operating at the develop-

ment stage and generating negative cash flows. 

Rarely applies to mature companies as it is difficult to 

estimate the cost to recreate a company with a long 

operating history. For example, it would be difficult 

to estimate the cost to recreate a long established 

brand like Coca- Cola, whereas the replacement cost 

methodology may be used to estimate the brand value 

for a recently launched beverage (R&D expenses, 

marketing costs, etc.).

One other methodology, the venture capital method, is discussed more fully as 

part of the case study that follows this reading.

Note that in a vibrant and booming private equity market, there is a natural ten-

dency among participants to focus primarily on the earnings approach to determine 

value. This approach is perceived as providing a benchmark value corresponding best 

to the state of the current private equity market. Because of the lack of liquidity of 

private equity investments, the concurrent use of other valuation metrics is strongly 

recommended.

Thus, valuation does not involve simply performing a net present value calculation 

on a static set of future profit projections. The forecasts of the existing management or 

vendors are, of course, a natural place to start, but one of the key ways private equity 

firms add value is by challenging the way businesses are run. The business would have 

additional value if the private equity firm improves the business’s financing, operations, 

management, and marketing.

In most transactions, private equity investors are faced with a set of investment 

decisions that are based on an assessment of prospective returns and associated 

probabilities. Private equity firms are confronted generally with a large flow of infor-

mation arising from detailed due diligence investigations and from complex financial 

models. It is essential to understand the extent of the upside and downside potential 

of internal and external factors affecting the business and their resulting effect on net 

income and free cash flows. Any possible scenario must pass the judgmental test of 

how realistic it is. The defined scenarios should be based not only on the analysis of 

past events, but on what future events may realistically happen, given knowledge of the 

present. The interplay between exogenous factors (such as favorable and unfavorable 

macroeconomic conditions, interest rates, and exchange rates) and value drivers for 

the business (such as sales margins and required investments) should also be consid-

ered carefully. For example, what will be the sales growth if competition increases or 

if competing new technologies are introduced?

When building the financial forecasts, all variables in the financial projections 

should be linked to key fundamental factors influencing the business with assigned 

subjective probabilities. The use of Monte Carlo simulation, often using a spreadsheet 

add- in such as Crystal Ball™ or @RISK, further enhances the quality of the analysis and 

Exhibit 2   (Continued)
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may be instrumental in identifying significant financial upsides and downsides to the 

business. In a Monte Carlo simulation, the analyst must model the fundamental value 

drivers of the portfolio company, which are in turn linked to a valuation model. Base 

case, worst case, and best case scenarios (sometimes called a triangular approach) 

and associated probabilities should be discussed with line managers for each value 

driver with the objective being to ensure that the simulation is as close as possible to 

the realities of the business and encompasses the range of possible outcomes.

Other key considerations when evaluating a private equity transaction include the 

value of control, the impact of illiquidity, and the extent of any country risk. Estimating 

the discount for illiquidity and marketability and a premium for control are among 

the most subjective decisions in private equity valuation. The control premium is 

an incremental value associated with a bloc of shares that will be instrumental in 

gaining control of a company. In most buyouts, the entire equity capital is acquired 

by the private equity purchasers. But in venture capital deals, investors often acquire 

minority positions. In this case the control premium (if any) largely depends on the 

relative strength and alignment of interest of shareholders willing to gain control. For 

example, in a situation with only a limited number of investors able to acquire con-

trol, the control premium is likely to be much more significant relative to a situation 

with a dominant controlling shareholder invested along with a large number of much 

smaller shareholders.

The distinction between marketability and liquidity is more subtle. The cost of 

illiquidity may be defined as the cost of finding prospective buyers and represents the 

speed of conversion of the assets to cash, whereas the cost of marketability is closely 

related to the right to sell the assets. In practice, the marketability and liquidity dis-

counts are frequently lumped together.

The cost for illiquidity and premium for control may be closely related because 

illiquidity may be more acute when there is a fierce battle for control. But there are 

many dimensions to illiquidity. The size of the illiquidity discount may be influenced 

by such factors as the shareholding structure, the level of profitability and its expected 

sustainability, the possibility of an initial public offering (IPO) in the near future, 

and the size of the private company. Because determining the relative importance of 

each factor may be difficult, the illiquidity discount is frequently assessed overall on 

a judgmental basis. In practice, the discount for illiquidity and premium for control 

are both adjustments to the preliminary value estimate instead of being factored into 

the cost of capital.

When valuing private equity portfolio companies in emerging markets, country 

risk may also represent a significant additional source of risk frequently added to a 

modified version of the standard CAPM. Estimating the appropriate country risk 

premium represents another significant challenge in emerging markets private equity 

valuation. These technical hurdles relate not only to private equity investments in 

emerging markets but also increasingly to global private equity transactions conducted 

“en- bloc” in multiple countries. More than 15 approaches exist for the estimation of 

the country risk premium.1

Valuation in private equity transactions is, therefore, very challenging. Whereas 

traditional valuation methodologies, such as discounted cash flow analysis, adjusted 

present value, and techniques based on comparisons from the public market of prec-

edent transactions, are used frequently by investment and valuation professionals, 

they are applied to private equity situations with care, taking into consideration stress 

1 The modified country spread model, also called the modified Goldman model, is frequently used in prac-

tice. The Erb, Harvey, and Viskanta model, also called the country risk rating model, is gaining increasing 

popularity among valuation practitioners, partly because of its ease of use and theoretical appeal. For a 

comprehensive analysis of this topic, see Estimating Cost of Capital in Emerging Markets, Yves Courtois, 

CFA Institute webcasts, www.cfainstitute.org.
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tests and a range of possible future scenarios for the business. Given the challenges of 

private equity valuation, value estimates based on a combination of several valuation 

methodologies will provide the strongest support for the estimated value. Private equity 

valuation is a process that starts as a support for decision making at the transaction 

phase but should also serve as a monitoring tool to capture new opportunities, or 

protect from losses, with the objective to continuously create value until the invest-

ment is exited. It also serves as a performance reporting tool to investors while the 

company remains in the fund portfolio. These ongoing valuation and reporting issues 

are discussed in Section 3.

2.1 How Is Value Created in Private Equity?

The question of how private equity funds actually create value has been much debated 

inside and outside the private equity industry. The survival of the private equity gov-

ernance model depends on some economic advantages it may have over the public 

equity governance model. These potential advantages, described more fully below, 

include 1) the ability to re- engineer the private firm to generate superior returns, 2) 

the ability to access credit markets on favorable terms, and 3) a better alignment of 

interests between private equity firm owners and the managers of the firms they control.

Do private equity houses have superior ability to re- engineer companies and, there-

fore, generate superior returns? Some of the largest private equity organizations, such 

as Kohlberg Kravis Roberts (KKR), The Carlyle Group, Texas Pacific Group (TPG), or 

Blackstone Group, have developed in- house high- end consulting capabilities supported 

frequently by seasoned industry veterans (former CEOs, CFOs, senior advisers), and 

have a proven ability to execute deals on a global basis. Irrespective of their size, 

some of the very best private equity firms have developed effective re- engineering 

capabilities to add value to their investments. But it is hard to believe that this factor, 

all else being equal, is the main driver of value added in private equity. Assuming that 

private equity houses have a superior ability to re- engineer companies, this would 

mean that public companies have inherently less ability to conduct re- engineering or 

organizational changes relative to corporations held by private equity organizations. 

Many public companies, like General Electric or Toyota, have established a long track 

record of creating value. Thus, only a part of value added created by private equity 

houses may be explained by superior reorganization and re- engineering capabilities. 

The answer must also come from other factors.

Is financial leverage the main driver of private equity returns in buyouts? Ample 

availability of credit at favorable terms (such as low credit spreads and few covenants) 

led in 2006 and the first half of 2007 to a significant increase in leverage available to 

buyout transactions. Borrowing 6 to 8 times EBITDA (earnings before interest, taxes, 

depreciation, and amortization) has been frequent for large transactions conducted 

during this period. Note that in private equity, leverage is typically measured as a mul-

tiple of EBITDA instead of equity. Relative to comparable publicly quoted companies, 

there is a much greater use of debt in a typical buyout transaction.

When considering the impact of leverage on value, we should naturally turn to 

one of the foundations of modern finance: the Modigliani–Miller theorem.2 This the-

orem, in its basic form, states that, in the absence of taxes, asymmetric information, 

bankruptcy costs, and assuming efficient markets, the value of a firm is not affected 

by how the firm is financed. In other words, it should not matter if the firm is financed 

by equity or debt. The relaxing of the “no taxes assumption” raises interesting ques-

tions in leveraged buyouts as the tax shield on the acquisition debt creates value as a 

2 F. Modigliani and M. Miller, “The Cost of Capital, Corporation Finance and the Theory of Investment.” 

American Economic Review (June 1958).
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result of tax deductibility of interest. One would also expect that the financial leverage 

of a firm would be set at a level where bankruptcy costs do not outweigh these tax 

benefits. Unlike public companies, private equity firms may have a better ability to 

raise higher levels of debt as a result of a better control over management but also as 

a result of their reputation for having raised, and repaid, such high levels of debt in 

previous transactions.

Such debt financing is raised initially from the syndicated loan market, but then 

is frequently repackaged via sophisticated structured products, such as collateralized 

loan obligations (CLOs), which consist of a portfolio of leveraged loans. In some cases 

the private equity funds issue high- yield bonds as a way of financing the portfolio 

company, and these often are sold to funds that create collateralized debt obligations 

(CDOs). This raises the question of whether a massive transfer of risks to the credit 

markets is taking place in private equity. If the answer to this last question is positive, 

then one would expect that it will self- correct during the next economic downturn. 

Note that at the time of this writing (early 2008), the CDO and CLO markets were 

undergoing a significant slowdown as a result of the credit market turmoil that 

started in the summer of 2007, triggered by the subprime mortgage crisis. The CDO 

and CLO markets are (at this time) inactive. As a result, the LBO market for very 

large transactions (“mega buyouts”) was affected by a lack of financing. Additional 

leverage is also gained by means of equity- like instruments at the acquisition vehicle 

level, which are frequently located in a favorable jurisdiction such as Luxembourg, the 

Channel Islands, Cayman Islands, or the British Virgin Islands. Note that acquisitions 

by large buyout private equity firms are generally held by a top holding company in 

a favorable tax jurisdiction. The top holding company’s share capital and equity- like 

instruments are held in turn by investment funds run by a general partner who is 

controlled by the private equity buyout firm. These instruments are treated as debt 

for tax purposes within the limits of thin capitalization rules in certain jurisdictions. 

In Luxembourg, such equity- like instruments are called convertible preferred equity 

certificates, or CPECs.

The effect of leverage may also be analyzed through Jensen’s free cash flow hypoth-

esis.3 According to Jensen, low growth companies generating high free cash flows tend 

to invest in projects destroying value (i.e., with a negative net present value) instead 

of distributing excess cash to shareholders. This argument is a possible explanation4 

as to why a LBO transaction may generate value as excess cash is used to repay the 

senior debt tranche, effectively removing the management’s discretionary use of 

cash. Part of the value added in private equity may thus be explained by the level of 

financial leverage.

What other factors may then significantly explain the returns earned by private 

equity funds? One important factor is the alignment of economic interests between 

private equity owners and the managers of the companies they control, which can 

crystallize management efforts to achieve ambitious milestones set by the private equity 

owners. Results- driven management pay packages, along with various contractual 

clauses, ensure that managers receive proper incentives to reach their targets, and 

that they will not be left behind after the private equity house exits their investment. 

Examples of such contract terms include tag- along, drag- along rights, which are 

contractual provisions in share purchase agreements that ensure any potential future 

acquirer of the company may not acquire control without extending an acquisition 

offer to all shareholders, including the management of the company.

3 Jensen, M., “Agency Costs of Free Cash Flow, Corporate Finance and Takeovers,” American Economic 

Review, vol. 76 no. 2 (1986).

4 Jensen, M., “Eclipse of the Public Corporation,” Harvard Business Review, 67 (1989).
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Empirical evidence also shows that managers from public companies subsequently 

acquired by private equity groups tend to acknowledge an increased level of directness 

and intensity of input enabling them to conduct higher value- added projects over 

a longer time frame after the buyout, as opposed to the “short- termism” prevailing 

during their public market period. This short- termism is mostly driven by shareholders’ 

expectations, the analyst community, and the broad market participants who place a 

significant emphasis on management to meet quarterly earnings targets. As private 

equity firms have a longer time horizon in managing their equity investments, they 

are able to attract talented managers having the ability to implement sometimes 

profound restructuring plans in isolation of short- term market consequences. Note 

however, that private equity firms are not the sole catalysts of change at large compa-

nies. Some large organizations, for example General Electric, have a proven ability to 

stir entrepreneurship at all levels within the company and generate substantial value 

over a long time horizon.

Effective structuring of investments terms (called the “term sheet”) results in a 

balance of rights and obligations between the private equity firm and the management 

team. In addition to the clauses discussed above, the following contractual clauses are 

important illustrations of how private equity firms ensure that the management team 

is focused on achieving the business plan and that if the objectives are not met, the 

control and equity allocation held by the private equity firm will increase:

 ■ Corporate board seats: ensures private equity control in case of major corpo-

rate events such as company sale, takeover, restructuring, IPO, bankruptcy, or 

liquidation.

 ■ Noncompete clause: generally imposed on founders and prevents them from 

restarting the same activity during a predefined period of time.

 ■ Preferred dividends and liquidation preference: private equity firms generally 

come first when distributions take place, and may be guaranteed a minimum 

multiple of their original investment before other shareholders receive their 

returns.

 ■ Reserved matters: some domains of strategic importance (such as changes in the 

business plan, acquisitions, or divestitures) are subject to approval or veto by 

the private equity firm.

 ■ Earn- outs (mostly in venture capital): mechanism linking the acquisition price 

paid by the private equity firm to the company’s future financial performance 

over a predetermined time horizon, generally not exceeding 2 to 3 years.

Effective contractual structuring of the investment can thus be a significant source of 

return to private equity firms. In particular, it may allow venture capital firms, which 

invest in companies with considerable uncertainties over their future, to significantly 

increase their level of control over time and even seize control in case the company 

fails to achieve the agreed goals.

2.2 Using Market Data in Valuation

In most private equity transactions—with the exception of public- to- privates—there 

is no direct market evidence on the valuation of the company being acquired. But 

virtually all valuation techniques employ evidence from the market at differing stages 

in the calculation, rather than relying entirely on accounting data and management 

forecasts.

The two most important ways in which market data are used to infer the value of 

the entity being acquired are by analyzing comparison companies that are quoted on 

public markets and valuations implied by recent transactions involving similar entities. 

Typically, these techniques focus on the trading or acquisition multiples that exist in 
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the public markets or in recent transactions. For instance, suppose a valuation is sought 

in the food sector for a retail chain, which is currently a privately owned company. 

The comparison company approach would look at the trading multiples—such as 

enterprise value to EBITDA—of comparable public companies, and use this multiple 

to value the target. Similarly, if there are recent M&A transactions in the food retail 

sector, the transactions multiples paid could be used to inform the current market 

value of the target. Of course, it is very important to make sure that the comparisons 

are appropriate, and this is not always possible, especially for certain businesses that 

operate in niche sectors or that are pioneering in terms of their products or services.

The use of market data is also important in the DCF approaches, in particular 

in estimating an appropriate discount rate. Cost of capital for private companies is 

estimated generally using the same weighted average cost of capital (WACC) formula5 

used for public companies. A serious challenge, however, in assessing the cost of 

equity in private equity settings is the lack of public historical data on share prices and 

returns. Therefore, beta (β), which represents the relative exposure of company shares 

to the market, must be estimated by means of a proxy. This is performed typically by 

estimating the beta for comparable companies, and then adjusting for financial and 

operating leverage. When conducting this benchmark exercise, several issues that may 

depend on analyst judgment should be considered: To what extent are the selected 

comparable public firms genuinely comparable to the target firm? Should outlying 

companies be excluded? What is the target debt- to- equity ratio of the target firm vs. 

industry average? What group of comparable public companies should be selected if 

the target firm operates in several business segments?

Finally, in DCF valuation techniques, forecasts of future financial performance 

usually are only available for a few years ahead. Therefore, it is almost always necessary 

to estimate the terminal value of the company beyond this forecasting horizon. In 

order to do this, it is possible to apply a perpetual growth rate assumption, although 

small changes in the assumed growth rate, which are very difficult to predict, can have 

a significant impact on the resulting valuation. An alternative is to use an assumption 

about the trading multiple that exists (or is predicted to exist) in public markets, and 

apply this to the last years’ forecast values. For instance, if over the economic cycle 

the average enterprise value to EBITDA ratio for the publicly quoted companies in 

an industry is 10, then this might be applied to the final forecast value for EBITDA 

for the private target as a way of estimating the terminal value.

2.3 Contrasting Valuation in Venture Capital and Buyout 

Settings

Buyout and venture capital funds are the two main categories of private equity invest-

ments both in terms of number of funds and invested amounts. Whereas a venture 

capital firm may have a specialized industry focus—looking for the next rising star 

in technology, in life sciences, or another industry—LBO firms generally invest in 

a portfolio of firms with more predictable cash flow patterns. Venture capital firms 

(investing in new firms and new technologies) seek revenue growth, whereas buyout 

firms (investing in larger, established firms) focus more on EBIT or EBITDA growth. 

The approach to company valuation is thus fundamentally different, and Exhibit 3 

presents some of the key distinctions.

5 WACC = [E/(E + D)] × (Cost of equity) + [D/(E + D)] × (Cost of debt) (1 − Tax rate), where E is the 

market value of equity and D is the market value of debt.
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Exhibit 3   Characteristics of Buyout and Venture Capital Investments

Buyout Investments: Venture Capital Investments:

 ■ Steady and predictable cash flows  ■ Low cash flow predictability, cash flow projections may 

not be realistic

 ■ Excellent market position (can be a niche player)  ■ Lack of market history, new market and possibly 

unproven future market (early stage venture)

 ■ Significant asset base (may serve as basis for collateral 

lending)

 ■ Weak asset base

 ■ Strong and experienced management team  ■ Newly formed management team with strong individual 

track record as entrepreneurs

 ■ Extensive use of leverage consisting of a large propor-

tion of senior debt and significant layer of junior and/or 

mezzanine debt

 ■ Primarily equity funded. Use of leverage is rare and very 

limited

 ■ Risk is measurable (mature businesses, long operating 

history)

 ■ Assessment of risk is difficult because of new technolo-

gies, new markets, lack of operating history

 ■ Predictable exit (secondary buyout, sale to a strategic 

buyer, IPO)

 ■ Exit difficult to anticipate (IPO, trade sale, secondary 

venture sale)

 ■ Established products  ■ Technological breakthrough but route to market yet to be 

proven

 ■ Potential for restructuring and cost reduction  ■ Significant cash burn rate required to ensure company 

development and commercial viability

 ■ Low working capital requirement  ■ Expanding capital requirement if in the growth phase

 ■ Buyout firm typically conducts full blown due diligence 

approach before investing in the target firm (financial, 

strategic, commercial, legal, tax, environmental)

 ■ Venture capital firm tends to conduct primarily a tech-

nology and commercial due diligence before investing; 

financial due diligence is limited as portfolio companies 

have no or very little operating history

 ■ Buyout firm monitors cash flow management, strategic, 

and business planning

 ■ Venture capital firm monitors achievement of milestones 

defined in business plan and growth management

 ■ Returns of investment portfolios are generally character-

ized by lower variance across returns from underlying 

investments; bankruptcies are rare events

 ■ Returns of investment portfolios are generally character-

ized by very high returns from a limited number of highly 

successful investments and a significant number of write- 

offs from low performing investments or failures

 ■ Large buyout firms are generally significant players in 

capital markets

 ■ Venture capital firms tend to be much less active in capi-

tal markets

 ■ Most transactions are auctions, involving multiple poten-

tial acquirers

 ■ Many transactions are “proprietary,” being the result 

of relationships between venture capitalists and 

entrepreneurs

 ■ Strong performing buyout firms tend to have a better 

ability to raise larger funds after they have successfully 

raised their first fundsa

 ■ Venture capital firms tend to be less scalable relative to 

buyout firms; the increase in size of subsequent funds 

tend to be less significantb

 ■ Variable revenue to the general partner (GP) at buyout 

firms generally comprise the following three sources: 

carried interest, transaction fees, and monitoring feesc

 ■ Carried interest (participation in profits) is generally the 

main source of variable revenue to the general partner at 

venture capital firms; transaction and monitoring fees are 

rare in practiced

a Andrew Metrick and Ayako Yasuda, “The Economics of Private Equity Funds.” University of Pennsylvania, The Wharton School (September 9, 

2007).
b Ibid.
c Ibid.
d Ibid.

© CFA Institute. For candidate use only. Not for distribution.



Reading 41 ■ Private Equity Valuation146

2.4 Valuation Issues in Buyout Transactions

A buyout is a form of private equity transaction in which the buyer acquires from the 

seller a controlling stake in the equity capital of a target company. The generic term 

“buyout” thus refers explicitly to the notion of acquiring control. It comprises a wide 

range of techniques, including but not limited to, management buyouts (MBOs), 

leveraged buyouts (LBOs), or takeovers. Our focus in this reading will be on LBOs, 

which consist in the acquisition of a company using borrowed money to finance a 

significant portion of the acquisition price.

Typically, the structuring of LBO transactions involves a negotiation between 

the providers of equity capital, senior debt, high yield bonds, and mezzanine finance. 

Mezzanine finance6 is a hybrid form of financing that may be perceived as a bridge 

between equity and debt. It is generally structured flexibly and tailored to fit the 

specific requirements of every transaction.

2.4.1 The LBO Model

The LBO model is not a separate valuation technique, but rather a way of determining 

the impact of the capital structure, purchase price, and various other parameters on 

the returns expected by the private equity fund from the deal.

The LBO model has three main input parameters: the cash flow forecasts of the 

target company, the expected return from the providers of financing (equity, senior 

debt, high yield bonds, mezzanine), and the amount of financing available for the 

transaction. The free cash flow forecasts of the target company are generally prepared 

by the management of the target company and are subject to an extensive due diligence 

process (strategic, commercial, financial, legal, and environmental) to determine the 

reliability of such forecasts. These forecasts are prepared on the basis of an explicit 

forecast horizon that generally corresponds to the expected holding horizon of the 

private equity firm in the equity capital of the target company.

The exit year is typically considered as a variable with the objective to determine 

the expected IRR sensitivity on the equity capital around the anticipated exit date. 

The exit value is determined most frequently by reference to an expected range of 

exit multiples determined on the basis of a peer group of comparable companies 

(Enterprise Value- to- EBITDA).

On the basis of the input parameters, the LBO model provides the maximum 

price that can be paid to the seller while satisfying the target returns for the providers 

of financing. This is why the LBO model is not a valuation methodology per se. It 

is a negotiation tool that helps develop a range of acceptable prices to conclude the 

transaction.

Exhibit 4 is a “value creation chart,” summarizing the sources of the additional value 

between the exit value and the original cost. Value creation comes from a combination 

of factors: earnings growth arising from operational improvements and enhanced 

corporate governance; multiple expansion depending on pre- identified potential exits; 

and optimal financial leverage and repayment of part of the debt with operational cash 

flows before the exit. Each component of the value creation chart should be carefully 

considered and backed by supporting analyses, frequently coming from the lengthy 

due diligence process (especially commercial, tax, and financial) and also from a 

strategic review with the objective to quantify the range of plausible value creation.

6 For a more comprehensive discussion of mezzanine finance, refer to “Mezzanine Finance—A Hybrid 

Instrument with a Future,” Economic Briefing No 42, Credit Suisse (2006).
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Exhibit 4   Typical Leveraged Buyout Value Creation Chart

Value

Cost Earnings
growth

Multiple
expansion

Debt
reduction

Exit

Exhibit 5 provides an example of a €5,000 (amounts in millions) investment in a 

private equity transaction. The transaction is financed with 50 percent debt and 50 per-

cent equity. The €2,500 equity investment is further broken into €2,400 of preference 

shares owned by the private equity fund, €95 of equity owned by the private equity 

fund, and €5 of management equity. The preference shares are promised a 12 percent 

annual return (paid at exit). The private equity firm equity is promised 95 percent 

of the residual value of the firm after creditors and preference shares are paid, and 

management equity holders are promised the remaining 5 percent.

Exhibit 5   Stakeholder Payoffs

Management 
PE fund 

Proceeds 

€109m 
€6,291m

Invested 

€5m 
€2,495m

Multiple 

2.5x
21.8x

IRR 

85% 
20%

€5,000m

2008

Preference
Shares
2,400

Management 109

Management Equity 5
PE Equity 95

Lenders fund the debt
PE Fund’s

Equity
2,061

Preference
Shares
4,230

Debt 1,600
Debt
2,500

€8,000m

2013

Management contribute €5m of equity
PE fund €95m equity and all the preference shares

12% rolled up dividend to preference shares
€5,000m enterprise value

Assume that the exit value, five years after investment, is 1.6 times the original 

cost. The initial investment of €5,000 has an exit value of €8,000. The specific payoffs 

for the four claimants are as follows:

 ■ Senior debt has been partially retired with operational cash flows, reducing debt 

from €2,500 to €1,600. So debtholders get €1,600.
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 ■ Preference shares are paid a 12 percent return for 5 years, so they receive 

€2,400(1.12)5 = €4,230.

 ■ PE Fund equity receives 95 percent of the terminal equity value, or 0.95[8000 − 

(4230 + 1600)] = €2,061.

 ■ Management equity receives 5 percent of the terminal equity value, or 

0.05[8000 − (4230 + 1600)] = €109.

As you can see, preference shares increase in value over time as a result of their 

preferred dividend being capitalized, and the equity held by the PE fund and by the 

management is expected to increase significantly depending on the total enterprise 

value upon exit. Both the equity sold to managers, frequently known as the management 

equity program (MEP), and the equity held by the private equity firm are most sensitive 

to the level of the exit. The larger the exit multiple, the larger the upside potential for 

both the MEP and the equity held by the private equity firm. In the example, assuming 

that an exit of 1.6 times cash may be achieved at the anticipated exit date (2013), the 

management would realize an IRR of 85 percent per annum on its investment and 

the private equity fund equity holders an IRR of 20 percent per annum. The private 

equity firm also earns 12 percent per annum on its preference shares.

This chart also demonstrates the critical importance of leverage in buyout transac-

tions. A reduction in financial leverage over time is instrumental in magnifying returns 

available to shareholders. Note that the bulk of financial leverage in LBOs consists of 

senior debt, much of which will be amortizing. Therefore, the reduction in financial 

leverage gradually increases over time as a proportion of principal is paid back to 

senior lenders on an annual or semi- annual basis depending on the terms of senior 

debt. As a result of senior debt gradual repayment over time, a larger proportion of 

operating cash flows becomes available to equity holders. Of course, this mechanism 

works well as long as no significant adverse economic factors negatively impact the 

business of the target LBO company and also provided that a successful exit can be 

handled in the foreseeable future. It should be remembered, however, that these high 

levels of debt increase significantly the risks borne by the equity investors, and such 

increased risk should be taken into account when comparing the realized returns with 

alternative investment classes (such as investments in the stock market).

Typically, a series of scenarios with varying levels of cash exits, growth assump-

tions, and debt levels are engineered with the use of an LBO model, using as inputs the 

required rate of return from each stakeholder (equity, mezzanine, senior debt holders), 

to gain a sound understanding of the buyout firm’s flexibility in conducting the deal.

2.5 Valuation Issues in Venture Capital Transactions

In venture capital, pre- money valuation and post- money valuation are two fundamental 

concepts. Pre- money valuation (PRE) refers to the agreed value of a company prior 

to a round of financing or investment (I). Post- money valuation (POST) is the value 

of a company after the financing or investing round. Therefore:

POST = PRE + I

The proportionate ownership of the venture capital investor is determined by I/POST.

EXAMPLE 1  

Investment and Ownership Interest of a VC Firm

A venture capital firm invests £1 million on a £1.5 million pre- money valuation 

and the VC firm obtains 40  percent of shares. In this case, PRE is £1.5  mil-

lion, POST is £2.5  million, and the proportion financed by venture capital 
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is £1  million/£2.5  million. The parties agreed that the VC firm would retain 

40 percent of the shares and have that proportion of the rights of shareholders 

should dividends be paid or the firm sold.

Typically, both pre- money valuation and the level of the venture capital investment 

are subject to intense negotiations between the founders and the venture capital firm, 

bearing in mind the fundamental issue of dilution of ownership. Dilution of ownership 

is the reduction in the proportional ownership of a shareholder in the capital of a 

company resulting from the issuance of additional shares and/or of securities con-

vertible into shares at some stage in the future. Additional financing rounds and the 

issuance of stock options to the management of a company are examples of dilution 

of ownership.

In VC transactions, there is typically significant uncertainty surrounding the 

projected future cash flows. Consequently, the discounted cash flow methodology 

is rarely used as the first method to determine value. Similarly, there are challenges 

applying the comparable companies approach as start- ups generally have unique 

features and it may be extremely difficult to find comparable quoted companies 

operating in the same field. Alternative valuation methodologies including the ven-

ture capital approach7 or the real option methodology are also used to determine 

value. Traditional valuation methodologies typically comprise the income approach 

(discounted cash flow valuation), the relative value or market approach (information 

relative to a group of comparable companies is gathered and normalized relative to 

the EBITDA, EBIT, and revenue of the company being valued), and the cost approach 

(cost to recreate or replace the asset or company). Generally speaking, the appraisal of 

intangible assets, comprising the founder’s know- how, experience, licenses, patents, 

and in progress research and development (IPRD), along with an assessment of the 

expected market potential of the company’s product or products in development 

form the basis for assessing a pre- money valuation. Because of the significant level 

of uncertainty surrounding the business, it is not infrequent to observe a cap on the 

pre- money valuation (i.e., €3 million, €5 million, etc.).

In buyouts, given the significant predictability of cash flows, the income- based 

approach (discounted cash flows, adjusted present value, LBO model, target IRR) is 

frequently used as a primary method to determine the value of equity, considering the 

expected change in leverage until the time of exit of the investment. The initial high 

and declining financial leverage is the main technical valuation issue that needs to be 

adequately factored into the income approach when applied to a buyout valuation. The 

value is also frequently corroborated by an analysis of the peer group of comparable 

publicly traded companies.

2.6 Exit Routes: Returning Cash to Investors

The exit is among the most critical mechanisms to unlock value in private equity. 

Most private equity firms consider their exit options prior to investing and factor 

their assessment of the exit outcome into their analysis of target and expected internal 

rate of return.

7 The venture capital approach is discussed in the Appendix “A Note on Valuation of Venture Capital 

Deals” at the end of this reading.
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Private equity investors generally have access to the following four exit routes for 

their investments:

 ■ Initial Public Offering (IPO): going public offers significant advantages including 

higher valuation multiples as a result of an enhanced liquidity, access to large 

amounts of capital, and the possibility to attract higher caliber managers. But an 

IPO comes at the expense of a cumbersome process, less flexibility, and signifi-

cant costs. Therefore, an IPO is an appropriate exit route for private companies 

with an established operating history, excellent growth prospects, and having a 

sufficient size. Timing of the IPO is also an important consideration. After the 

internet bubble collapse in March 2000, the number of successful IPOs plum-

meted in the subsequent years, forcing venture capital firms to change their exit 

plans for many of their investments.

 ■ Secondary Market: sale of stake held by a financial investor to other financial 

investors or to strategic investors (companies operating or willing to establish 

in the same sector or market of the portfolio company). With the increased seg-

mentation of private equity, secondary market transactions tend to occur within 

each segment, i.e., buyout firms tend to sell to other buyout firms (secondary 

buyouts) and venture firms to other venture firms (secondary venture capital 

transactions). These secondary market transactions are very common in prac-

tice and currently account for a significant proportion of exits, especially in the 

buyout segment. Venture capital exits by means of a buyout are also possible 

but rare in practice as buyout firms are reluctant to finance development stage 

companies with a significant amount of leverage. The two main advantages 

of secondary market transactions are 1) the possibility to achieve the highest 

valuation multiples in the absence of an IPO, and 2) with the segmentation 

of private equity firms, specialized firms have the skill to bring their portfolio 

companies to the next level (restructuring, merger, new market) and sell either 

to a strategic investor seeking to exploit synergies or to another private equity 

firm having another set of skills and the ability to further add value to the port-

folio company.

 ■ Management Buyout (MBO): takeover by the management group using signifi-

cant amounts of leverage to finance the acquisition of the company. Alignment 

of interest is optimal under this exit scenario but may come at the expense of an 

excessive leverage that may significantly reduce the company’s flexibility.

 ■ Liquidation: controlling shareholders have the power to liquidate the company 

if the company is no longer viable. This exit mechanism generally results in a 

floor value for the portfolio company but may come at a cost of very negative 

publicity for the private equity firm if the portfolio company is large and the 

employee count is significant.

Timing the exit and determining the optimal exit route are important investment 

management decisions to be made by private equity firms. Although the exit may be 

carefully planned, the unexpected can cause changes to the exit plan. This may mean 

that the exit could be delayed or accelerated depending on the market or purely oppor-

tunistic circumstances. Suppose, for example, that an LBO firm is planning an exit of 

one of its portfolio companies but the public market and economic conditions have 

collapsed, rendering any exit via a trade sale or an IPO unprofitable. The LBO firm may 

instead conduct another acquisition at depressed prices, merge this acquisition with 

the portfolio company with the objective to strengthen its market position or product 

range, and wait for better market conditions before conducting the sale. Flexibility is 

thus critical in private equity during harder times and underlines the importance for 

a private equity firm to have sufficient financial strength.

© CFA Institute. For candidate use only. Not for distribution.



Introduction to Valuation Techniques in Private Equity Transactions 151

There seems to be no boundaries to the size of the largest buyout transactions as 

expectations have been consistently exceeded over the past few years and the $50 billion 

threshold appears now to be in sight for the largest buyout firms. The three largest 

buyout transactions in history, HCA Inc., Equity Office, and TXU Corporation, were 

all undertaken over the eighteen months before this reading was written. Private equity 

firms appear to be moving into uncharted territory in regards to managing exits at that 

level. The central question about these mega buyout transactions is how the exit will 

take place given that the extent of the exit possibilities is much more limited relative 

to smaller deals. IPOs, for example, raise significantly more challenges, such as the 

need for a gradual exit over time because only a single block of shares can be sold 

initially, and may prove excessively risky if market conditions are suboptimal. Some 

large companies may be viewed as holding companies of a portfolio of real assets. Such 

companies may be sold in tranches to prospective buyers. The real challenge will be 

for unified companies for which an exit will need to take place for the entire entity.

Understanding the anticipated exit provides clues as to what valuation meth-

odologies or IRR models to employ. Timing of the exit will influence the way stress 

testing is conducted on the expected exit multiple. When the exit is anticipated in 

the near future (one to two years), the prevailing valuation multiples extracted from 

comparable quoted firms provide good guidance on the expected exit multiple. Stress 

tests on that value may be conducted for small incremental changes and on the basis 

of market knowledge. If the exit is anticipated in a much longer time horizon, the 

current valuation multiples are less relevant and stress tests may need to be conducted 

on a wider range of values to determine the anticipated exit multiple. Stress testing in 

this context consists of simulating incremental changes in the input variables of the 

valuation model (such as components of the discount factor, terminal growth rates, 

etc.) and to financial forecasts (sales growth, assumed future operating margins, etc.) 

in order to determine the range of value outcomes and to assess the stability of the 

valuation methodology.

2.7 Summary

Valuation is the most critical aspect of private equity transactions. The investment 

decision- making process typically flows from the screening of investment opportunities 

to preparing a proposal, appraising the investment, structuring the deal, and finally 

to the negotiating phase. Because of the difficulties in valuing private companies, a 

variety of alternative valuation methods are typically used to provide guidance on the 

appropriate range. Along with the various due diligence investigations (commercial or 

strategic, financial, legal, tax, environmental) generally conducted on private equity 

investment opportunities, valuation serves a dual purpose: assessing a company’s 

ability to generate superior cash flows from a distinctive competitive advantage and 

serving as a benchmark for negotiations with the seller. After all, although seeing 

opportunities for adding value is important, it is also essential—for the investors in 

the private equity fund—that the seller does not appropriate all the potential gains 

by extracting a high price during the transaction.

Post- investment, valuation of private equity investments is also very important, 

as investors expect to be fully informed about the performance of the portfolio com-

panies. This raises a separate set of issues, which are considered in the next section.
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PRIVATE EQUITY FUND STRUCTURES AND 

VALUATION

When analyzing and evaluating financial performance of a private equity fund from 

the perspective of an investor, a solid grasp of private equity fund structures, terms 

of investment, private equity fund valuation, and due diligence are an absolute pre-

requisite. The distinctive characteristics of private equity relative to public equities 

raise many more challenges when interpreting financial performance. Two of the main 

differentiating characteristics of private equity, in addition to the structure and terms, 

relate to the nature of subscriptions made by investors in private equity structures 

and to the “J” curve effect. Investors commit initially a certain amount to the private 

equity fund that is subsequently drawn by the fund as the fund’s capital is deployed 

in target portfolio companies. This contrasts with public market investing in which 

investment orders typically are disbursed fully at the time the orders are settled on the 

markets. The “J- curve” effect refers to the typical time profile of reported returns by 

private equity funds, whereby low or negative returns are reported in the early years 

of a private equity fund (in large part as a result of the fees’ impact on net returns), 

followed by increased returns thereafter as the private equity firm manages portfolio 

companies toward the exit.

3.1 Understanding Private Equity Fund Structures

The limited partnership has emerged as the dominant form for private equity structures 

in most jurisdictions. Funds that are structured as limited partnerships are governed 

by a limited partnership agreement between the fund manager, called the general part-

ner (GP), and the fund’s investors, called limited partners (LPs). Whereas the GP has 

management control over the fund and is jointly liable for all debts, LPs have limited 

liability, i.e., they do not risk more than the amount of their investment in the fund. 

The other main alternative to the limited partnership is a corporate structure, called 

company limited by shares, which mirrors in its functioning the limited partnership 

but offers a better legal protection to the GP and to some extent the LPs, depending 

on the jurisdictions. Some fund structures, especially the Luxembourg- based private 

equity fund vehicle SICAR (société d’investissement en capital à risque), are subject to 

a light regulatory oversight offering enhanced protection to LPs. The vast majority of 

these private equity fund structures are “closed end,” which restricts existing investors 

from redeeming their shares over the lifetime of the fund and limiting new investors 

to entering the fund only at predefined time periods, at the discretion of the GP.

Private equity firms operate effectively in two businesses: the business of manag-

ing private equity investments and the business of raising funds. Therefore, private 

equity firms tend to plan their marketing efforts well in advance of the launch of 

their funds to ensure that the announced target fund size will be met successfully 

once the fund is effectively started. The premarketing phase of a private equity fund, 

depending on whether it is a first fund or a following fund, may take between one to 

two years. Once investors effectively commit their investments in the fund, private 

equity managers draw on investors’ commitments as the fund is being deployed and 

invested in portfolio companies. Private equity funds tend to have a duration of 10–12 

years, generally extendable to an additional 2–3 years. Exhibit 6 illustrates the funding 

stages for a private equity fund.

3
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Exhibit 6   Funding Stages for a Private Equity Fund

marketing

marketingfollow-on fund

1 year 10 years 2 years

Cash flows back to investors
Indications of fund performance

Most private equity is invested via
partnerships of a limited duration

How are private equity funds structured?

Commitments by investors
Multiple ‘closings’

draw down/investment Realization or returns and exit extension

Fund terms are contractually defined in a fund prospectus or limited partnership 

agreement available to qualified prospective investors. The definition of qualified 

investors depends on the jurisdiction. Typically, wealth criteria (exceeding US$1 mil-

lion, for example) and/or a minimum subscription threshold (minimum €125,000, for 

example) apply. The nature of the terms are frequently the result of the balance of 

negotiation power between GPs and LPs. Although the balance of negotiation power 

used to be in favor of LPs, it has now turned in favor of GPs, at least among the over-

subscribed funds. Any significant downturn in private equity may change the balance 

of power in favor of LPs. Negotiation of terms has the objective to ensure alignment of 

interests between the GP and LPs and defining the GP’s incentives (transaction fees, 

profit shares, etc.) The most significant terms may be categorized into economic and 

corporate governance terms.

Economic Terms

 ■ Management fees represent a percentage of committed capital paid annually 

to the GP during the lifetime of the fund. Fees in the region of 1.5 percent to 

2.5 percent are fairly common. Although less frequent, management fees may 

also be calculated on the basis of the net asset value or on invested capital.

 ■ Transaction fees are fees paid to GPs in their advisory capacity when they pro-

vide investment banking services for a transaction (mergers and acquisitions, 

IPOs) benefiting the fund. These fees may be subject to sharing agreements 

with LPs, typically according to a 50/50 split between the GP and LPs. When 

such fee- sharing agreements apply, they generally come as a deduction to the 

management fees.

 ■ Carried interest represents the general partner’s share of profits generated by a 

private equity fund. Carried interest is frequently in the region of 20 percent of 

the fund’s profits (after management fees).
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 ■ Ratchet is a mechanism that determines the allocation of equity between share-

holders and the management team of the private equity controlled company. A 

ratchet enables the management team to increase its equity allocation depend-

ing on the company’s actual performance and the return achieved by the private 

equity firm.

 ■ Hurdle rate is the internal rate of return that a private equity fund must achieve 

before the GP receives any carried interest. The hurdle rate is typically in the 

range of 7 percent to 10 percent. The objective is to align the interests of the 

GP with those of LPs by giving additional incentives to the GP to outperform 

traditional investment benchmarks.

EXAMPLE 2  

Calculation of Carried Interest

Suppose that a LBO fund has committed capital of US$100  million, carried 

interest of 20 percent, and a hurdle rate of 8 percent. The fund called 75 per-

cent of its commitments from investors at the beginning of year 1, which was 

invested at the beginning of year 1 in target company A for $40 million and 

target company B for $35 million. Suppose that at the end of year 2, a profit of 

$5 million has been realized by the GP upon exit of the investment in company 

A, and the value of the investment in company B has remained unchanged. 

Suppose also that the GP is entitled to carried interest on a deal- by- deal basis, 

i.e., the IRR used to calculate carried interest is calculated for each investment 

upon exit. A theoretical carried interest of $1 million (20 percent of $5 million) 

could be granted to the GP, but the IRR upon exit of investment in company A 

is only 6.1 percent. Until the IRR exceeds the hurdle rate, no carried interest 

may be paid to the GP.

 ■ Target fund size is expressed as an absolute amount in the fund prospectus or 

information memorandum. This information is critical as it provides a signal 

both about the GP’s capacity to manage a portfolio of a predefined size and also 

in terms of fund raising. A fund that closed with a significantly lower size rela-

tive to the target size would raise questions about the GP’s ability to raise funds 

on the market and would be perceived as a negative signal. 

 ■ Vintage year is the year the private equity fund was launched. Reference to 

vintage year allows performance comparison of funds of the same stage and 

industry focus.

 ■ Term of the fund is typically 10 years, extendable for additional shorter periods 

(by agreement with the investors). Although infrequently observed, funds can 

also be of unlimited duration, and in this case are often quoted on stock mar-

kets (such as investment trusts).

Corporate Governance Terms

 ■ Key man clause. Under the key man clause, a certain number of key named 

executives are expected to play an active role in the management of the fund. 

In case of the departure of such a key executive or insufficient time spent in 

the management of the fund, the “key man” clause provides that the GP may 

be prohibited from making any new investments until a new key executive is 

appointed.
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 ■ Disclosure and confidentiality. Private equity firms have no obligations to dis-

close publicly their financial performance. A court ruling8 requiring California 

Public Employees Retirement System (CalPERS) to report publicly its returns 

on private equity investments, the Freedom of Information Act (FOIA) in the 

United States, and similar legislation in other European countries have led pub-

lic pension funds to report information about their private equity investments. 

Disclosable information relates to financial performance of the underlying funds 

but does not extend to information on the companies in which the funds invest. 

This latter information is not typically disclosed. The reporting by CalPERS is a 

prominent example of the application of this clause.9 Some private equity fund 

terms may be more restrictive on confidentiality and information disclosure and 

effectively limit information available to investors subject to FOIA.

 ■ Clawback provision. A clawback provision requires the GP to return capital to 

LPs in excess of the agreed profit split between the GP and LPs. This provision 

ensures that, when a private equity firm exits from a highly profitable invest-

ment early in the fund’s life but subsequent exits are less profitable, the GP 

pays back capital contributions, fees, and expenses to LPs to ensure that the 

profit split is in line with the fund’s prospectus. The clawback is normally due 

on termination of the fund but may be subject to an annual reconciliation (or 

“true- up”).

 ■ Distribution waterfall. A distribution waterfall is a mechanism providing an 

order of distributions to LPs first before the GP receives carried interest. Two 

distinct distribution mechanisms are predominant: deal- by- deal waterfalls 

allowing earlier distribution of carried interest to the GP after each individual 

deal (mostly employed in the United States) and total return waterfalls resulting 

in earlier distributions to LPs because carried interest is calculated on the prof-

its of the entire portfolio (mostly employed in Europe and for funds- of- funds). 

Under the total return method, two alternatives are possible to calculate carried 

interest. In the first alternative, the GP receives carried interest only after the 

fund has returned the entire committed capital to LPs. In the second alterna-

tive, the GP receives carried interest on any distribution as long as the value of 

the investment portfolio exceeds a certain threshold (usually 20 percent) above 

invested capital.

EXAMPLE 3  

Distribution Waterfalls

Suppose a private equity fund has a committed capital totaling £300 million 

and a carried interest of 20 percent. After a first investment of £30 million, the 

fund exits the investment 9 months later with a £15 million profit. Under the 

deal- by- deal method, the GP would be entitled to 20 percent of the deal profit, 

i.e., £3  million. In the first alternative of the total return method, the entire 

proceeds of the sale, i.e., £45 million, are entitled to the LPs and nothing (yet) 

to the GP. In the second alternative, the exit value of £45 million exceeds by 

more than 20 percent the invested value of £30 million. The GP would thus be 

entitled to £3 million.

8 S. Chaplinsky and S. Perry, “CalPERS vs. Mercury News: Disclosure comes to private equity,” Darden 

Business Publishing.

9 Information about CalPERS’ private equity holdings is available from the company’s website, www.

calpers.ca.gov.
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Continuing the above example with a clawback provision with an annual 

true- up, suppose that the deal- by- deal method applies and that a second invest-

ment of £25 million is concluded with a loss of £5 million 1 year later. Therefore, 

at the annual true- up, the GP would have to pay back £1  million to LPs. In 

practice, an escrow account is used to regulate these fluctuations until termi-

nation of the fund.

 ■ Tag- along, drag along rights are contractual provisions in share purchase agree-

ments that ensure any potential future acquirer of the company may not acquire 

control without extending an acquisition offer to all shareholders, including the 

management of the company. 

 ■ No- fault divorce. A GP may be removed without cause, provided that a super 

majority (generally above 75 percent) of LPs approve that removal.

 ■ Removal for “cause” is a clause that allows either a removal of the GP or an ear-

lier termination of the fund for “cause.” Such “cause” may include gross negli-

gence of the GP, a “key person” event, a felony conviction of a key management 

person, bankruptcy of the GP, or a material breach of the fund prospectus.

 ■ Investment restrictions generally impose a minimum level of diversification 

of the fund’s investments, a geographic and/or sector focus, or limits on 

borrowing.

 ■ Co- investment. LPs generally have a first right of co- investing along with the 

GP. This can be advantageous for the LPs as fees and profit share are likely 

to be lower (or zero) on co- invested capital. The GP and affiliated parties are 

also typically restricted in their co- investments to prevent conflicts of interest 

with their LPs. Crossover co- investments are a classic example of a conflict of 

interest. A crossover co- investment occurs when a subsequent fund launched 

by the same GP invests in a portfolio company that has received funding from a 

previous fund.

3.2 What Are the Risks and Costs of Investing in Private Equity?

Private equity investing is typically restricted by laws and regulations in most jurisdic-

tions to “qualified investors” comprising institutions and high- net- worth individuals 

meeting certain wealth criteria. These restrictions are motivated by the high levels of 

risks incurred in private equity investing, and are generally subject to disclosure in 

the private equity fund prospectus. Such risks may be categorized as general private 

equity risk factors, investment strategy specific risk factors (buyout, venture capital, 

mezzanine), industry specific risk factors, risk factors specific to the investment vehicle, 

and sometimes regional or emerging market risks when applicable.

Following are some general private equity risk factors:

 ■ Illiquidity of investments: Because private equity investments are generally not 

traded on any securities market, the exit of investments may not be conducted 

on a timely basis.

 ■ Unquoted investments: Investing in unquoted securities may be risky relative to 

investing in securities quoted on a regulated securities exchange.

 ■ Competition for attractive investment opportunities: Competition for finding 

investment opportunities on attractive terms may be high.
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 ■ Reliance on the management of investee companies (agency risk): There is no 

assurance that the management of the investee companies will run the company 

in the best interests of the private equity firm, particularly in earlier stage deals 

in which the management may retain a controlling stake in the company and 

enjoy certain private benefits of control.

 ■ Loss of capital: High business and financial risks may result in substantial loss of 

capital.

 ■ Government regulations: Investee companies’ product and services may be sub-

ject to changes in government regulations that adversely impact their business 

model.

 ■ Taxation risk: Tax treatment of capital gains, dividends, or limited partnerships 

may change over time.

 ■ Valuation of investments: Valuation of private equity investments is subject to 

significant judgment. When valuations are not conducted by an independent 

party, they may be subject to biases.

 ■ Lack of investment capital: Investee companies may require additional future 

financing that may not be available.

 ■ Lack of diversification: Investment portfolios may be highly concentrated and 

may, therefore, be exposed to significant losses. Investors generally want to 

invest in a mix of private equity funds of different vintages, different stages of 

developments for underlying investments in portfolio companies, and achieve a 

certain level of diversification across various private equity strategies (large and 

mid- market buyout, venture capital, mezzanine, restructuring).

 ■ Market risk: Changes in general market conditions (interest rates, currency 

exchange rates) may adversely affect private equity investments. The impact 

of market risk is, however, long term in nature given the long- term horizon of 

private equity firms. Temporary short- term market fluctuations are generally 

irrelevant.

Costs associated with private equity investing are substantially more significant relative 

to public market investing. These costs may be broken down as follows:

 ■ Transaction fees: Corresponding to due diligence, bank financing costs, legal 

fees for arranging acquisition, and sale transactions in investee companies.

 ■ Investment vehicle fund setup costs: Comprises mainly legal costs for the setup 

of the investment vehicle. Such costs are typically amortized over the life of the 

investment vehicle.

 ■ Administrative costs: Custodian, transfer agent, and accounting costs generally 

charged yearly as a fraction of the investment vehicle’s net asset value.

 ■ Audit costs: A fixed annual fee.

 ■ Management and performance fees: These are generally more significant relative 

to plain investment funds. A 2 percent management fee and a 20 percent per-

formance fee are common in the private equity industry.

 ■ Dilution: A more subtle source of cost, dilution may come from stock option 

plans granted to the management and to the private equity firm and from addi-

tional rounds of financing.

 ■ Placement fees: Fundraising fees may be charged up front or by means of a 

trailer fee by the fund raiser. A trailer fee is generally charged annually, corre-

sponding to a fraction of the amount invested by limited partners as long as 

these amounts remain invested in the investment vehicle. An up front place-

ment fee of 2 percent is not uncommon in private equity.
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3.3 Due Diligence Investigations by Potential Investors

Prior to investing in a private equity fund, prospective investors generally conduct a 

thorough due diligence on the fund. Several fundamental characteristics of private 

equity funds underline the importance of the due diligence process.

 ■ Private equity funds tend to exhibit a strong persistence of returns over time. 

This means that top performing funds tend to continue to outperform and poor 

performing funds also tend to continue to perform poorly or disappear.

 ■ The performance range between funds is extremely large. For example, the dif-

ference between top quartile and third quartile fund IRRs can be about 20 per-

centage points.

 ■ Liquidity in private equity is typically very limited and thus LPs are locked for 

the long term. On the other hand, when private equity funds exit an investment, 

they return the cash to the investors immediately. Therefore, the “duration” of 

an investment in private equity is typically shorter than the maximum life of the 

fund.

The European Venture Capital association (EVCA) has issued an “Illustrative due 

diligence questionnaire—Venture capital funds,” that may serve as a guide, but not 

as a substitute, for the due diligence process conducted by LPs before investing in a 

venture capital or private equity fund.

3.4 Private Equity Fund Valuation

The description of private equity valuation10 in a fund prospectus is generally asso-

ciated with the fund’s calculation of net asset value (NAV). The NAV is generally 

defined as the value of the fund assets less liabilities corresponding to the accrued 

fund expenses. The fund’s assets are frequently valued by GPs, depending on their 

valuation policies, in the following ways:11

1 at cost with significant adjustments for subsequent financing events or 

deterioration

2 at lower of cost or market value

3 by a revaluation of a portfolio company whenever a new financing round 

involving new investors takes place

4 at cost with no interim adjustment until the exit

5 with a discount for restricted securities12

6 more rarely, marked to market by reference to a peer group of public compara-

bles and applying illiquidity discounts.

Private equity industry valuation standards, such as those originally produced 

by the British, French, and European industry associations (latest revisions can be 

found at www.privateequityvaluation.com), have increasingly been adopted by funds 

operating in many jurisdictions.

Industry practices suggest that because a valuation is adjusted with a new round 

of financing, the NAV may be more stale in down markets when there is a long gap 

between funding rounds. This mechanism is similar to the valuation of investment 

funds of publicly quoted securities. There is thus a fundamental implicit break- up 

10 For a comprehensive discussion of this topic, refer to Thomas Meyer and Pierre- Yves Mathonet, Beyond 

the J Curve: Managing a Portfolio of Venture Capital and Private Equity Funds, Wiley, (2004).

11 Center for Private Equity and Entrepreneurship, Tuck School of Business at Dartmouth.

12 Example: Reg. 144 securities.
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assumption whereby the fund may be broken up at any time, the funds underlying 

investments may be liquidated individually and immediately, and the proceeds returned 

to LPs. Whereas this fundamental break- up assumption may hold for publicly traded 

securities, which are marked to market, this assumption may be more questionable 

for private equity investment portfolios typically held over a long period of time. The 

fundamental question facing investors is: At what value should investments in port-

folio companies be reported, prior to the private equity fund exiting the investment 

and returning the proceeds to the LPs? There is no straight answer to that question 

as there is no market for securities issued by private equity companies.

Undrawn LP commitments raise additional challenges for private equity fund 

valuation. Although undrawn commitments represent a LP’s legal obligations to meet 

capital calls in the future, they are not accounted for in the NAV calculation. The value 

of such undrawn commitments largely depends on the expected cash flows that will 

be generated by future investments made by the GP. Although undrawn commitments 

are not part of the NAV, they should be viewed as unfunded liabilities. McGrady13 

suggested to “gauge the reaction to the unfunded portion, a seller may consider the 

ease with which a general partnership could raise another fund in the current market.”

Comparisons between private equity funds following different investment strategies 

require a careful analysis of their respective valuation policies in order to avoid biases. 

Whereas, for example, an early stage venture capital fund may keep its investments 

at cost, a late stage development capital fund may mark its portfolio companies by 

reference to public market comparables. At times when a market bubble is forming 

in certain sectors, such as the technology bubble in 2000, such reference to public 

market comparables may distort the valuation of portfolio companies and thus 

reported fund returns.

Another important aspect of private equity valuations is that they are mostly per-

formed by GPs. Under the pressure from LPs, an increasing number of annual or semi- 

annual valuations are performed by independent valuers that are mandated by GPs.

The above discussion on private equity valuation emphasizes both the qualitative 

and quantitative issues that need to be taken into consideration.

3.5 Evaluating Fund Performance

Because each private equity fund is unique, the assessment of financial performance 

needs to be made with a good knowledge of the specific fund structure, terms, valua-

tion policies, and the outcome of the due diligence. Typically, an analysis of a private 

equity fund’s financial performance includes the following.

3.5.1 Analysis of IRR and Multiples Gross and Net of Fees since Inception

Here, net of fees means net of management fees, carried interest, or of any other 

financial arrangements that accrue to the GP. The IRR, a cash- flow- weighted rate of 

return, is deemed the most appropriate measure of private equity performance by 

the Global Investment Performance Standards (GIPS), Venture Capital and Private 

Equity Valuation Principles, and by other venture capital and private equity standards. 

The interpretation of IRR in private equity should, however, be subject to caution 

because an implicit assumption behind the IRR calculation is that the fund is fully 

liquid, whereas a significant portion of the NAV is illiquid during a substantial part 

of a private equity fund’s life. Therefore, valuation of portfolio companies according 

to industry standards is important to ensure the quality of the IRR figures.

13 C. McGrady, Pricing private equity secondary transactions, Dallas, TX, Cogent Partners (2002).
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The distinction between gross and net IRR is also important. Gross IRR relates 

cash flows between the private equity fund and its portfolio companies and is often 

considered a good measure of the investment management team’s track record in 

creating value. Net IRR relates cash flows between the private equity fund and LPs, 

and so captures the returns enjoyed by investors. Fees and profit shares create signif-

icant deviations between gross and net IRRs. IRR analysis is often combined with a 

benchmark IRR analysis, i.e., the median IRR for the relevant peer group of compa-

rable private equity funds operating with a similar investment strategy and vintage 

year. This is particularly important because there are clear trends over time in private 

equity returns, with some vintage years producing much higher returns than others.

In addition to IRR, multiples are used frequently as a measure of performance. 

Multiples simply measure the total return to investors relative to the total sum invested. 

Although multiples ignore the time value of money, their ease of calculation and 

their ability to differentiate between “realized” actual proceeds from divestments and 

“unrealized” portfolio subject to GP valuation make these ratios very popular among 

LPs. The multiples used most frequently by LPs and also defined by GIPS that provide 

additional information about private equity funds performance are as follows:

 ■ PIC (paid in capital): the ratio of paid in capital to date divided by committed 

capital. This ratio provides information about the proportion of capital called by 

a GP.

 ■ DPI (distributed to paid in): cumulative distributions paid out to LPs as a 

proportion of the cumulative invested capital. This ratio is often called “cash- 

on- cash return.” It provides an indication of the private equity fund’s realized 

return on investment. DPI is presented net of management fees and carried 

interest.

 ■ RVPI (residual value to paid in): value of LPs’ shareholding held with the private 

equity fund as a proportion of the cumulative invested capital. The numerator is 

measured as the remaining portfolio companies as valued by the GP. This ratio 

is a measure of the private equity fund’s unrealized return on investment. RVPI 

is presented net of management fees and carried interest.

 ■ TVPI (total value to paid in): the portfolio companies’ distributed and undis-

tributed value as a proportion of the cumulative invested capital. TVPI is the 

sum of DPI and RVPI. TVPI is presented net of management fees and carried 

interest.

In addition to quantitative measures of return, an analysis of a private equity fund 

financial performance also includes:

 ■ an analysis of realized investments since inception, commenting on all successes 

and failures;

 ■ an analysis of unrealized investments, highlighting all red flags in the portfolio 

and the expected time to exit per portfolio company;

 ■ a cash flow forecast at the portfolio company level and for the aggregate portfo-

lio; and

 ■ an analysis of portfolio valuation, audited financial statements, and the NAV.
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EXAMPLE 4  

Calculating and Interpreting a Private Equity Fund 

Performance

Suppose that a private equity fund has a DPI of 0.07 and a RVPI of 0.62 after 

5 years. IRR is −17 percent. The fund follows a venture capital strategy in high 

technology, has a vintage year of 1999, and a term of 10 years. A DPI of 7 per-

cent indicates that few successful exits were made. A RVPI of 62 percent points 

to an extended J- curve effect for the fund as TVPI amounts to 69 percent at 

the midlife of the fund. A vintage year of 1999 provides hints that the fund was 

actually started before the technology market crash of 2000 and that the routes 

to exit for portfolio companies have been dramatically changed. During the 

technology market crash, the investment portfolio probably suffered a number 

of complete write- offs. In this situation, an LP should thus consider the state of 

the existing portfolio to examine the number of write- offs and other signals of 

ailing companies in the fund portfolio. The risk of not recovering the invested 

amount at termination of the fund is significant. Compliance with valuation 

policies by the GP should also be closely monitored by LPs to ensure that the 

GP’s expectations are not excessive given the current state of the portfolio.

Note that with the increased allocations to private equity, performance compari-

sons across asset classes are often misinterpreted. IRR, the standard measure of pri-

vate equity returns, is cash- flow- weighted, whereas performance of most other asset 

classes is measured in terms of time- weighted rate of return. In an attempt to solve 

these performance comparison issues, new performance measurement techniques 

have been developed. One of them, called the Public Market Equivalent (PME), was 

proposed by Austin Long and Craig Nickles in the mid- 1990s. It provides a solution 

to this benchmarking issue, but its reliability poses, at times, serious problems.14 Put 

simply, PME is the cash- flow- weighted rate of return of an index (S&P 500 or any 

other index) assuming the same cash flow pattern as a private equity fund. It is thus 

an index return measure.

CONCEPT IN ACTION: EVALUATING A PRIVATE 

EQUITY FUND

This section illustrates the use of many of the concepts above to evaluate the perfor-

mance of a private equity fund.

Michael Hornsby, CFA, is a Senior Investment Officer at Icarus, a UK- based 

institutional investor in private equity. He is contemplating an investment in Europa 

Venture Partners III, a new late stage technology venture capital fund, after a thor-

ough due diligence performed on the fund and an updated due diligence on the GP. 

Icarus has been an investor in Europa Venture Partners’ (EVP) previous two funds, 

EVP I and EVP II. Icarus has been satisfied with the performance of EVP so far and 

is seeking to further expand its relationship with this GP because Icarus considers it 

a niche venture capital firm operating in a less crowded segment of the pan- European 

technology markets. As a result of its success, EVP decided to increase its carried 

interest for the third fund to 25 percent from 20 percent for the previous two funds. 

4

14 Christophe Rouvinez, “Private Equity Benchmarking with PME +,” Venture Capital Journal (August 2003).
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Hornsby has received the information about the fund’s financial performance and is 

seeking assistance in calculating and interpreting financial performance for a number 

of specific queries as outlined below.

Europa Venture Partners (EVP)

General Partner Europa Venture Partners (EVP) was established to provide equity financing to later stage technology 

companies in need of development capital across Europe. The GP seeks to provide strategic support 

to seasoned entrepreneurial teams and bring proven new technologies to the market. The GP targets 

investment in portfolio companies between €2 million and €10 million.

Established in 1999 Type: Development Capital

Fund Vintage

Actual  

Fund Size 

(€ Millions)

Capital Called 

(%)

Mgmt Fees 

(%)

Carried 

Interest 

(%)

Hurdle Rate 

(%) Term Report Date

EVP I 2001 125 92 2 20 8 2009 31 Dec 2006

EVP II 2003 360 48 2 20 8 2012 31 Dec 2006

Financial performance for investments by Icarus in EVP funds

Fund

Committed Capital 

(€ Millions)

Capital Called 

Down

Gross IRR 

(%)

Net IRR 

(%)

DPI 

(X)

RVPI 

(X)

TVPI 

(X) Quartile

EVP I 10 9.2 16.1 11.3 1.26 1.29 2.55 1

EVP II 25 12.0 1.6 (0.4) 0.35 1.13 1.48 2

Hornsby also is interested in verifying management fees, carried interest, and the 

NAV of EVP I. He has the following information about yearly capital calls, operating 

results, and distributions.

Calls, Operating Results, and Distributions (€ Million)

2001 2002 2003 2004 2005 2006

Called- down 50 15 10 25 10 5

Realized results 0 0 10 35 40 80

Unrealized 

results

−5 −15 15 10 15 25

Distributions — — — 25 45 75

Operating results correspond to the sum of realized results from exits of portfolio 

companies and of unrealized results from the revaluation of investments held in port-

folio companies. In addition to the information available on EVP I, Hornsby also knows 

from the fund prospectus that the distribution waterfall is calculated according to the 

total return method following the first alternative, i.e., the GP receives carried interest 

only after the fund has returned the entire committed capital to LPs. Management 
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fees are calculated on the basis of the paid- in capital. Hornsby also wants to calculate 

DPI, RVPI, and TVPI of EVP I for 2006 and is interested in understanding how to 

calculate gross and net IRRs.

1 Interpret and compare the financial performance of EVP I and EVP II.

2 Based on the information given, calculate the management fees, carried inter-

est, and the NAV of EVP I. Also calculate DPI, RVPI, and TVPI of EVP I for 

2006. Explain on the basis of EVP I how gross and net IRRs are calculated, and 

calculate the gross and net IRRs.

Solution to 1: 

In the table above, the first venture capital fund (EVP I) made its first capital call in 

2001 and returned €1.26 (all amounts in millions) for every €1 that had been drawn 

down to LPs two years ahead of the termination of the fund. EVP I residual value 

remains high at 1.29 times capital drawn down, which is a good signal about the 

profitability of the fund at termination. The fund ranks in the first quartile, which 

means that it belongs to the best performing funds of that category and vintage year. 

Gross IRR of 16.1 percent after 6 years of operations, and 11.3 percent net of fees 

represents a good performance.

The second fund exhibits, to date, very modest performance in terms of gross 

and net IRR, which indicates that the fund is still experiencing the J- curve effect. 

EVP II has returned 35 percent of capital drawn down to LPs and a residual value of 

113 percent of capital drawn down, which indicates that despite the fund being in its 

early years, the GP has already managed a number of profitable exits and increased 

the value of the investment portfolio half way through the termination of the fund. 

Actual fund size significantly exceeds previous fund size and is an indication that the 

GP is gaining momentum in terms of fund raising, probably partly attributable to the 

strong performance of the first fund.

Solution to 2: 

Cash Flows and Distributions (€ Million)

Year

Called- 

down 

(1)

Paid- in 

Capital 

(2)

Mgmt 

Fees 

(3)

Operating 

Results 

(4)

NAV before 

Distributions 

(5)

Carried 

Interest 

(6)

Distributions 

(7)

NAV after 

Distributions 

(8)

2001 50 50 1.0 −5 44.0 44.0

2002 15 65 1.3 −15 42.7 42.7

2003 10 75 1.5 25 76.2 76.2

2004 25 100 2.0 45 144.2 3.8 25 115.4

2005 10 110 2.2 55 178.2 6.8 45 126.4

2006 5 115 2.3 105 234.1 11.2 75 147.9

Based on this table, the calculations of DPI, RVPI, and TVPI can be derived as follows:

 ■ Paid- in capital = Cumulative capital called- down (shown in Column 2)

 ■ Management fees = (2 Percent) × (Column 2)
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 ■ Carried interest: The first year that NAV is higher than committed capital 

(€125m), carried interest is 20 percent of the excess, or (20 Percent) ([NAV 

in Column 5] − €125m). Thereafter, provided that NAV before distribution 

exceeds committed capital, carried interest is (20 Percent)(increase in NAV 

before distributions). For example, carried interest in 2006 is calculated as fol-

lows: (20 Percent)(234.1 − 178.2)

 ■ NAV before distributions = NAV after distributionst−1 + (Column 1) − (Column 

3) + (Column 4)

 ■ NAV after distributions = (Column 5) − (Column 6) − (Column 7)

 ■ DPI = (25 + 45 + 75)/115 or 1.26x

 ■ RVPI = 147.9/115 or 1.29x

 ■ TVPI = 1.26 + 1.29 = 2.55x

The IRRs may be developed as follows:

 ■ Gross IRRs are estimated by calculating the internal rate of return between the 

following cash flows: called down capital at the beginning of period (Column 1) 

and the previous year’s operating results (Column 4).

 ■ Net IRRs are estimated by calculating the internal rate of return between the 

following cash flows: called down capital at the beginning of period (Column 

1) and the previous year’s operating results (Column 4) net of management fees 

(Column 3) and carried interest (Column 6). The calculated IRRs are in the 

bottom row of the following table.

Year End 

Cash Flows 

for Gross IRR

Cash Flows 

for Net IRR

2000 −50 −50.0

2001 −20 −21.0

2002 −25 −26.3

2003 0 −1.5

2004 35 29.2

2005 50 41.0

2006 105 91.5

IRR 16.1% 11.3%

PREFATORY COMMENTS ON THE CASE STUDY

The case study that follows is a complement to this private equity valuation reading 

and is included to show the reader how to apply in context valuation methodologies 

in a private equity setting.

A Note on Valuation of Venture Capital Deals

This technical note on the valuation of venture capital deals is meant to explain the 

foundations of the venture capital method for valuing venture capital investments, 

the specific issues and diligences that must be addressed, and illustrate the concept 

in action with a case study.

5

© CFA Institute. For candidate use only. Not for distribution.



Summary 165

SUMMARY

This reading focuses on valuation issues confronting investors in a private equity fund 

and the methods that the funds use to make investment decisions.

 ■ Private equity funds seek to add value by various means, including optimiz-

ing financial structures, incentivizing management, and creating operational 

improvements.

 ■ Private equity can be thought of as an alternative system of governance for 

corporations: rather than ownership and control being separated as in most 

publicly quoted companies, private equity concentrates ownership and control. 

Many view this governance arbitrage as a fundamental source of the returns 

earned by the best private equity funds.

 ■ A critical role for the GP is valuation of potential investments. But because 

these investments are usually privately owned, valuation encounters a myriad of 

challenges, some of which have been discussed in this reading.

 ■ Valuation techniques differ according to the nature of the investment. Early 

stage ventures require very different techniques than leveraged buyouts. Private 

equity professionals tend to use multiple techniques when performing a valu-

ation, and they explore many different scenarios for the future development of 

the business.

 ■ In buyouts the availability of debt financing can have a big impact on the scale 

of private equity activity and also seems to impact the valuations observed in 

the market.

 ■ Because private equity funds have incentives to acquire, add value, and then 

exit within the lifetime of the fund, they are considered buy- to- sell investors. 

Planning the exit route for the investment is a critical role for the GP, and a 

well- timed and executed investment can be a significant source of realized 

value.

 ■ In addition to the problems encountered by the private equity funds in valuing 

potential portfolio investments, many challenges exist in valuing the investment 

portfolio on an ongoing basis. This is because the investments have no easily 

observed market value, and there is a high element of judgment involved in 

valuing each of the portfolio companies prior to their sale by the fund.

 ■ The two main metrics for measuring the ongoing and ultimate performance 

of private equity funds are IRR and multiples. Comparisons of the observed 

returns from private equity across funds and with other assets are demanding 

because it is important to control for the timing of cash flows, differences in 

risk, portfolio composition, and vintage year effects.
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APPENDIX: A NOTE ON VALUATION OF 

VENTURE CAPITAL DEALS

When times are mysterious serious numbers are eager to please.

—Musician, Paul Simon, in the lyrics to his song When Numbers Get Serious

In this note, I discuss some of the fundamental issues of valuation in venture capital 

deals. The topics discussed are not necessarily limited to venture capital- backed com-

panies, but they frequently surface in entrepreneurial companies that are financed 

either by venture capitalists or other private equity investors.

In Section 1, I introduce the so- called venture capital method. This is really a 

simple net present value (NPV) method that takes the perspective of the investor 

instead of the firm. This method has the advantage of extreme simplicity, but it makes 

many strong assumptions that limit its usefulness. I focus on three main issues in the 

remaining sections. In Section 2, I examine the problem of determining the terminal 

value. In Section 3, I examine the treatment of risk. In Section 4, I examine how to 

determine the funding requirements and I examine a number of ways of dealing with 

multiple financing rounds. In Section 5, I briefly cover the use of these methods in 

actual negotiations.

1 The Basic Venture Capital Method

1.1 An Example

There exists a simple approach to valuation that is sometimes referred to as the venture 

capital method. The method is sometimes explained in the language of internal rates 

of return (IRR) and sometimes in terms of NPV. Since most of you have been more 

exposed to the NPV framework, I will use that language. I will then show that it is in 

fact identical to the IRR framework.

To illustrate my method I will use a fictional start- up company called “SpiffyCalc,” 

which is seeking financing from a venture capital fund by the name of “Vulture 

Ventures.” Studying their crystal ball, the founders of SpiffyCalc expect to be able 

to sell the company for $25 million in four years.15 At this point they need to raise 

$3 million. Vulture Ventures considers this a risky business and wants to apply a dis-

count rate of 50 percent to be adequately compensated for the risk they will bear.16 

The entrepreneurs also decided that whatever valuation they would get, they wanted 

to own 1 million shares, which they thought would be a cool number to brag about.

This note was prepared by Thomas Hellmann, Assistant Professor of Strategic Management, Stanford 

University, as the basis for class discussion rather than to illustrate either effective or ineffective handling of 

an administrative situation. “A Note on Valuation of Venture Capital Deals,” by Thomas Hellmann, revised 

April 20, 2006. Copyright © 2001 by the Board of Trustees of Leland Stanford Junior University. All rights 

reserved. Used with permission from the Stanford University Graduate School of Business.

15 In Section 2, I discuss how one might replace the crystal ball by a liquid crystal display screen, as a 

slight improvement in the art of future telling.

16 In Section 3, I discuss discount rates in more detail.
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It is useful to define variables for the key assumptions we have made.

 V = terminal value (at time of exit) = $25 million (in four years)

 t = time to exit event = 4 years

 I = amount of investment = $3 million

 r = discount return used by investors = 50 percent

 x = number of existing shares (owned by the entrepreneurs) = 1 million

Step 1 Determine the Post- Money Valuation

 The only positive cash flow in this model occurs at the time of exit 

(typically an IPO or an acquisition), where we measure the terminal 

value of the company, denoted by V = $25 million. This means that 

after receiving the required $3 million, the initial value of the company 

is simply the discounted terminal value in 4 years’ time. If Vulture 

Ventures is using a discount rate of 50 percent, the NPV of the termi-

nal value in four years is V/(1 + r)t = $25 million/(1.5)4 = $4,938,272 = 

POST. This is called the post- money valuation, i.e., the value of the 

company once the initial investment has been made. Intuitively, this is 

the value that is being placed on the entire company. This value is obvi-

ously not realized at the time of financing, as it depends on the belief 

that there will be great financial returns in the future.

Step 2 Determine the Pre- Money Valuation

 Subtracting the cost of the investment of $3 million from the post- 

money valuation yields PRE = $1,938,272. This is called the pre- money 

valuation.

Step 3 Determine the Ownership Fraction

 Vulture Ventures is investing $3 million in a venture valued at 

$4,938,272. In order to get back its money it therefore needs to own a 

sufficient fraction of the company. If they own a fraction F = $3 mil-

lion/$4,938,272 = 60.75 percent, they get their required rate of return 

on their investment.

Step 4 Obtain the Number of Shares

 The founders want to hold 1 million shares. When Vulture Ventures 

makes its investment it needs to calculate the number of shares 

required to achieve its desired ownership fraction. In order to obtain 

a 60.75 percent ownership share, Vulture Venture makes the follow-

ing calculation: let x be the number of shares owned by the founders 

(x = 1 million) and y be the number of shares that Vulture Ventures 

requires, then y/(1,000,000 + y) = F = 60.75 percent. After some 

algebraic transformation we get y = 1,000,000 [0.6075/(1–0.6075)] = 

1,547,771. Vulture Ventures thus needs 1,547,771 shares to obtain their 

desired 60.75 percent of the company.

Step 5 Obtain the Price of Shares

 The price of shares is thus given by $3 million/1,547,771 = $1.94.

1.2 The General Case

We can calculate all important variables of a deal in a simple five step procedure:

Step 1 POST = V/(1 + r)t

 POST is the post- money valuation.

Step 2 PRE = POST − I
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 PRE is the pre- money valuation.

Step 3 F = I/POST

 F is the required ownership fraction for the investor.

Step 4 y = x [F/(1 − F)]

 y is the number of shares the investors require to achieve their desired 

ownership fraction.

Step 5 p1 = I/y

 p1 is the price per share.

1.3 Sensitivity Analysis with the Basic Venture Capital 
Method

It is interesting to do some sensitivity analysis. How will the value of the company 

change if we change our assumptions? We will examine the effect of changing the 

following assumptions:

Variation 1 reduce the terminal value by 10 percent

Variation 2 increase the discount rate by an absolute 10 percent

Variation 3 increase investment by 10 percent

Variation 4 increase time to exit by 10 percent

Variation 5 increase the number of exiting shares: this has no effect on any 

real values!

Single Period NPV Method Base Model Variation 1 Variation 2

Exit Value V $25,000,000 $22,500,000 $25,000,000

Time to exit t 4 4 4

Discount rate r 50.00% 50.00% 60.00%

Investment amount I $3,000,000 $3,000,000 $3,000,000

Number of existing shares x 1,000,000 1,000,000 1,000,000

Post- Money POST $4,938,272 $4,444,444 $3,814,697

Pre- Money PRE $1,938,272 $1,444,444 $814,697

Ownership fraction of investors F 60.75% 67.50% 78.64%

Ownership fraction of 

entrepreneurs

1 − F 39.25% 32.50% 21.36%

Number of new shares y 1,547,771 2,076,923 3,682,349

Price per share p $1.94 $1.44 $0.81

Final wealth of investors $15,187,500 $15,187,500 $19,660,800

Final wealth of entrepreneurs $9,812,500 $7,312,500 $5,339,200

NPV of investors’ wealth $3,000,000 $3,000,000 $3,000,000

NPV of entrepreneurs’ wealth $1,938,272 $1,444,444 $814,697

Single Period NPV Method Variation 3 Variation 4 Variation 5

Exit Value V $25,000,000 $25,000,000 $25,000,000

Time to exit t 4 4.4 4

Discount rate r 50.00% 50.00% 50.00%

Investment amount I $3,300,000 $3,000,000 $3,000,000

Number of existing shares x 1,000,000 1,000,000 2,000,000

Post- Money POST $4,938,272 $4,198,928 $4,938,272
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Single Period NPV Method Variation 3 Variation 4 Variation 5

Pre- Money PRE $1,638,272 $1,198,928 $1,938,272

Ownership fraction of investors F 66.83% 71.45% 60.75%

Ownership fraction of 

entrepreneurs

1 − F 33.18% 28.55% 39.25%

Number of new shares y 2,014,318 2,502,235 3,095,541

Price per share p $1.64 $1.20 $0.97

Final wealth of investors $16,706,250 $17,861,700 $15,187,500

Final wealth of entrepreneurs $8,293,750 $7,138,300 $9,812,500

NPV of investors’ wealth $3,300,000 $3,000,000 $3,000,000

NPV of entrepreneurs’ wealth $1,638,272 $1,198,928 $1,938,272

1.4 The Treatment of Option Pools

One subtle point in this calculation is the treatment of an employee option pool. Most 

venture capital deals include a nontrivial amount of shares for the option pool. This 

option pool will be depleted over time as the company hires executives and other 

employees. How do we account for the option pool in these calculations? The norm 

is that the entrepreneurs’ shares and the option pool are lumped into one. Consider 

an example where the entrepreneurs receive 2 million shares, the investors receive 

2 million shares, and there is an option pool of 1 million shares. Investors are investing 

$2 million at $1 per share. We then say that the post- money valuation is $5 million and 

the pre- money valuation is $3 million. Note, however, that from the entrepreneurs’ 

perspective they are getting only $2 million of the pre- money valuation. The other 

$1 million is reserved for the option pool.

1.5 An Alternative Phrasing of the Venture Capital 
Method in Terms of IRR

The so- called venture capital method is often explained in the language of IRRs. 

While the IRR is often a problematic method in finance, our venture capital method 

is sufficiently simple that the IRR and the NPV method give exactly the same answer. 

Below I use the above example to walk you through the logic of the IRR calculation 

in the way it is sometimes presented as the venture capital method.

Step 1 Determine the future wealth that Vulture Ventures needs to obtain in 

order to achieve their desired IRR. 

 When Vulture Ventures decides to invest in a company, it formulates 

a “desired rate of return.” Suppose that Vulture Ventures is asking for 

50 percent IRR. Also, SpiffyCalc needs an investment of $3 million. We 

can then determine how much money Vulture Ventures needs to accu-

mulate in order to achieve its desired return. Vulture Ventures would 

want to make $3 million × (1.5)4 = $15,187,500 in four years.

Step 2 Determine the fraction of shares that Vulture Ventures needs to hold in 

order to achieve the desired IRR. 

 To find out the required percentage of shares that Vulture Ventures 

needs to achieve a 50 percent IRR, we simply divide its required wealth 

by the estimated value of the company, i.e., $15,187,500/$25 million = 

0.6075. Vulture Ventures would thus need 60.75 percent of the shares.

Step 3 Determine the number of shares. 
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 When Vulture Ventures makes its investment it needs to calculate the 

number of shares required to achieve its desired ownership fraction. 

We assume that the founders of SpiffyCalc issued themselves 1,000,000 

shares, and nobody else owns any other shares. We then calculate 

how many shares Vulture Ventures needs to obtain a 60.75 percent 

ownership share in the company. Using the same reasoning as before 

let x be the number of shares owned by the founders (x = 1,000,000) 

and y be the number of shares that Vulture Ventures requires, then y/

(1,000,000 + y) = 0.6075. After some algebraic transformation we have 

y = 1,000,000 [0.6075/(1 − 0.6075)] = 1,547,771. Vulture Ventures thus 

needs 1,547,771 shares to obtain their desired 60.75 percent of the 

company.

Step 4 Determine the price of shares. 

 Given that Vulture Ventures is investing $3 million, the price of a share 

is $3 million/1,547,771 = $1.94.

Step 5 Determine post- money valuation. 

 The post- money valuation can actually be calculated in a number of 

ways. First, if an investment of $3 million buys 60.75 percent of the 

company, then it must be that 60.75 percent × post- money valuation 

= $3 million. It follows that the post- money valuation is given by 

$3 million/0.6075 = $4,938,272. Another way to obtain the post- money 

valuation is to note that there are 2,547,771 shares in the company that 

are valued at $1.94, so the post- money valuation is 2,547,771 × $1.94 ≈ 

$4.94 million (allowing for rounding error).

Step 6 Determine pre- money valuation. 

 To calculate the pre- money valuation we simply subtract the value of 

the VC’s investment from the post- money valuation. This is $4,938,272 

− $3 million = $1,938,272. Another way of calculating the pre- money 

valuation is to evaluate the existing shares at the new price, i.e., 

1,000,000 × $1.94 ≈ $1.94 million (again allowing for rounding error).

We note that all the values are exactly the same as for the NPV method. The only 

difference is that one additional step was needed in the IRR method, namely to cal-

culate the required wealth of the investors at a future point in time.17

Again, we can write down the general case:

Step 1 W = I (1 + r)t

 W is the amount of wealth investors expect to accumulate.

Step 2 F = W/V

 F is the fraction of share ownership required by investors.

Step 3 y = x [F/(1 − F)]

 y is the number of shares the investors require to achieve their desired 

ownership fraction.

Step 4 p1 = I/y

 p1 is the price per share.

Step 5 POST = I/F or POST = p1 × (x + y)

 POST is the post- money valuation.

Step 6 PRE = POST − I or PRE = p1 × x

17 In the spreadsheet that accompanies the case, future wealth is also discounted back into the present 

to obtain the NPV of the stakes for the entrepreneurs and investors.

© CFA Institute. For candidate use only. Not for distribution.



Appendix: A Note on Valuation of Venture Capital Deals 171

 PRE is the pre- money valuation.

2 Estimating the Terminal Value
Conceptually the terminal value represents the value of the company at the time of an 

exit event, be it an IPO or an acquisition.18 Probably the most frequently used method 

to determine the terminal value is to take a multiple of earnings at the time of exit. 

Typically an estimate is taken of what the earnings are before tax, and then an industry 

multiple is taken. The difficulty is obviously to come up with a good estimate of the 

earnings and to find an appropriate industry multiple. This is particularly difficult for 

highly innovative ventures that operate in new or emerging industries.

Instead of taking a multiple of earnings, one might also consider taking multiples 

of sales or assets, or indeed of whatever other accounting measure is meaningful in 

that specific industry. The common methodology of all these multiples calculations 

is to look at comparable firms in the industry. One problem is that it is often difficult 

to find truly comparable companies. Another problem is that one typically looks at 

recent comparable deals. If a company is financed at a time when the stock market 

peaks and it uses recent IPOs as a basis of comparison, it will obtain large multiples. 

But these multiples may not reflect the multiples that it will be able to obtain when 

it plans to go public several years later.19

In principle, better methods of estimating terminal value would be to use NPV, 

CAPM, APT, or whatever equilibrium valuation model we think fits the data best. 

The problem, however, is that it is exceedingly difficult to come up with reasonable 

cash flow projections. And indeed, again one would look at comparable firms in the 

industry to come up with these estimates. These calculations may therefore not be 

much more accurate than the rough estimates using the multiples method.

Note that the implicit assumption for these estimates of the terminal value is 

typically that they measure the value of the company in case of success. This leads us 

to examine the issue of risk more carefully.

3 Accounting for Risk
In the venture capital method of valuation, the estimate of the terminal value is typically 

based on some kind of success scenario. Because there is considerable risk involved in 

a typical venture capital deal, venture capitalists usually apply a very high discount risk 

“to compensate for the risk.” It is not hard to see why they use this method. Venture 

capitalists are negotiating with entrepreneurs who are often overconfident and have a 

strong tendency to overstate the prospects of their new ventures. Venture capitalists 

can argue with them for some time, but rather than having a long and aggravating 

debate about these estimates, the VCs can simply deflate them by applying a higher 

discount rate. I therefore suspect that the venture capital method is simply a victim 

of bargaining dynamics. The method, however, is rather confusing, as it combines two 

distinct reasons for discounting. One of the reasons is that VCs need to be compen-

sated for holding significant (and typically nondiversifiable) risk. The second is that 

VCs do not believe that the venture will necessarily succeed. The problem here is that 

the earnings estimate does not represent the expected earnings, but the earnings in 

case of success.20 There are two closely related ways of dealing with this.

18 To be precise, the relevant value is the pre- money valuation at the exit event.

19 While one would think that venture capitalists take this effect into account (and indeed they typically 

use that argument to talk multiples down) it is still true that venture capital valuations appreciate in times 

of rising stock markets.

20 Technically speaking, the first aspect is true risk as measured in terms of the variance (or covariance) 

of returns. The second aspect does not concern the variance, but the overestimation of the mean.
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The first method is to simply recognize the fact that the discount rate incorporates 

a “risk of failure” component, as well as a true risk–diversification component. Since 

venture capitalists are not diversified, they may use a high discount rate to account 

for the variability of returns around their expected value.21 Suppose, for example, that 

the risk–aversion of the VC fund implies an approximate risk- adjusted discount rate 

of 20 percent. If it was certain that this company would succeed, then the post- money 

valuation would simply be given by $25 million/ (1.2)4 = $12,056,327. But suppose 

now that the investors actually believe that the company might simply falter (with no 

value left) and that the probability of that event happening is 20 percent each year. 

The probability of getting the terminal valuation is only (80 percent)4 = 40.96 per-

cent, so that that the expected post- money valuation is only 0.4096 × $12,056,327 = 

$4,938,272. We chose those numbers such that we get the same post- money valuation 

as before. This can be seen from the following: Let π be the probability of failure in 

any one year, then
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. : a 20 percent failure rate, combined with a 20 per-

cent discount rate, have the combined effect of a 50 percent discount rate. Note that 

these numbers do not simply add up, so we need to go through the above formulas.

The second method is to allow for a variety of scenarios to generate a less biased 

estimate of expected returns. Typically we would try to adjust the terminal value to 

better reflect our true expectations. For example, SpiffyCalc’s estimate of $25 million 

may have been based on an estimated earnings of $2.5 million and a multiple of 10. 

Suppose now that $2.5 million earnings is in fact an optimistic estimate. Suppose that 

there is a possibility that SpiffyCalc’s product won’t work, in which case the company 

will have no earnings. Or it may work, but the opportunity is smaller than originally 

hoped for, so that earnings in year 3 are only $1 million and the multiple is only 5, 

reflecting a lower growth potential. Suppose now that each of these three scenarios 

are equally likely. The expected terminal value is not $25 million but only 1/3 × $0 + 

1/3 × 5 × $1 million + 1/3 × 10 × $2.5 million = $10 million.

When valuing the company, the VC may now use a lower discount rate that 

reflects only the true amount of risk in the venture. Using the corrected estimate of 

$10 million and applying a 20 percent discount rate as before leads to a post- money 

valuation of $4,822,531. The VC would need to own 62.21 percent of the company.

4 Investment Amounts and Multiple Rounds 

of Finance
How do we determine the amount of money that needs to be raised? Again, there are 

a variety of methods. A simple and powerful method is to go to the entrepreneurs’ 

financial projections and look at their cash flow statement, which tracks the expected 

cash balances of the company over time. An important insight that comes out of this 

method is that it is often better to raise money in several rounds. We illustrate this 

with our hypothetical example of SpiffyCalc.

21 The limited partners of the VC funds, however, tend to be very diversified. This can lead to some 

conflicts of interest, which we will not dwell on here.
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4.1 An Example

Starting with a cash balance of $0, the company projects the following cash balances:

End of Year 1 End of Year 2 End of Year 3 End of Year 4 End of Year 5

$(1,600,000) $(2,700,000) $(4,600,000) $(2,600,000) $1,200,000

Looking at these numbers, SpiffyCalc realized that raising $3 million would get 

the company through its first two years. But after two years the company would need 

some additional money to survive. Indeed, SpiffyCalc estimated that the lowest cash 

balance would occur at the end of year 3, and that it would generate positive cash 

flows thereafter. The company therefore recognized that it needed to raise a total of 

$4.6 million. It also thought that it was more prudent to leave itself with some safety 

cushion, so it decided to raise a total of $5 million dollars. When it put those numbers 

into its spreadsheet, however, the numbers demonstrated that investors needed to 

receive 101.25 percent of the company and that its pre- money valuation was −$61,728. 

This obviously means that at $5 million, the project was a negative NPV project.

But SpiffyCalc also noticed that it didn’t need to raise the entire $5 million right from 

the start. For example, it could initially raise $3 million, and then raise the remaining 

$2 million after two years. In this case, the valuation method needs to take into account 

that the equity that first- round investors put into the business will be diluted in future 

rounds. This is a difficult problem, as it requires that we make assumptions about the 

terms of financing of these future rounds. While these assumptions may be difficult 

to get by, ignoring them will almost certainly lead to an inaccurate valuation. Indeed, 

ignoring future dilution will lead the venture capitalist to pay too much. The NPV 

framework is the most flexible and powerful method to account for future dilution.22

Suppose now that SpiffyCalc has already identified “Slowtrain Investors” as a poten-

tial investor for that second round. Suppose also that all investors apply a 50 percent 

discount rate through the four years before SpiffyCalc expects to be acquired. At the 

end of the second year, when “Slowtrain Investors” makes the second round invest-

ment, it would be doing the same calculation as we did above. It would use POST2 

= $25  million/(1.5)2 = $11,111,111 as the postmoney valuation. It would ask for a 

2,000,000/11,111,111 = 18.00 percent ownership stake. This means that the existing 

owners of the firm (the founders) and the first round investors (Vulture Ventures) 

would jointly only retain 82 percent of the company, or 0.82 × $11,111,111 = $9,111,111. 

This is also the pre- money valuation at the time of this second round of financing, 

and no coincidence, since the pre- money valuation measures precisely the value for 

the existing owners of the firm.

For the first round investment, Vulture Ventures can then expect the company to 

be worth $9,111,111 at the time of the second round, i.e., in two years’ time. It then 

uses the same method as above to calculate the post- money valuation at the time of 

the first round, i.e., POST1 = $9,111,111/(1.5)2 = $4,049,383. This implies that it will 

ask for 3,000,000/$4,049,383  = 74.09  percent of the shares of the company. Note, 

however, that Vulture Ventures will not own 74.09 percent after four years. Instead, 

it expects a future dilution that will bring its ownership down to f1 = 0.82 × 0.7409 = 

22 It is sometimes argued that future dilution does not matter in efficient markets, but we have to be 

careful with this argument. In a typical venture capital situation the company can only meet its financial 

projections if it manages to raise additional capital. In that sense the future dilution applies not to new 

investment opportunities of the company, but to the realization of the current investment opportunity. 

As an early round investor we therefore want to take account of the future dilution. This is different from 

the scenario in which future dilution relates to raising money for future investment opportunities that are 

additively separable from the current investment.
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60.75 percent (the lower case notation indicates final ownership, after dilution). This 

is obviously a familiar number, as we have seen before that Vulture Ventures needs 

exactly 60.75 percent to get their required return on their investment of $3 million.

So far we haven’t said anything about the number of shares and the price of shares 

for either the first or second round. In fact, we cannot calculate the price and number 

of shares for the second round before we calculate the price and number of shares for 

the first round. For this first round, we use the usual method, i.e., y1 = x1 F1/(1 − F1) = 

1,000,000 × 0.7409/(1 − 0.7409) = 2,858,824 and thus p1 = 3,000,000/2,858,824 = $1.05. 

For the second round we repeat the exercise. The important step, however, is to use 

the correct number of shares, namely the total number of existing shares (irrespective 

of whether they are owned by the entrepreneur or the investor). We have x2 = (x1 + 

y1) = 1,000,000 + 2,858,824 = 3,858,824 as the number of existing shares at the time 

of the second round. The new number of shares required is thus y2 = x2F2/(1 − F2) 

= 3,858,824(0.18)/(1 − 0.18) = 847,059. The price of the second round shares is then 

given by $2,000,000/847,059 = $2.36.

The following table summarizes these assumptions and results.

NPV Method with Two Rounds of Financing Time of Exit Second Round First Round

Exit Value $25,000,000

Compound discount rate 2.25 2.25

Investment amount 2,000,000 3,000,000

Number of existing shares 3,858,824 1,000,000

Post- Money $11,111,111 $4,049,383

Pre- Money $9,111,111 $1,049,383

Ownership Fraction 18.00% 74.09%

Number of new shares 847,059 2,858,824

Price per share $2.36 $1.05

Ownership shares of entrepreneurs 21.25%

Wealth of entrepreneurs $5,312,500 $2,361,111 $1,049,383

Ownership shares of first round investors 60.75%

Wealth of first round investors $15,187,500 $6,750,000 $3,000,000

Ownership shares of second round investors 18.00%

Wealth of second round investors $4,500,000 $2,000,000

4.2 The General Case with Multiple Rounds of Financing

We are now in a position to examine the general case. We show the formulas for 

the case where there are two rounds of financing. All variables pertaining to round 

1 (2) will have the subscript 1 (2). The case with an arbitrary number of rounds is a 

straightforward extension discussed at the end of the section.

Step 1 Define appropriate compound interest rates.

 Suppose that the terminal value is expected to occur at some date T3, 

the second round at some date T2, and the first round is happening at 

date T1. Define (1 + R2) as the compound discount rate between time 

T2 and T3. If, for example, there are three years between the second 

round and the exit time, and if the discount rate for these three years 

is 40 percent, 35 percent, and 30 percent, respectively, then (1 + R2) 

= 1.4 × 1.35 × 1.3. The compound discount rate (1 + R1) is defined 

similarly for the time between dates T1 and T2 (not T3!!!).

Step 2 POST2 = V/(1 + R2)
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 Where POST2 is the post- money valuation at the time of the second 

round, V is the terminal value and R2 is the compound discount rate 

between the time of the second round and the time of exit.

Step 3 PRE2 = POST2 − I2

 PRE2 is the pre- money valuation at the time of the second round of 

financing and I2 is the amount raised in the second round.

Step 4 POST1 = PRE2/(1 + R1)

 Where POST1 is the post- money valuation at the time of the first 

round and R1 is the compound discount rate between the time of the 

first and second rounds.

Step 5 PRE1 = POST1 − I1

 PRE1 is the pre- money valuation at the time of the first round of 

financing, and I1 is the amount raised in the first round.

Step 6 F2 = I2/POST2

 F2 is the required ownership fraction for the investors in the second 

round.

Step 7 F1 = I1/POST1

 F1 is the required ownership fraction for the investors in the first 

round (this is not their final ownership share, as they will get diluted 

by a factor of (1 − F2) in the second round).

Step 8 y1 = x1 [F1/(1 − F1)]

 y1 is the number of new shares that the investors in the first round 

require to achieve their desired ownership fraction, and x1 is the 

number of existing shares.23

Step 9 p1 = I1/y1

 p1 is the price per share in the first round.

Step 10 x2 = x1 + y1

 x2 is the number of existing shares at the time of the second round.

Step 11 y2 = x2 [F2/(1 − F2)]

 y2 is the number of new shares that the investors in the second round 

require to achieve their desired ownership fraction.

Step 12 p2 = I2/y2

 p2 is the price per share in the second round.

The general case is a straightforward extension of the case with two rounds. First 

we need to define the compound discount rates between all the rounds. Then we find 

the post- and pre- money valuations working backwards from the terminal value to 

each round of financing, all the way back to the first round of financing. For each round 

we discount the pre- money valuation of the subsequent round to get the post- money 

valuation of the round. Once we have the post- money valuations for all rounds we can 

calculate all the required ownership shares. To get the number and prices of shares 

we begin with the usual formula for the first round and then count up for each round.

23 If there are no pre- existing shares, one may also fix a total number of shares and then simply allocate 

them according to the fractions F1 and (1 − F1).
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4.3 Some Further Examples

Consider a first variation of the model. Suppose that the discount rate is highest in the 

early years and becomes lower after a while. For example, assume that the discount 

rate is 60 percent in the first year, stays at 50 percent in years two and three, and falls 

to 40 percent in the fourth year. This changes our compound discount rates: we have 

(1 + R2) = 1.5 × 1.4 = 2.1 and (1 + R1) = 1.6 × 1.5 = 2.4

Variation 1 Time of Exit Second Round First Round

Exit Value $25,000,000

Compound discount rate 2.1 2.4

Investment amount 2,000,000 3,000,000

Number of existing shares 3,661,972 1,000,000

Post- Money $11,904,762 $4,126,984

Pre- Money $9,904,762 $1,126,984

Ownership Fraction 16.80% 72.69%

Number of new shares 739,437 2,661,972

Price per share $2.70 $1.13

Ownership shares of entrepreneurs 22.72%

Wealth of entrepreneurs $5,680,000 $2,704,762 $1,126,984

Ownership shares of first round investors 60.48%

Wealth of first round investors $15,120,000 $7,200,000 $3,000,000

Ownership shares of second round investors 16.80%

Wealth of second round investors $4,200,000 $2,000,000

There are many other variations that we can examine in this model. A second vari-

ation of particular interest is to examine the role of the timing of the second round. 

Suppose, for example, that SpiffyCalc might be able to delay the timing of the second 

round by one year. In this case the compound discount rates are given by (1 + R2) = 

1.4 and (1 + R1) = 1.6 × 1.5 × 1.5 = 3.6. Delaying the second round of financing would 

improve the valuation of the company.

Variation 2 Time of Exit Second Round First Round

Exit Value $25,000,000

Compound discount rate 1.4 3.6

Investment amount 2,000,000 3,000,000

Number of existing shares 3,135,593 1,000,000

Post- Money $17,857,143 $4,404,762

Pre- Money $15,857,143 $1,404,762

Ownership Fraction 11.20% 68.11%

Number of new shares 395,480 2,135,593

Price per share $5.06 $1.40

Ownership shares of entrepreneurs 28.32%

Wealth of entrepreneurs $7,080,000 $5,057,143 $1,404,762

Ownership shares of first round investors 60.48%

Wealth of first round investors $15,120,000 $10,800,000 $3,000,000

Ownership shares of second round investors 11.20%

Wealth of second round investors $2,800,000 $2,000,000
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5 The Determinants of Valuation: Looking 

beyond the Numbers
To put things in perspective, it should be said that any method of valuation depends 

critically on the assumptions we make. Indeed, any valuation number can be justified 

by an appropriate choice of the discount rates and the terminal value. There is a more 

fundamental point here. A valuation method is a sophisticated tool for determining 

how entrepreneurs and venture capitalists should split the returns of the new venture. 

But the actual split, i.e., the actual deal, is not really driven by the valuation method, 

but rather by the outcome of the bargaining between the entrepreneurs and the venture 

capitalists. The relative bargaining power is thus the true economic determinant of the 

valuation that entrepreneurs will obtain for their companies. The valuation method, 

however, is an important tool to master for all parties involved, as it often provides 

the quantitative basis for the negotiation.
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PRACTICE PROBLEMS

1 Jo Ann Ng is a senior analyst at SING INVEST, a large regional mid- market 

buyout manager in Singapore. She is considering the exit possibilities for 

an existing investment in a mature automotive parts manufacturer that was 

acquired 3 years ago at a multiple of 7.5 times EBITDA. SING INVEST orig-

inally anticipated exiting its investment in China Auto Parts, Inc. within 3 to 

6 years. Ng noted that current market conditions have deteriorated and that 

companies operating in a similar business trade at an average multiple of 5.5 

times EBITDA. She deemed, however, based on analyst reports and industry 

knowledge that the market is expected to recover strongly within the next two 

years because of the fast increasing demand for cars in emerging markets. Upon 

review of market opportunities, Ng also noted that China Gear Box, Inc., a 

smaller Chinese auto parts manufacturer presenting potential strong synergies 

with China Auto Parts, Inc., is available for sale at an EBITDA multiple of 4.5. 

Exits by means of an IPO or a trade sale to a financial or strategic (company) 

buyer are possible in China. How would you advise Ng to enhance value upon 

exit of China Auto Parts?

2 Wenda Lee, CFA, is a portfolio manager at a UK- based private equity institu-

tional investor. She is considering an investment in a mid- market European 

buyout fund to achieve a better diversification of her firm’s existing private 

equity portfolio. She short listed two funds that she deemed to have a simi-

lar risk return profile. Before deciding which one to invest in, she is carefully 

reviewing and comparing the terms of each fund.

Mid- Market Fund A Mid- Market Fund B

Management fees 2.5% 1.5%

Transaction fees 100% to the GP 50–50% split

Carried interest 15% 20%

Hurdle rate 6% 9%

Clawback provision No Yes

Distribution waterfall Deal- by- deal Total return

 Based on the analysis of terms, which fund would you recommend to Lee?

3 Jean Pierre Dupont is the CIO of a French pension fund allocating a substan-

tial portion of its assets to private equity. The existing private equity portfolio 

comprises mainly large buyout funds, mezzanine funds, and a limited allocation 

to a special situations fund. The pension fund decided to further increase its 

allocation to European venture capital. The investment committee of the pen-

sion fund requested Dupont present an analysis of five key investment charac-

teristics specific to venture capital relative to buyout investing. Can you assist 

Dupont in this request?

4 Discuss the ways that private equity funds can create value.

© 2018 CFA Institute. All rights reserved.
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5 What problems are encountered when using comparable publicly traded com-

panies to value private acquisition targets?

6 What are the main ways in which the performance of private equity limited 

partnerships can be measured A) during the life of the fund, and B) once all 

investments have been exited?

The following information relates to Questions 

7–12

Martha Brady is the chief investment officer (CIO) of the Upper Darby County (UDC) 

public employees’ pension system. Brady is considering an allocation of a portion 

of the pension system’s assets to private equity. She has asked two of her analysts, 

Jennifer Chau, CFA, and Matthew Hermansky, to provide more information about 

the workings of the private equity market.

Brady recognizes that the private equity asset class covers a broad spectrum of 

equity investments that are not traded in public markets. She asks Chau to describe 

the major differences between assets that constitute this asset class. Chau notes that 

the private equity class ranges from venture capital financing of early stage companies 

to complete buyouts of large publicly traded or even privately held companies. Chau 

describes some of the characteristics of venture capital and buyout investments.

Chau mentions that private equity firms take care to align the economic interests 

of the managers of the investments they control with the interests of the private equity 

firms. Various contractual clauses are inserted in the compensation contracts of the 

management team in order to reward or punish managers who do not meet agreed 

on target objectives.

One concern is the illiquidity of private equity investments over time. But some 

funds are returned to investors over the life of the fund because a number of invest-

ment opportunities are exited early. A number of provisions describe the distribution 

of returns to investors, some of which favor the limited partners. One such provision 

is the distribution waterfall mechanism that provides distributions to limited partners 

(LP) before the general partner (GP) receives the carried interest. This distribution 

mechanism is called the total return waterfall.

Chau prepares the following data to illustrate the distribution waterfall mechanism 

and the funds provided to limited partners when a private equity fund with a zero 

hurdle rate exits from its first three projects during a three- year period.

Exhibit 1   Investment Returns and Distribution Waterfalls

Private equity committed capital $400 million

Carried interest 20%

First project investment capital $20 million

Second project investment capital $45 million

Third project investment capital $50 million

Proceeds from first project $25 million

Proceeds from second project $35 million

Proceeds from third project $65 million
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Chau cautions that investors must understand the terminology used to describe 

the performance of private equity funds. Interpretation of performance numbers 

should be made with the awareness that much of the fund assets are illiquid during a 

substantial part of the fund’s life. She provides the latest data in Exhibit 2 for Alpha, 

Beta, and Gamma Funds—diversified high- technology venture capital funds formed 

five years ago and each with five years remaining to termination.

Chau studies the data and comments: “Of the three funds, the Alpha Fund has the 

best chance to outperform over the remaining life. First, because the management 

has earned such a relatively high residual value on capital and will be able to earn a 

high return on the remaining funds called down. At termination, the RVPI will earn 

double the ‘0.65’ value when the rest of the funds are called down. Second, its ‘cash 

on cash’ return as measured by DPI is already as high as that of the Beta Fund. PIC, 

or paid- in capital, provides information about the proportion of capital called by the 

GP. The PIC of Alpha is relatively low relative to Beta and Gamma.”

Exhibit 2   Financial Performance of Alpha, Beta, and 

Gamma Funds

Fund PIC DPI RVPI

Alpha 0.30 0.10 0.65

Beta 0.85 0.10 1.25

Gamma 0.85 1.25 0.75

Hermansky notes that a private equity fund’s ability to properly plan and execute 

its exit from an investment is vital for the fund’s success. Venture funds such as Alpha, 

Beta, and Gamma take special care to plan for exiting from investments. Venture funds 

tend to focus on certain types of exits, especially when equity markets are strong.

Brady then asks the analysts what procedures private equity firms would use to 

value investments in their portfolios as well as any other investments that might be 

added to the portfolio. She is concerned about buying into a fund with existing assets 

that do not have public market prices to ascertain value. In such cases, the GP may 

overvalue the assets and new investors in the fund will pay a higher NAV for the fund 

assets than they are worth.

Hermansky makes three statements regarding the valuation methods used in private 

equity transactions during the early stages of selling a fund to investors.

Statement 1 For venture capital investment in the early stages of analysis, 

emphasis is placed on the discounted cash flow approach to 

valuation.

Statement 2 For buyout investments, income- based approaches are used fre-

quently as a primary method of valuation.

Statement 3 If a comparable group of companies exist, multiples of revenues 

or earnings are used frequently to derive a value for venture capi-

tal investments.

7 The characteristic that is most likely common to both the venture capital and 

buyout private equity investment is:

A measurable and assessable risk.

B the extensive use of financial leverage.

C the strength of the individual track record and ability of members of 

management.
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8 The contractual term enabling management of the private equity controlled 

company to be rewarded with increased equity ownership as a result of meeting 

performance targets is called:

A a ratchet.

B the tag- along right.

C the clawback provision.

9 For the projects described in Exhibit 1, under a deal- by- deal method with a 

clawback provision and true- up every three years, the cumulative dollar amount 

the GP receives by the end of the three years is equal to:

A one million.

B two million.

C three million.

10 Are Chau’s two reasons for interpreting Alpha Fund as the best performing 

fund over the remaining life correct?

A No.

B Yes.

C The first reason is correct, but the second reason is incorrect.

11 The exit route for a venture capital investment is least likely to be in the form of 

a(n):

A initial public offering (IPO).

B sale to other venture funds targeting the same sector.

C buyout by the management of the venture investment.

12 Which statement by Hermansky is the least valid?

A Statement 1.

B Statement 2.

C Statement 3.

The following information relates to questions 

13–18

Daniel Collin is a junior analyst at JRR Equity Partners (JRR), a private equity firm. 

Collin is assigned to work with Susan Tseng, a senior portfolio manager. Tseng and 

Collin meet to discuss existing and potential investments. 

Tseng starts the meeting with a discussion of LBO firms and VC firms. Collin 

tells Tseng:

LBO firms tend to invest in companies with predicable cash flows and expe-

rienced management teams, whereas VC firms tend to invest in companies 

with high EBITDA or EBIT growth and where an exit is fairly predictable. 
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Tseng and Collin next analyze a potential investment in the leveraged buyout of 

Stoneham Industries. Specifically, they assess the expected gain if they elect to pur-

chase all the preference shares and 90% of the common equity in the LBO. Details of 

the LBO include the following:

 ■ The buyout requires an initial investment of $10 million.

 ■ Financing for the deal includes $6 million in debt, $3.6 million in preference 

shares that promise a 15% annual return paid at exit, and $0.4 million in com-

mon equity.

The expected exit value in six years is $15 million, with an estimated reduction in 

debt of $2.8 million over the six years prior to exit.

Tseng and Collin next discuss JRR’s investment in Venture Holdings, a private 

equity fund. Selected details on the Venture Holdings fund include the following:

 ■ Total committed capital is $115 million.

 ■ The distribution waterfall follows the deal- by- deal method, and carried interest 

is 20%.

 ■ On its first exit event a few years ago, the fund generated a $10 million profit. 

 ■ At the end of the most recent year, cumulative paid- in capital was $98 million, 

cumulative distributions paid out to LPs were $28 million, and the year- end 

NAV, before and after distributions, was $170.52 million and $131.42 million, 

respectively. 

 ■ Tseng and Collin estimate that the fund’s NAV before distributions will be 

$242.32 million at the end of next year. 

Finally, Tseng and Collin evaluate two venture capital funds for potential invest-

ment: the Squire Fund and the Treble Fund. Both funds are in Year 7 of an estimated 

10- year term. Selected data for the two funds are presented in Exhibit 1.

Exhibit 1   Selected Data for the Squire Fund and the Treble Fund

Squire Fund Treble Fund

DPI 0.11 0.55

RVPI 0.95 0.51

Gross IRR –11% 10%

Net IRR –20% 8%

After reviewing the performance data in Exhibit  1, Collin draws the following 

conclusions:

Conclusion 1 The unrealized return on investment for the Squire Fund is 

greater than the unrealized return on investment for the Treble 

Fund. 

Conclusion 2 The TVPI for the Treble Fund is higher than the TVPI for the 

Squire Fund because the Treble Fund has a higher gross IRR. 

13 Is Collin’s statement about LBO firms and VC firms correct?

A Yes

B No, because he is wrong with respect to VC firms.

C No, because he is wrong with respect to LBO firms.
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14 The multiple of expected proceeds at exit to invested funds for JRR’s Stoneham 

LBO investment is closest to:

A 2.77×.

B 2.89×.

C 2.98×.

15 The distribution available to the limited partners of the Venture Holdings fund 

from the first exit is closest to:

A $2 million. 

B $8 million.

C $10 million.

16 At the end of the most recent year, the total value to paid- in capital (TVPI) ratio 

for the Venture Holdings fund was closest to:

A 0.29×.

B 1.34×. 

C 1.63×.

17 Based on Tseng and Collin’s estimate of NAV next year, the estimate of carried 

interest next year is closest to:

A $14.36 million.

B $22.18 million.

C $25.46 million.

18 Which of Collin’s conclusions regarding the Squire Fund and the Treble Fund is 

correct?

A Only Conclusion 1

B Only Conclusion 2

C Both Conclusion 1 and Conclusion 2
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SOLUTIONS

1 The exit strategies available to SING INVEST to divest their holding in China 

Auto Parts, Inc. will largely depend on the following two factors:

 ● Time remaining until the fund’s term expires. If the time remaining is suf-

ficiently long, the fund’s manager has more flexibility to work out an exit at 

more favorable market circumstances and terms.

 ● Amount of undrawn commitments from LPs in the fund. If sufficient LP 

commitments can be drawn, the fund manager may take advantage of 

current market investment opportunities at depressed market prices with 

the objective to enhance returns upon exit in an expected more favorable 

market environment.

 In the case of China Auto Parts Inc., depending on an analysis of the above, 

Ng could advise the acquisition of China Gear Box, Inc. subject to an in- depth 

analysis of potential synergies with China Auto Parts, Inc. The objective here 

may thus be twofold: benefit from short- term market conditions and enhance 

the value of existing investments by reinforcing their market potential with a 

strategic merger.

2 Assuming that both funds have similar risk return characteristics, a closer 

analysis of economic and corporate governance terms should be instrumental in 

determining which fund to select.

 In economic terms, Mid- Market Fund B has a higher carried interest relative 

to Mid- Market Fund A, but Mid- Market Fund B has a fee structure that is 

better aligned with the interests of LPs. A larger proportion of Mid- Market 

Fund B’s fees will be on achieving successful exits (through the carried inter-

est), whereas Mid- Market Fund A will earn relatively larger fees on running 

the fund (management fees and transaction fees) without necessarily achieving 

high performance. In addition, the 9 percent hurdle rate of Mid- Market Fund B 

is indicative of a stronger confidence of the fund manager to achieve a mini-

mum compounded 9 percent return to LPs under which no carried interest will 

be paid.

 In corporate governance terms, Mid- Market Fund B is far better aligned with 

the interests of LPs as a result of a clawback provision and a more favorable dis-

tribution waterfall to LPs that will allow payment of carried interest on a total 

return basis instead of deal- by- deal.

 The conclusion is that Mid- Market Fund B appears better aligned with the 

interests of LPs.

3 

Venture Capital Buyout

Primarily equity funded. Use of leverage 

is rare and very limited.

Extensive use of leverage consisting of 

a large proportion of senior debt and a 

significant layer of junior and/or mezza-

nine debt.

Returns of investment portfolios are 

generally characterized by very high 

returns from a limited number of highly 

successful investments and a significant 

number of write- offs from low perform-

ing investments or failures.

Returns of investment portfolios are 

generally characterized by lower variance 

across returns from underlying invest-

ments. Bankruptcies are rare events.
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Venture Capital Buyout

Venture capital firm monitors achieve-

ment of milestones defined in business 

plan and growth management.

Buyout firm monitors cash flow manage-

ment and strategic and business planning.

Expanding capital requirement if in the 

growth phase.

Low working capital requirement.

Assessment of risk is difficult because of 

new technologies, new markets, and lack 

of operating history.

Risk is measurable (e.g., mature busi-

nesses, long operating history, etc.).

4 The main ways that private equity funds can create value include the following:

 ● Operational improvements and clearly defined strategies. In the case of later 

stage companies and buyouts, private equity owners can often create value 

by focusing the business on its most profitable opportunities and providing 

new strategic direction for the business. In the case of venture capital deals, 

the private equity funds can provide valuable business experience, mentor 

management, and offer access to their network of contacts and other portfo-

lio companies.

 ● Creating incentives for managers and aligning their goals with the investors. 

This is often achieved by providing significant monetary rewards to man-

agement if the private equity fund secures a profitable exit. In the case of 

buyouts, the free cash flow available to management is minimized by taking 

on significant amounts of debt financing.

 ● Optimizing the financial structure of the company. In the case of buyouts, 

the use of debt can reduce the tax payments made by the company and 

reduce the cost of capital. There may also be opportunities in certain market 

conditions to take advantage of any mispricing of risk by lenders, which can 

allow the private equity funds to take advantage of interest rates that do 

not fully reflect the risks being carried by the lenders. Many would point to 

the period from mid- 2006 to mid- 2007 as a period when such conditions 

prevailed.

5 There are many complexities in using comparable companies to value private 

targets, including the following:

 ● The lack of public comparison companies operating in the same business, 

facing the same risks, and at the same stage of development. It is often pos-

sible to identify “approximate” comparisons but very rare to find an exact 

match. It is essential, therefore, to use judgment when using comparison 

company information, rather than just taking the average multiples derived 

from a sample of disparate companies.

 ● Comparison companies may have different capital structures, so estimated 

beta coefficients and some financial ratios should be adjusted accordingly.

 ● Reported accounting numbers for earnings must be chosen carefully and 

adjusted for any exceptional items, atypical revenues, and costs in the 

reference year. Care must also be taken to decide which earnings figures to 

compare— the main choices are trailing earnings (the last 12 months), earn-

ings from the last audited accounts, or prospective year- ahead earnings.

6 In the early years of a fund, all measures of returns are of little relevance 

because fees drag down the reported returns and investments are initially 

valued at cost. This produces the J- curve effect. After a few years (longer in 

the case of venture capital investments), performance measures become more 

meaningful and the two main measures used by investors are IRR and return 

© CFA Institute. For candidate use only. Not for distribution.



Reading 41 ■ Private Equity Valuation186

multiples (of the initial sum invested). During the life of the fund it is necessary 

to value the non- exited investments and add them to the realized returns. The 

former inevitably involves an element of judgment on the part of the General 

Partner, especially when it is difficult to estimate the likely market value of the 

investment. Once all the investments have been exited, the multiples and IRR 

can be estimated easily, taking account of the exact timing of the cash flows into 

and out of the fund. The most relevant measures for investors are computed net 

of management fees and any carried interest earned by the General Partner.

7 C is correct. Members of both the firm being bought out and the venture capital 

investment usually have strong individual management track records. Extensive 

financial leverage is common in buyouts but not venture capital investments, 

whereas measurable risk is more common in buyouts than in venture capital 

situations.

8 A is correct.

9 B is correct. On a cumulative basis for three years, the fund earns $10 million, 

of which $2 million goes to the GP. The $2 million earned by the GP corre-

sponds to 20 percent of the difference between total three- year proceeds and 

three- year invested capital, or 0.2[(25 + 35 + 65) − (20 + 45 + 50)].

10 A is correct. Chau misinterprets DPI, RVPI, and PIC. The returns earned to 

date are for each dollar of invested capital, that which has been drawn down, 

not total returns. Chau mistakenly believes (assuming the same management 

skill) the result for Alpha Fund at termination will be on the order of 3 × 0.65 = 

1.95 instead of 0.65. In both cases, Alpha Fund has underperformed relative to 

the other two funds.

11 C is correct. Leverage needed to finance a management buyout is not readily 

available to firms with limited history.

12 A is correct. Statement 1 is the least likely to be valid.

13 B is correct. LBO firms generally invest in firms with a predictable cash flow 

pattern (EBITDA or EBIT growth) and experienced management teams. In 

contrast, venture capital firms tend to invest in new firms and new technologies 

with high revenue growth. Also, VC investments tend to be characterized as 

having exits that are difficult to anticipate. 

14 B is correct. The investment exit value is $15 million. The expected payoff to 

JRR is calculated as (all amounts in millions):

Expected exit value: $15.00

Debt remaining at exit: ($6.0 – 2.8) 3.20

Preference shares: [$3.60 × (1.15)6] 8.33

Common equity: ($15 exit – 3.2 debt – 8.33 preference) 3.47

Initial investment: $3.6 (preference) + 0.9 × $0.4 (common) = $3.96

Proceeds at exit: $8.33 (preference) + 0.9 × $3.47 (common) = $11.45

Multiple of expected proceeds to invested funds: $11.45 exit value/$3.96 

initial investment = 2.89×

15 B is correct. The distribution waterfall for the Venture Holdings fund follows 

the deal- by- deal method. The investment generated a profit of $10 million, 

and with carried interest of 20%, the general partner would receive $2 million 

($10 million × 20%), leaving $8 million for the limited partners. 
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16 C is correct. Total value to paid- in capital (TVPI) represents the fund’s distrib-

uted value and undistributed value as a proportion of the cumulative invested 

capital. TVPI is the sum of distributed to paid- in capital (DPI) and residual 

value to paid- in capital (RVPI):

DPI Cumulative distributions
Cumulative invested capital

$288
98

0 29 million
 million

×
$

.

RVPI NAV (after distributions)
Cumulative invested capital

$$ .
$

.131 42
98

1 34 million
 million

×

TVPI Cumulative distribution NAV (after distributions)
Cumu

=
+

llative invested capital
 million  million

 mil
=

+$ .
$

28 131 42
98 llion

×= 1 63.

17 A is correct. Provided that NAV before distribution exceeds committed capital, 

the general partner is entitled to carried interest, calculated as the given 20% 

multiplied by the increase in NAV before distributions. So, the carried interest 

is calculated as follows: 

Carried interest = 20% × ($242.32 – $170.52) = $14.36 million.

18 A is correct. DPI provides an indication of a fund’s realized return, whereas 

RVPI provides an indication of a fund’s unrealized return. The Squire Fund has 

a higher RVPI (0.95) than the Treble Fund (0.51). TVPI, which is the sum of DPI 

and RVPI, is the same for both funds: 0.11 + 0.95 = 1.06 for the Squire Fund, 

and 0.55 + 0.51 = 1.06 for the Treble Fund. 
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. compare characteristics of commodity sectors;

b. compare the life cycle of commodity sectors from production 

through trading or consumption;

c. contrast the valuation of commodities with the valuation of 

equities and bonds;

d. describe types of participants in commodity futures markets;

e. analyze the relationship between spot prices and future prices in 

markets in contango and markets in backwardation;

f. compare theories of commodity futures returns;

g. describe, calculate, and interpret the components of total return 

for a fully collateralized commodity futures contract;

h. contrast roll return in markets in contango and markets in 

backwardation;

i. describe how commodity swaps are used to obtain or modify 

exposure to commodities;

j. describe how the construction of commodity indexes affects 

index returns.
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INTRODUCTION

This reading presents the characteristics and valuation of commodities and commodity 

derivatives. Given that investment in commodities is conducted primarily through 

futures markets, the concepts and theories behind commodity futures is a primary 

focus of the reading. In particular, the relationship between spot and futures prices, as 

well as the underlying components of futures returns, are key analytical considerations.

What do we mean when we talk about investing in commodities? A basic economic 

definition is that a commodity is a physical good attributable to a natural resource 

that is tradable and supplied without substantial differentiation by the general public.

Commodities trade in physical (spot) markets and in futures and forward markets. 

Spot markets involve the physical transfer of goods between buyers and sellers; prices 

in these markets reflect current (or very near term) supply and demand conditions. 

Global commodity futures markets constitute financial exchanges of standardized 

futures contracts in which a price is established in the market today for the sale of some 

defined quantity and quality of a commodity at a future date of delivery; execution of 

the contract may be focused on cash settlement or physical delivery.

Commodity futures exchanges allow for risk transfer and provide a valuable price 

discovery mechanism that reflects the collective views of all market participants with 

regard to the future supply and demand prospects of a commodity. Given the finan-

cial (versus physical) nature of their contract execution, commodity exchanges allow 

important parties beyond traditional suppliers and buyers—speculators, arbitrageurs, 

private equity, endowments, and other institutional investors—to participate in these 

price discovery and risk transfer processes. Standardized contracts and organized 

exchanges also offer liquidity (i.e., trading volumes) to facilitate closing, reducing, 

expanding, or opening new hedges or exposures as circumstances change on a daily 

basis.

Forward markets exist alongside futures markets in certain commodities for use 

by entities that require customization in contract terms. Forwards are largely outside 

the scope of this reading and discussed only briefly. Exposure to commodities is also 

traded in the swap markets for both speculative and hedging purposes. Investment 

managers may want to establish swap positions to match certain portfolio needs, 

whereas producers may want to adjust their commodity risk (e.g., the origin of their 

cattle or the chemical specifications of their crude oil).

Commodities offer the potential for diversification benefits in a multi- asset class 

portfolio because of historically low average return correlation with stocks and bonds. 

In addition, certain academic studies (e.g., Gorton and Rouwenhorst 2006; Erb and 

Harvey 2006) demonstrate that some commodities have historically had inflation 

hedging qualities.

This reading is organized as follows: Section 2 provides an overview of physical 

commodity markets, including the major sectors, their life cycles, and their valuation. 

Section 3 describes futures market participants, commodity futures pricing, and the 

analysis of commodity returns, including the concepts of contango and backwardation. 

Section 4 reviews the use of swap instruments rather than futures to gain exposure to 

commodities. Section 5 reviews the various commodity indexes given their importance 

as benchmarks for the asset class and investment vehicles. Finally, Section 6 concludes 

with a summary of the major points of the reading.

1
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COMMODITIES OVERVIEW

Commodities are an asset class inherently different from traditional financial assets, 

such as equities and bonds. These latter assets are securities that are claims on either 

productive capital assets and/or financial assets and thus are expected to generate 

cash flows for their owners. The intrinsic value of these securities is the present dis-

counted value of their expected future cash flows. Commodities are valued differently. 

Commodities’ value derives from either their use as consumables or as inputs to the 

production of goods and services. Because a number of commodities need to be pro-

cessed or have a limited life before spoiling or decaying, an astute analyst will take into 

account the growth and extraction patterns of the various commodities as well as the 

logistics associated with transporting these physical goods. Therefore, commodities, 

while seemingly familiar, offer distinct sets of risk exposures for investors.

2.1 Commodity Sectors

The world of commodities is relatively broad but can be defined and separated in a 

reasonable manner. Although there are several ways to segment the asset class by 

sector, in this reading we use the approach that is the basis for the Thomson Reuters/

CoreCommodity CRB Index developed by the well- recognized Commodities Research 

Bureau: energy, grains, industrial (base) metals, livestock, precious metals, and softs 

(cash crops). This segmentation is more granular than most others used in practice 

and is reasonably consistent with the activities of most market participants. Each of 

these sectors has a number of individual characteristics that are important in deter-

mining the supply and demand for each commodity. A key concept is how easily 

and cost- effectively the commodity can be stored, as well as such related issues as 

frequency/timing of consumption, spoilage, insurance, and ease of transportation to 

consumers. Other important aspects that affect supply and demand are weather and 

geo- political and geo- economic events. The perceptive analyst will note that many 

of these influences are macro in nature. By understanding how these events impact 

each sector, one can have a view of the asset class as a whole. The following sections 

review several of the more important commodities in detail.

2.1.1 Energy

Although there are many forms of energy in the world, only a few are actively and 

broadly traded. In practice, there are typically three distinct products and value chains 

in the energy sector: (1) crude oil, (2) natural gas, and (3) refined products. The energy 

sector is the most economically valuable of all the commodities, with entire countries 

and regions dependent on extraction, production, refining, and trading of particular 

energy commodity products. Refined products have fueled the global industrial (and 

post- industrial) economy for more than 100 years. They are strategic to the national 

interest of all countries. Without oil and natural gas (or viable alternatives for low- cost, 

widespread transportation and electricity), modern society would degrade rapidly as 

trade disappears and the availability of food and other necessities collapses. Harvests 

would rot in the fields, imports and exports would halt, and metals would not be 

refined. The accessibility and exchange of energy, therefore, affects society and its health.

Crude Oil Crude oil (or petroleum) is a combustible liquid created by large quantities 

of dead organisms (typically algae and plants) trapped in rock formations that were 

buried and then subjected to a high degree of heat and pressure over tens of thousands 

of years. Therefore, the ultimate storage for crude oil is to leave it in the ground itself. 

2
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Unlike other commodities that require special storage facilities, crude oil can be left 

on its own for another 10 thousand years. Furthermore, it has limited use by itself. It 

must be extracted, transported, and refined into useful products.

There are important differences in the quality of crude oil that are reflected in the 

varied prices of oil depending on its source. Crude oil from the North Sea (represented 

by Brent Crude), Middle East (typically represented by a price benchmark, such as 

“Abu Dhabi Light”), Nigeria (Bonny Light), or the southern United States (represented 

by the West Texas Intermediate or Louisiana Light price benchmarks) can all sell at a 

substantial premium to heavier oils, such as benchmark Mayan Crude (from Mexico). 

Crude oil that is relatively low in density and flows freely at room temperature is called 

light, making for easier processing (and less environmental impact) as well as often 

yielding more valuable gasoline and diesel fuel. The term “sweet” refers to low sulfur 

content, a contaminant that destroys metal piping because of its form as sulfuric acid.

With oil effectively stored underground, weather has had only a temporary impact 

historically—for example, a hurricane or typhoon would “shut in” production of 

offshore oil as crews abandoned rigs or moved their ships. More important is the 

interaction between oil and overall economic growth. As economies grow, they use 

more oil (or more specifically, the products derived from oil) for transportation, chem-

icals, and synthetic materials such as plastics and fibers. Therefore, the availability 

and affordability of oil facilitates economic activity by lowering the costs of trade. 

Higher oil prices are often described as increasing taxes on the consumer because 

more of a person’s income is used to receive the same amount of goods and services. 

Hence, the drivers of global oil supply and demand (which, in turn, determine price), 

including technology, politics, and the business cycle (generally via the availability of 

credit), are key considerations. Technology affects oil usage in three forms: the level 

of technology for extraction, the level of technology and efficiency in which oil is 

transformed into useful products, and the efficiency with which these products are 

used by the engines that burn them.

The production of shale oil—oil that is trapped in tight rock formations—has 

recently undergone a technological revolution. New processes in drilling, pressuriza-

tion, and extraction make oil more available at a reasonable cost by accessing this new 

source of supply in rock formations where oil has existed but could not be removed 

economically on a mass scale. Oil refineries use different technologies to break down 

oil into its components and to address the generated pollution. About 20% of the 

energy content of oil is used by refineries themselves in the refining process, so a 

more energy efficient refinery means more energy for automobiles, manufacturing, 

and so on. Efficiency by the end users of refined products also affects the supply and 

demand balance for oil. For example, as mileage efficiency has improved in automo-

bile engines, the amount of gasoline (and hence oil) demand in the United States has 

stagnated. Technologies for energy production that do not use any form of oil (e.g., 

solar, wind, nuclear) have an impact on the demand for oil as the costs of those sub-

stitutes become more affordable.

Geopolitical conflict—particularly in the Middle East—is the most dramatic risk 

factor in the supply of oil given that over half of economically viable reserves exist in 

that region. If there is conflict in a major oil- producing country, then its oil supplies 

are either reserved for that conflict or simply unavailable for extraction because of 

the destruction of infrastructure. There are also critical logistical “pinch points,” such 

as the Straits of Hormuz, which provides for the passage of more than 70% of Asia’s 

oil from the Middle East to Asian countries, such as Japan, India, and South Korea, 

that have high energy demand but limited indigenous oil reserves. A war or conflict 

prohibiting movement of oil through this strait would be a major blow to the global 

economy. Less extreme but just as relevant examples would be environmental limits 

on the extraction and/or transportation of oil. Politics can thus overwhelm the tech-

nological effects, at least in the short term.
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The impact and interaction of the business cycle with oil can be seen in the opposite 

direction—the destruction of credit in a recession lowers the consumer’s demand for 

oil. The disruption of business by bankruptcy or civil disorder also lowers demand 

as does uncertainty or diminished business confidence. Conversely, the opposite of 

these forces can spur the need for petroleum products.

Natural Gas Natural gas is formed similarly to crude oil but is in vapor form and thus 

can be used directly. It may be found in shale formations as well as more traditional 

wells both on- shore and off- shore. Natural gas is typically categorized by its source 

as either “associated gas” (coming up from an oil well) or “unassociated gas” (coming 

from a gas field or shale rock where oil is not present). Because associated gas is a co- 

product of oil production, its supply is not directly driven by the demand for gas, but 

rather oil demand. In some cases, this gas is collected and re- injected into the oil field 

to maintain pressure and keep oil production costs low. Unlike crude oil, natural gas 

can be used cost- effectively and directly for transportation and electrical generation 

after it is processed to clean out impurities, the most common of which is carbon 

dioxide. Heavier compounds (called natural gas liquids or NGLs) are also extracted 

and are extremely valuable in chemical production.

Storage and transportation costs are relatively high for natural gas because of the 

need to keep the gas under pressure. Transportation via ship is in a liquefied form 

(i.e., liquefied natural gas or LNG), which requires special terminals that cryogenically 

cool the gas to –260 degrees Fahrenheit, the point at which it becomes a liquid. The 

terminals that handle LNG typically can either process exports or imports but not 

both. LNG costs may be four to five times cash costs from a producing site. Liquid 

crude oil is comparatively easily transported via ship. The global drivers of natural 

gas supply and demand are similar to crude oil, but the focus is on electrical genera-

tion (lower greenhouse gas and pollutant emissions). Weather is also a key driver of 

demand, with heating needs during the winter and cooling requirements in summer. 

A colder winter drives up natural gas demand whereas a hotter summer does the 

same via the use of air conditioning. Therefore, seasonality and available supplies can 

radically change natural gas prices.

Refined Products Refined products are end- use fuels, such as heating oil, gas oil, jet 

fuel, propane, gasoline, and bunker fuel. For all the importance of crude oil, it is basically 

useless until it is refined into more pure forms of energy. The refined product is what 

powers our cars, trucks, planes, and ships and provides raw materials for chemical 

production. It also coats our roads in the form of asphalt (the most recycled product 

in the world). Typically refined products have a short shelf life, with availability mea-

sured in days. Therefore, refineries must run continuously and coordinate scheduled 

maintenance to ensure adequate supplies.

Many refineries are located on major coastlines and ports so that they can easily 

access ocean- borne supplies of crude oil. For example, the US Gulf Coast from Texas 

to Alabama has approximately 45% of the country’s total refining capacity and 50% of 

the country’s natural gas plant processing capacity. This concentration makes refineries 

in the region more susceptible to bad weather, with hurricanes or typhoons able to 

disrupt supply if refineries are damaged and halt demand if the population experi-

ences flooding. Gasoline has winter and summer blends and is in greater demand 

during better weather because of leisure travel. Heating oil or natural gas is used in 

home heating in the winter, depending on the location. Environmental mandates have 

tightened the allowed pollution standards for refined products, increasing processing 

costs and thus hurting demand.
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2.1.2 Grains

The development and advancement of agriculture is intrinsically tied to the rise of 

civilization. Low- cost and available food allows a society to focus its time and energy 

on technology, construction, and other activities. Row crops, in particular corn, soy, 

wheat, and rice, have become the staple of diets throughout the world. Corn (i.e., 

maize), which originated in the Americas, is now grown globally. The largest producers 

are the United States, Brazil, and China. Although consumed directly by humans, the 

primary uses for corn are actually for fuel (ethanol) and animal feed (the leftovers of 

ethanol production as well as direct corn consumption).

As an inert form of life, grains generally have a long enough storage period to last 

season over season, and sometimes multiple seasons. Practically, they are grown in 

defined seasons and stored until the next season comes around. Some crops can be 

grown multiple times per year—North American farmers can sometimes “double- crop” 

soy and Brazilian farmers can sometimes “triple- crop” soy. Alternatively, sometimes 

corn and soy can be planted on the same land consecutively in the same season. Weather 

is extremely important, with the levels of heat and precipitation determining yields 

and acreage. Drought conditions can kill off plants and flooding can drown them. 

Disease and pests are also factors. Weather can change the course of nations, such as 

drought causing the Soviet Union to buy US wheat in the 1980s as well as contributing 

to the Arab Spring political upheaval in the 2010s. As with energy, technology and 

politics play a key role in food supply and demand, with genetic modification, biofuel 

substitution, and social stress all affected by these core foods.

2.1.3 Industrial (Base) Metals

This sector largely represents mined ore that is processed (usually via smelters) into 

copper, aluminum (or aluminium), nickel, zinc, lead, tin, and iron. These commodities 

are used in industrial production, including construction, infrastructure development, 

and durable goods (cars, planes, ships, household goods, and military products) man-

ufacturing. Industrial product demand is associated directly with GDP growth. In fact, 

copper is sometimes referred to as “Dr. Copper” (with a PhD in economics) because 

its price reasonably indicates the direction of industrial production and GDP growth. 

Most industrial metals can be stored for years, if not decades, making it less susceptible 

to weather issues. But demand may be affected by weather and seasonal factors (e.g., 

building construction requires cooperative conditions). Beyond the business cycle, 

politics have a sizable impact on metals pricing, with labor action (strikes) limiting 

supply while imposing costs on society, development decisions (mines and smelters 

have high fixed investment requirements), and environmental concerns related to air 

and water pollution.

2.1.4 Livestock

This sector includes hogs, cattle, sheep, and poultry. Livestock depends on low- cost 

inputs for mass production as well as the development cycle in emerging markets for 

growth. As emerging market countries develop a growing middle class population, 

their diets move away from sustenance foods (rice, maize) to animal products (chicken, 

beef, pork) and processed foods. Therefore, the livestock sector is tied to events in 

grain markets and GDP per capita. Livestock is storable in the sense that all one has 

to do is keep the animal alive; hence its “storage” costs are tied to grain prices. If grain 

prices increase dramatically (such as during a drought), then animals are slaughtered 

more quickly to avoid the higher cost of maintaining (i.e., feeding) them. This effec-

tively pulls supply forward in the near term, temporarily lowering prices. However, 

assuming grain prices fall and the herds are allowed to rebuild, there may be a supply 

lag for a few years as the animals mature, and thus prices may increase.
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Slaughtered animal meat is generally frozen (directly or after being processed 

into meat products, such as sausage, bacon, etc.), so storage of the final product can 

be for extended periods of time. Weather has perhaps a surprising impact on animal 

health and weights. In winter, cattle tend to suffer more than hogs and chickens 

because of their height. In summer, heat and humidity limit the weight gain in hogs. 

Disease also plays an outsized role in this sector, with avian flu, bovine spongiform 

encephalopathy (i.e., mad cow disease), and porcine epidemic diarrhea virus (PEDv) 

all having caused sharp price volatility in the past. Some of these diseases drive the 

price down because of fears about transmission to humans, but others send prices 

higher because the animals have to be slaughtered, driving down supply. Another 

influence on the supply of livestock is the government- permitted use of drugs and 

growth hormones. Substitute proteins (poultry, fish, soy) may be used depending 

on their maturation cycle and consumer preferences. Finally, the livestock sector is 

becoming more global in nature as the rise of emerging market wealth has led to not 

only greater import/export trade but also cross- border mergers and acquisitions (e.g., 

Brazilian- based JBS acquiring American- based Swift and Chinese- based Shuanghui 

buying American- based Smithfield Foods).

2.1.5 Precious Metals

This set of metals is unique because they straddle the monetary and industrial worlds. 

Gold, silver, and platinum have acted as stores of value (i.e., similar to currencies) as 

well as consumed inputs in electronics, auto parts, and jewelry. Storability is measured 

not in years but in decades, centuries, and even millennia. All the gold that has ever 

been found basically still exists and equals about 174,100 tonnes or a cube 21 meters 

per side. Weather has effectively no impact on the availability of precious metals given 

their long storability. More important are global supply and demand effects, such as 

inflation expectations, fund flows, and industrial production. Inflation and fund flows 

are related to the currency aspect of gold and, to a certain extent, other metals. If fiat 

currencies (paper currencies) are inflated, then the price of other forms of money, 

such as gold, gain in relative value. In this way, gold acts as a hedge to the value of 

paper currencies. A similar aspect occurs during wartime when deficit government 

spending is commonplace, physical goods are generally in short supply, and the fun-

gibility and lack of traceability of assets is at a premium. Industrial needs for silver, 

platinum, and palladium—platinum and palladium being used in catalytic converters 

for automobiles—make up about half the demand for these precious metals. Thus, for 

these metals, technology plays a part in shaping the demand curve. Production also 

has shifted dramatically: historically South Africa was the leading mining country for 

gold, but since 2007, China has taken over as the global leader. Jewelry production is 

also an important use of both gold and silver. In developing countries, such as China 

and India, jewelry demand has soared with growing wealth because it is a status 

symbol and outward sign of success.

2.1.6 Softs (Cash Crops)

This sector includes cotton, coffee, sugar, and cocoa and originates from the idea 

that soft commodities are grown, as opposed to hard commodities that are mined. 

Currently, softs are generally cash crops (i.e., sold for income as opposed to consumed 

for subsistence, such as grains). The largest soft crops are grown in countries that 

are close to the equator in South America, Africa, and Asia. Storability is an issue 

because freshness determines the quality and weight of the commodity. Some coun-

tries have maintained strategic stockpiles to try to control domestic prices. Weather 

is an important factor because many of these softs are dependent on high levels of 

properly timed rainfall. A freeze can severely damage crops and disease can also take 
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its toll. As with livestock, the nature of softs as a cash crop means that the demand 

for softs is related to global (notably emerging market) wealth given the worldwide 

popularity of coffee, sugar, and cocoa.

As noted in this section, each commodity sector is quite unique in terms of its 

fundamental drivers. With this context in mind, we will now examine the life cycle of 

the sectors from production to consumption—and their interaction—in more detail.

EXAMPLE 1  

Commodity Sector Demand

Industrial activity most likely affects the demand for which of the following 

commodities?

A Copper

B Natural gas

C Softs (e.g., cotton, coffee, sugar and cocoa)

Solution:

A is correct. Copper is used for construction, infrastructure development, and 

the manufacture of durable goods, all of which are economically sensitive. B is 

incorrect because demand for natural gas is primarily driven by weather con-

ditions (heating or cooling). C is incorrect because demand for softs is driven 

primarily by global wealth.

EXAMPLE 2  

Commodity Sector Risks

Which of the following commodity sectors are least affected in the short- term 

by weather- related risks?

A Energy

B Livestock

C Precious metals

Solution:

C is correct. Weather has very little impact on the availability of precious metals 

given their significant storability. Inflation expectations, fund flows, and industrial 

production are more important factors. A is incorrect because energy produc-

tion is often located in coastal zones that are vulnerable to severe weather. B 

is incorrect because the health of livestock is vulnerable to weather conditions 

because of the risks of death and disease by extreme cold, wet, and heat.

2.2 Life Cycle of Commodities

The life cycle of commodities varies considerably depending on the economic, tech-

nical, and structural (i.e., industry, value chain) profile of each commodity, as well as 

the sector. Conceptually, the commodity production life cycle reflects and amplifies 

the changes in storage, weather, and political/economic events that shift supply and 

demand. A short life cycle allows for relatively rapid adjustment to outside events, 
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whereas a long life cycle generally limits the ability of the market to react. These shifts, 

in turn, feed into the economics for the valuation and shape of the commodity supply 

and demand curves, plus their respective price elasticities of demand and supply. 

Understanding the life cycle builds understanding of, and ideally ability to forecast, 

what drives market actions and commodity returns.

Among the food commodities, agriculture and livestock have well- defined seasons 

and growth cycles that are specific to geographic regions. For example, by March of 

each year, corn planting may be finished in the southern US but not yet started in 

Canada. Meanwhile, the corn harvest may be underway in Brazil and Argentina given 

their reverse seasonal cycle in the southern hemisphere. Each geographic location 

also represents local markets that have different domestic and export demand. These 

differences affect the nature (level and reliability) of demand and the power of buyers 

to extend or contract the life cycle.

In comparison, commodities in the energy and metals sectors are extracted all year 

around. Their life cycle changes are generally at the margin of a continuous process, 

as opposed to being centered at a discrete time or season. But the products from 

crude oil and metal ore have seasonal demands depending on weather (e.g., gasoline 

demand in the summer and heating oil demand in the winter) that affect the life cycle 

and usage of the underlying commodity. And, with all the differences between the 

varieties even within the same sector, the life cycles depicted have to be representative 

and selective. The life cycles of several key commodity sectors follows.

Energy

For an example of the differences within a sector, one need look no further than the 

energy sector. Natural gas can be consumed nearly after extraction from the ground. 

Crude oil, on the other hand, has to be transformed into something else; crude is 

useless in its innate form. The refined products in turn (e.g., gasoline and heating 

oil) have a number of potential processing steps depending on the quality of crude 

oil input and the relative demand for the various products. The steps for the energy 

complex may be thought of as shown in Exhibit 1.

Exhibit 1   Steps for the Energy Complex

Step Title Timing Description

1. Extraction 50–100 days to 

begin

A drilling location is selected after surveys, and the well is dug. With the 

well in place, the siphoning of the crude oil or natural gas begins. There 

may be enough underground pressure for the hydrocarbons to come 

out naturally or water or other processes may be used to create such 

pressure. The fracturing process (also known as “fracking”) for shale is 

applied at this step as well.

2. Transportation 1–10 days Once the energy is out of the ground, it is centralized locally and 

shipped via pipe, ship, train, or truck to a storage facility, refinery, or 

consumer. Historically, only crude oil and refined products were trans-

ported by ship, but with liquefaction technology, natural gas (LNG) is 

also sent by ship.

3. Storage Days to a few 

months

Crude oil is commercially stored for a few months on average in the 

United States, Singapore, and Northern Europe, as well as strategically 

by many countries. In addition, oil may be stored on tanker ships. 

Natural gas may be delivered directly to the end consumer. A large 

portion of natural gas is injected into storage for the winter months, or 

transferred to peak- shaving gas storage facilities during especially cold 

periods when pipeline capacity is insufficient to meet demand.

(continued)
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Step Title Timing Description

4. Trading N/A Only natural gas is consumed at this stage, hence trading in futures 

contracts reflects pricing just prior to consumption because it does 

not need to be refined. But crude oil requires further processing to be 

consumed.

5. Refining 3–5 days Crude oil is distilled into its component parts via a process generally 

called cracking. Heat is used to successively boil off the components 

that are in turn cooled down and collected (e.g., gasoline), until only the 

remnants (e.g., asphalt) are left.

6. Transportation 

and Trading

5–20 days The distilled products are separated and shipped to their various 

locations—by ship, pipe, train, or truck—for use by the end consumer. 

Consumption of crude oil products occurs at this point, such as gaso-

line, heating oil, and jet fuel, along with commodity futures trading in 

these products.

Sources: Based on information from www.chevron.ca/operations/refining/refineryworks.asp (accessed 23 November 2015) and authors’ 

research.

Refineries are extraordinarily expensive to build—typically several billion in US 

dollar terms—depending on the processes required to purify and distill the oil. Part 

of the cost depends on the expected specifications of the crude oil input. Generally 

speaking, a low- grade, high sulfur source would require more investment than one 

with an assured lighter, “sweeter” source. Pipelines are also very costly: For example, 

the Keystone XL pipeline expansion between Canada and the United States was origi-

nally estimated to cost $5 billion in 2010 but was doubled to $10 billion in 2014. Even 

in countries dealing with violent insurrections (e.g., Libya, Iraq, Nigeria), damage to 

refineries has been generally modest because of their value to all parties. Pipelines, 

however, are often destroyed or cut off. Although these costs may appear staggering, 

they actually pale in comparison with the costs (and risks) of oil exploration, especially 

in deep offshore locations or geographically remote (or geo- politically risky) regions. 

In addition, national oil companies (those owned by governments) that produce 

crude oil have a powerful incentive to invest in large (and costly) refining operations, 

especially if their type of crude oil is difficult and expensive to refine. Otherwise, they 

are left with only crude oil (no direct market) and little power to convert this raw 

material into useful products.

The crude oil market has a number of futures contracts and indexes that follow 

local grades and origins but the two most commonly traded set of contracts follow the 

US- based crude oil (West Texas Intermediate, or WTI, crude oil) and the UK- located 

Brent crude oil from the North Sea. Likewise there are futures for natural gas, gasoil, 

gasoline, and heating oil. Each has different delivery locations and standards, but the 

WTI and Brent contracts represent a high- quality refinery input that exploration and 

production companies can use as a hedging device.

EXAMPLE 3  

Energy Life Cycle

Which of the following is a primary difference in the production life cycle 

between crude oil and natural gas?

A Only crude oil needs to be stored.

Exhibit 1   (Continued)
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B Natural gas is not transported via ships.

C Natural gas requires very little additional processing after extraction com-

pared with crude oil.

Solution:

C is correct. Natural gas can be used within a short time frame after it is extracted 

from the ground, but crude oil must first be processed for later use. A is incorrect 

because both oil and natural gas are stored before usage. B is incorrect because 

both oil and natural gas are transported using ships.

Industrial/Precious Metals

The life cycle of both precious and industrial metals is probably the most flexible 

because the ore, as well as the finished products, can be stored for months (if not 

years) given the relative resistance to spoilage by metals (assuming proper storage). 

Exposed ore and metals can oxidize (e.g., iron rusts) and take up a substantial amount 

of space. Using copper as an example, the many steps in the purification process are 

shown in Exhibit 2.

Exhibit 2   Copper Purification Process

Step Name Description

1. Extracting Ore (raw earth with ~2% metal content) is removed via a mine or open pit.

2. Grinding Ore is then ground into powder to facilitate purification processes.

3. Concentrating Ore is enriched via froth flotation with unwanted material (gangue) sinking to the bot-

tom and removed. Metal content reaches 25%.

4. Roasting The powdered, enriched ore is heated to 500 degrees Celsius to 700 degrees Celsius to 

remove sulfur and dry the ore, which is still a solid called calcine.

5. Smelting The solid calcine is heated to 1200 degrees Celsius and melts. More impurities are 

removed as slag, increasing the metal content to 60%.

6. Converting Air is blown into the liquid forming blister copper, which is 99% pure.

7. Electro- refining The blister is reshaped into anodes and purified to 99.99% metal by electrolysis.

8. Storage/Logistics The purified metal is held typically in a bonded warehouse until shipped to an end user.

Sources: Based on information from http://resources.schoolscience.co.uk/CDA/14- 16/cumining/copch2pg1.html (accessed 23 

November 2015), http://www.madehow.com/Volume- 4/Copper.html (accessed 23 November 2015), and authors’ research.

A key consideration regarding the supply of most metals is the economies of scale 

involved in the smelter and processing plants built to convert ore into useful metals. 

These are huge facilities for which marginal costs (i.e., the cost to convert the last 

pound or kilogram of processed ore into a useful metal) decline substantially with 

both the scale of the facility and its utilization (output as a percentage of capacity). 

As a result, when supply exceeds demand for a given industrial metal, it is difficult 

for suppliers to either cut back production or halt it entirely. Overproduction often 

continues until smaller or financially weaker competitors are forced to shut down. 

Because demand for industrial metals fluctuates with overall economic growth, as 

was discussed previously, there are substantial incentives for metals producers to 

invest in new capacity when their utilization (and profit) is high, but huge economic 

and financial penalties for operating these facilities when demand falls off during an 

economic downturn. Ironically, given the typical economic cycle and the time lag 

involved between deciding to expand capacity, new supply often arrives just as demand 
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is declining—which exacerbates pricing and profit declines. This tendency has been 

further amplified by national governments seeking to “move down” the value chain 

(i.e., capture more added value) from simply being a producer and exporter of ore to 

investing in smelting and processing capacity to provide the commodity. Government 

motives are often not entirely economic (profit seeking) but based on national goals 

of economic development and creating and maintaining employment. Although this 

motivation also is true in other commodity sectors, such as the crude oil refining 

industry, the relative stability of demand for various energy needs (regardless of 

macroeconomic conditions) makes this effect of supply and demand instability seen 

in industrial metals less of a key factor.

With the lack of seasonality in much of the metals complex (apart from construc-

tion), buyers and sellers can match their needs with contracts that come due every 

month of the year.

EXAMPLE 4  

Industrial Metals Life Cycle

Because of large economies of scale for processing industrial metals, producers:

A immediately shut down new capacity when supply exceeds demand.

B have an incentive to maintain operating production levels when demand 

declines.

C find it difficult to cut back production or capacity even when supply 

exceeds demand or demand slows.

Solution:

C is correct. Given the sizable facilities in which metals are produced, reducing 

capacity is difficult when demand slows. A is incorrect because of the time lag 

involved in responding to reduced demand conditions. B is incorrect because 

producers would face financial losses if they maintained production levels when 

there is a decline in demand.

Livestock

Livestock grows year- round but good weather and access to high- quality pasture and 

feed accelerates weight gain. As a result, there is fluctuation in the availability of animals 

ready for slaughter. The timing to maturity typically increases with size, with poultry 

maturing in a matter of weeks, hogs in months, and cattle in a few years. Taking the 

example of a hog, the life cycle begins with a sow (female hog) giving birth, with the 

optimal timing after the summer heat. Normally it takes about six months to raise a 

piglet to slaughter weight, and during that time it can be fed almost anything to get it 

up to weight. In mass- scale production, soymeal and cornmeal are the most common 

foods. In contrast, cattle take longer to raise. For mass- scale breeding, the first one to 

two years are spent as “feeder cattle” and eat a grass diet in pasture. The next phase 

covers an additional 6–12 months whereby cattle are in a feed lot being fattened to 

slaughter weight, generally on a corn- based diet.

The livestock industry in the US has historically been among the least export- 

oriented of all the commodities because of the high risk of spoilage once an animal is 

slaughtered. However, advances in cryogenics (freezing) technologies with regard to 

chicken, beef, and pork mean that increasingly these products are moving from one 

part of the world to another in response to differences in production costs and demand. 

And as emerging and frontier market countries develop middle class consumers capable 
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of purchasing meat protein as a regular part of their diet, there has been increased 

interest and investment in the livestock and meatpacking industries in such countries 

as the United States and Brazil. These industries combine low cost sources of animal 

feed, large grazing acreage and strong domestic demand (leading to facilities with 

substantial economies of scale) as key export points to supply global demand.

Ranchers and slaughterhouses trade hog and cattle futures to hedge against their 

processed meat commitments. Ranchers can hedge both young cattle that are still 

on pasture (called feeder cattle) and animals being fattened for butchering (called 

live cattle).

EXAMPLE 5  

Livestock Life Cycle

The US livestock sector is among the least export- oriented commodity sectors 

because of:

A low technological innovation in the sector.

B high risk of spoilage once animals are slaughtered.

C little or no demand for US livestock from outside the United States.

Solution:

B is correct. Livestock incur a high risk of spoilage once they are slaughtered 

unless the meat is frozen. A is incorrect because advances in cryogenics have 

improved the ability to export from the United States. C is incorrect because 

demand for US livestock has expanded internationally, particularly in emerging 

market countries that are experiencing economic growth.

Grains

Grains in the northern hemisphere follow a similar growth cycle with an analogous but 

opposite growth cycle in the southern hemisphere. Plants similarly mature according 

to the following process of steps: (1) planting (placing the seeds in the ground after 

preparation/fertilization work); (2) growth (the emerging of the seedling to plant 

maturity); (3) pod/ear/head formation (the food grain is created); and (4) harvest 

(the collection of the grain by the farmer). The timing in North America is shown in 

Exhibit 3.

Exhibit 3   Timing for Grain Production in North America

Corn Soybeans Wheat*

Planting April–May May–June Sept–Oct

Growth June–Aug July–Aug Nov–Mar

Pod/Ear/Head Formation Aug–Sept Sept April–May

Harvest Sept–Nov Sept–Oct June–July

* The hard winter wheat variety, which has a higher protein content, is used here.
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Because demand for grains is year round, they are regularly stored in silos and 

warehouses globally. Some countries have a central purchasing bureau and others 

depend on local or international trading companies to maintain stockpiles. To main-

tain hygienic standards, specialized port facilities, packing houses, and vehicles are 

used. Poor standards and logistics can result in a substantial loss of value to grains.

Farmers and consumers can trade futures to hedge their exposure to the crop in 

question, and the contract delivery months reflect the different times of the growing 

cycle outlined earlier. Ranchers also can use grain futures to hedge against the cost 

of feeding an animal.

Softs

Coffee, cocoa, cotton, and sugar are very different soft commodities in this sector, so 

we will focus on one that is grown broadly—coffee. Coffee is harvested somewhere 

all year around, but the best quality coffees are from high- altitude plantations and are 

picked in the middle of the harvest periods. Exhibit 4 shows the timetable for harvesting 

coffee in various countries. Newly planted coffee trees take about three to four years 

to bear a fruit, called a cherry. Harvesting takes place in the same field in multiple 

sweeps because cherries ripen at different times. After the coffee cherries are picked 

(by hand, to ensure that only ripe ones are taken), the husk and fruit are removed 

and the remaining bean dried. More than half of coffee uses the dry method in which 

the harvested cherries are laid out in the sun for two to three weeks. The wet method 

uses fresh water to soak the cherries, the soft pulp is removed, the bean is fermented 

for 12–48 hours, and then the bean is dried either in the sun or by a dryer for 24–36 

hours. The “green” beans are then hulled, sorted, and bagged for their final markets. 

With most of the consumption in faraway foreign markets, ships are commonly used 

to transport the beans to their buyer, which may store them in a bonded warehouse. 

After delivery, typically by truck, the local buyer roasts the beans and ships them to 

the retail location (e.g., coffee house or supermarket) for purchase or brewing.

Exhibit 4   Timetable for Coffee Harvesting

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Brazil Harvest Harvest Harvest Harvest Harvest

Central 

America

Harvest Harvest Harvest Harvest Harvest Harvest

Vietnam Harvest Harvest Harvest Harvest Harvest

Java Harvest Harvest Harvest Harvest Harvest

Kenya Harvest Harvest Harvest Harvest Harvest Harvest Harvest Harvest

Jamaica Harvest Harvest Harvest Harvest

Sources: Based on information from www.sweetmarias.com (accessed 23 November 2015) and authors’ research.

Coffee comes in two main varieties, robusta and arabica, although there are many 

others. Generally speaking, robusta beans are lower quality with less flavor than the 

arabica. Brazil is the world’s largest coffee producer and produces a mix of both beans, 

whereas Vietnam, the second largest producer, predominantly produces robusta. There 

are two futures contracts associated with coffee: the robusta variety is traded in London 

and the arabica variety is traded in New York. The physical delivery aspect of these 

contracts allows for sellers to deliver the beans to an authorized bonded warehouse 

as fulfillment of the contract at expiration. Therefore, farmers and distributors can 
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sell futures contracts to hedge the sales price of production, and coffee roasters can 

buy futures contracts to hedge coffee bean purchase costs; contract maturities can 

be selected by each to match their product delivery schedules.

Although the number and variety of commodities are too large to cover in this 

limited space, we illustrated the key life cycle types: (1) straight- through consumption 

with natural gas; (2) input–output production life cycle with crude oil and gasoline, 

heating oil, and other products; (3) seasonal planting production with grains; and (4) 

year- round production with coffee.

2.3 Valuation of Commodities

The valuation of commodities compared with that of equities and bonds can be 

summarized by the fact that stocks and bonds represent financial assets, whereas 

commodities are almost always physical assets.1 More specifically, stocks and bonds 

are claims on the economic output (profits) of a business, usually a corporation.

In contrast, commodities are tangible items with an intrinsic (but variable) eco-

nomic value (e.g., a lump of gold, a pile of coal, a bushel of corn). They do not generate 

future cash flows beyond what can be realized through their purchase and sale. In 

addition, the standard financial instruments that are based on commodities are not 

financial assets (like a stock or bond) but derivative contracts with finite lifetimes, 

such as futures contracts. As with other types of derivatives, commodity derivative 

contracts can and do have value—but they are contingent on some other factors, 

such as the price of the underlying commodity. Hence, the valuation of commodities 

is not based on the estimation of future profitability and cash flows but a discounted 

forecast of future possible prices based on such factors as the supply and demand of 

the physical item or the expected volatility of future prices. On the one hand, this 

forecast may be quite formal and elaborately estimated by a producer or consumer. 

One can imagine the detailed inputs available to an oil company based on the labor 

and capital expenses needed to extract oil, refine it, and transport it to final sale as 

gasoline in your automobile. On the other hand, this forecast may be instinctively done 

by a floor trader with little fundamental analysis but instead professional judgment 

based on years of experience and perhaps some technical analysis.

As opposed to a stock or bond that receives periodic income, owning a commod-

ity incurs transportation and storage costs. These ongoing expenditures affect the 

shape of the forward price curve of the commodity derivative contracts with different 

expiration dates. If storage and transportation costs are substantial, the prices for a 

commodity futures contract will likely be incrementally higher as one looks farther 

into the future. However, sometimes the demand for the commodity can move the 

spot price higher than the futures price. The price reflects the fact that, instead of 

going long a futures contract, one could buy the commodity today and store it until 

a future date for use. The expenditure would be the outlay/investment at today’s spot 

price for the commodity along with (or net of ) the future costs one would incur to 

store and hold it. This time element to commodity storage and supply and demand 

can generate “roll return” and affect investment returns. These and other factors figure 

into the assessment of futures pricing, which we will cover later.

Some commodity contracts require actual delivery of the physical commodity at 

the end of the contract versus settlement in a cash payment (based on the difference 

between the contract future price and the spot price prevailing at the time of contract 

expiration). The force of arbitrage—which reflects the law of one price—may not be 

entirely enforced by arbitrageurs because some participants do not have the ability to 

1 We say “almost always” because some new classes of commodities, such as electricity or weather, are 

not physical assets in the sense that you can touch or store them.
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make or take delivery of the physical commodity. In these situations, the relationships 

that link spot and futures prices are not an equality but a range that only indicates 

the limit or boundary of value differences that can occur.

There is an important additional consideration concerning the link between spot 

and futures prices in commodities. Some of the largest users of commodity futures 

are businesses seeking to hedge price risk when that price is either a critical source of 

revenue or cost in their business operations. For example, the airline industry is very 

dependent on the cost of jet fuel for operating their planes. The highly competitive 

nature of the industry results in tremendous price pressure on airfares, with a need 

for airlines to fill each flight with as many passengers as possible. The futures and 

swaps markets for jet fuel allow airlines to hedge the price of future fuel purchases 

(particularly against future shocks in oil prices that cannot be foreseen or anticipated).

In addition, the price discovery process of the commodity futures markets provides 

airlines with insights about future fuel prices that help determine what prices to offer 

their customers for future flights while still making a profit. In fact, airline ticket sales 

are—in effect—selling a contract at a price set today for future delivery of a service, 

namely a plane flight. In this case, the airlines will typically hedge their price risk and 

uncertainty about future fuel costs by purchasing (“going long”) futures contracts.

EXAMPLE 6  

Commodities versus Stocks and Bonds

In contrast to financial assets, such as stocks and bonds:

A commodities are always physical goods.

B commodities generate periodic cash flows.

C commodity investment is primarily via derivatives.

Solution:

C is correct. The most common way to invest in commodities is via derivatives. 

A is incorrect because although most commodities are physical goods, certain 

new classes, such as electricity or weather, are not tangible. B is incorrect 

because commodities may incur, rather than generate, periodic cash flow through 

transportation and storage costs (when the commodities are physically owned).

EXAMPLE 7  

Spot Commodity Valuation

What is a key distinction between the valuation of commodities compared with 

the valuation of stocks and bonds?

A Valuation of commodities cannot be conducted using technical analysis.

B Valuation of commodities focuses on supply and demand, whereas valua-

tion of stocks and bonds focuses on discounted cash flows.

C Valuation of stocks and bonds focuses on future supply and demand, 

whereas commodity valuation focuses on future profit margins and cash 

flow.
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Solution:

B is correct. The valuation of commodities is based on a forecast of future prices 

based on supply and demand factors, as well as expected price volatility. In con-

trast, the valuation of stocks and bonds is based on estimating future profitability 

and/or cash flow. A is incorrect because technical analysis is sometimes applied 

to valuing commodities. C is incorrect for the reasons stated for choice B.

COMMODITY FUTURES MARKETS

Public commodity markets are structured as futures markets—that is, as a central 

exchange where participants trade standardized contracts to make and take delivery 

at a specified place at a specified future timeframe. As mentioned, futures contracts 

are derivatives because the value of the contract is derived from another asset. Both 

futures and forward contracts are binding agreements that establish a price today 

for delivery of a commodity in the future (or settlement of the contract in cash at 

expiration). As mentioned at the beginning of the reading, the focus of this reading 

is on futures, with forwards discussed only briefly.

3.1 Futures Market Participants

The key difference between futures and forward contracts is that futures contracts are 

standardized agreements traded on public exchanges, such as the Chicago Mercantile 

Exchange (CME), Intercontinental Exchange (ICE), and Shanghai Commodities 

Exchange. Standardization allows a participant to enter into a contract without ever 

knowing who the counterparty is. In addition, the exchange oversees trading and 

margin requirements and provides some degree of self- imposed regulatory oversight. 

In contrast, forward contracts are bilateral agreements between a known party that 

wants to go long and one that wants to go short. Because of their bilateral nature, 

forwards are considered to be OTC (or over the counter) contracts with less regu-

latory oversight and much more customization to the specific needs of the hedging 

(or speculating) party. Often, the counterparty for a forward contract is a financial 

institution that is providing liquidity or customization in exchange for a fee. Although 

futures markets require that daily cash movements in the futures price be paid from 

the losing positions to the winning positions, forward contracts are usually only settled 

upon expiration or with some custom frequency dictated by the contract.

Early commodity exchanges operated as forward markets, but too often participants 

would go bankrupt when unrealized losses became realized at the end of the contract. 

The futures process was introduced to minimize this risk because the exchange acts 

as guarantor of the payments. The first modern organized futures exchange was the 

Dojima Rice Exchange in Osaka, Japan, which was founded in 1710. The structure 

of futures markets is important to understand as a way of understanding the goals 

and roles of the various participants. When we consider any commodity, for every 

producer of that commodity there is a consumer. Thus, for participants who are long 

the physical commodity and want to sell it, there are also participants who are short 

the physical commodity and want to buy it. Therefore, for fairness between the two 

sets of participants, longs and shorts need to operate on an equal basis. As a coinci-

dent observation, the commodity markets are net zero in terms of aggregate futures 

positions (futures contract longs equals futures contract shorts). In contrast, with 

markets for stocks and bonds, there is a net long position because the issued stocks’ 

and bonds’ market value are equal to the net aggregate positions at the end of each 

day. Shorting an equity is constrained by the short seller’s need to locate shares to 

3
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short, the requirement to reimburse dividends on borrowed shares, and requirements 

to post and pay interest on margin that generally exceeds the margin required for long 

equity positions (as in the US under Regulation T). By contrast, shorting commodity 

futures is much simpler and short investors need to post only the same margin that 

long investors post.

There are a number of participants in commodity futures markets. First are 

hedgers, who trade in the markets to hedge their exposures related to the commod-

ity. The second are long- term and short- term traders and investors (including index 

investors), who speculate on market direction or volatility and provide liquidity and 

price discovery for the markets in exchange for the expectation of making a profit. 

Third are the exchanges (or clearing houses), which set trading rules and provide the 

infrastructure of transmitting prices and payments. Fourth are analysts who use the 

exchange information for non- trading purposes, such as evaluating commodity busi-

nesses, creating products that are based on commodity futures (e.g., exchange- traded 

funds, swaps, and notes), and making public policy decisions. Analysts also include 

brokers and other financial intermediaries who participate in the markets but do not 

take a position. Finally, regulators of both the exchange and traders exist to monitor 

and police the markets, investigate malfeasance, and provide a venue for complaints.

3.1.1 Commodity Hedgers

Hedgers tend to be knowledgeable market participants—one would expect that a 

company that drills for oil knows something about the supply and demand for oil 

and related forms of energy (at least in the long run). However, hedgers may not be 

accurate predictors of the future supply and demand for their product. Consider a 

baker who buys wheat for future delivery and benefits from a surprise drought (has 

locked in a low price in a supply- constrained market). However, the baker is hurt if 

the weather is beneficial (has effectively overpaid during a bumper crop). Given that 

a hedger can make delivery (if short the futures contract) or take delivery (if long the 

futures contract), he or she is generally motivated by risk mitigation with regards to 

cash flow, so the risk is more of an opportunity cost rather than an actual one.

It is important to keep in mind that hedging and speculating are not synonymous 

with (respectively) being long or short. As Exhibit 5 illustrates with some examples, 

both long and short positions can be associated with either hedging or speculating.

Exhibit 5   Examples of Hedging and Speculating Positions

Long Position Short Position

Hedging Food manufacturer seeking to 

hedge the price of corn needed 

for snack chips

Gold mining company seeking 

to hedge the future price of gold 

against potential declines

Speculating Integrated oil company seeking 

to capitalize on its knowledge 

of physical oil markets by 

making bets on future price 

movements

Commodity trading adviser 

(CTA) seeking to earn a 

profit for clients via a macro- 

commodity investment fund

Note also that hedgers tend to speculate based on their perceived unique insight 

into market conditions and determine the amount of hedging that is appropriate. 

From a regulatory standpoint in the United States, the difficulty in clearly distin-

guishing between hedging and speculating, therefore, has resulted in the separation 

of commodity producers and consumers from other trading participants regardless 

of whether commercial participants are actually speculating.
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3.1.2 Commodity Traders and Investors

The commodity trading community, like other groups of traders, consists of three 

primary types: (1) informed investors, (2) liquidity providers, and (3) arbitrageurs. 

Informed investors largely represent the aforementioned hedgers and speculators, 

including index and institutional investors. With regard to the hedger, as mentioned 

previously, a company that drills for oil clearly is familiar with the supply and demand 

for oil and related forms of energy (at least in the long run). But hedgers may not be 

accurate predictors of the future supply and demand for their product.

Speculators, who believe that they have an information advantage, seek to out-

perform the hedger by buying or selling futures contracts in conjunction with—or 

opposite from—the hedger. This trading may be on a micro- second time scale or a 

multi- month perspective. For example, if a speculator has a weather prediction process 

that is superior, he or she has an information advantage and will trade accordingly. 

Alternatively, a speculator may be willing to act as a liquidity provider, knowing that 

producers and consumers may not be in the market at the same time. By buying when 

the producer wants to sell and selling when the consumer is ready to buy, speculators 

may be able to make a profit. In this sense, speculators are willing to step in, under the 

right pricing circumstances, to provide insurance to hedgers in return for an expected 

(albeit not guaranteed) profit.

Finally, arbitrageurs who have the ability to inventory physical commodities can 

attempt to capitalize on mispricing between the commodity (along with related storage 

and financing cost) versus the futures price. They may own the storage facilities (bonded 

warehouses, grain silos, feedlots) and work to manage that inventory in conjunction 

with the futures prices to attempt to make arbitrage- style profits.

3.1.3 Commodity Exchanges

Commodity futures markets are found throughout the world. The CME and ICE 

are the primary US markets, having consolidated the bulk of the various specialist 

exchanges. Elsewhere in the Americas, the primary commodity exchange is in Brazil 

where BM&FBOVESPA trades grains and livestock. In Europe, the London Metals 

Exchange (currently owned by Hong Kong SAR- based HKEx Group) is the main indus-

trial metals location globally. Energy and shipping are also traded out of London. In 

Asia, major commodity exchanges include China’s Dalian Commodity Exchange and 

Shanghai Futures Exchange and Japan’s Tokyo Commodity Exchange, among others. 

Finally, Indonesia (Palm Oil), Singapore (rubber), and Australia (energy, grains, wool) 

have supplementary commodity futures markets. Given that people all over the world 

need food, energy, and materials, exchanges have formed globally to meet those needs.

3.1.4 Commodity Market Analysts

Non- market participants use the exchange information to perform research and 

conduct policy as well as to facilitate market participation. Their activities affect 

market behavior, albeit in an indirect manner. Research may be commercially based. 

For example, a manufacturer may want to project and forecast the energy cost of a 

new process or product as part of an academic study comparing one market structure 

with another. Commodity prices are a key component in understanding sources of 

inflation and are used in other indexes that indicate quality of life for consumers and 

households. Governments that control natural resource extraction (e.g., nationalized 

oil companies) or tax commodity extraction by private entities are also interested in 

understanding futures markets to promote or discourage investment and/or raise 

revenue.
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3.1.5 Commodity Regulators

Finally, various regulatory bodies monitor the global commodity markets. In the United 

States, commodity and futures regulation fall under the Commodity Futures Trading 

Commission (CFTC), which has very limited overlap with other financial regulatory 

bodies, such as the Securities and Exchange Commission. The CFTC delegates much 

of the direct monitoring to the National Futures Association (NFA)—a self- regulatory 

body—whose members are the authorized direct participants in the markets with 

customer responsibilities (e.g., clearing firms, brokers, advisers).

Outside the United States, most other countries have a unified regulatory structure. 

For example, the China Securities Regulatory Commission regulates both futures and 

securities (i.e., stocks and bonds). In Europe, most legislation in the area of financial 

services is initiated at the European Union (EU) level primarily through the European 

Securities and Markets Authority (ESMA). The Markets in Financial Instruments 

Directive (MiFID) that came into force in 2007 was a key element of EU financial 

market integration that focused largely on deregulation. Since 2009, existing legisla-

tive instruments, particularly for commodity derivative markets, have been revised 

and new regulations have been introduced with the aim to strengthen oversight and 

regulation, and are subject to G–20 commitments. Overseeing these different regu-

latory bodies is the International Organization of Securities Commissions (IOSCO), 

which is the international association of the world’s securities and futures markets.

In all regions, the interests of the financial sector strongly influence debates and 

legislation on financial market regulation, including that of commodities. For example, 

the International Swaps and Derivatives Association (ISDA) publishes its positions 

and comments on draft regulatory proposals.

EXAMPLE 8  

Commodity Market Participants

Commodity traders that often provide insurance to hedgers are best described as:

A arbitrageurs.

B liquidity providers.

C informed investors.

Solution:

B is correct. Liquidity providers often play the role of providing an insurance 

service to hedgers who need to unload and transfer price risk by entering into 

futures contracts. A is incorrect because arbitrageurs typically seek to capitalize 

and profit on mispricing due to a lack of information in the marketplace. C is 

incorrect because informed investors predominantly keep commodity futures 

markets efficient by capitalizing on mispricing attributable to a lack of infor-

mation in the marketplace.

3.2 Spot and Futures Pricing

Commodity prices are typically represented by (1) spot prices in the physical markets 

and (2) futures prices for later delivery. The spot price is simply the current price to 

deliver a physical commodity to a specific location or purchase and transport it away 

from a designated location. Examples of a spot price may be the price quoted at a 

grain silo, a natural gas pipeline, an oil storage tank, or a sugar refinery.
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A futures price is a price agreed on to deliver or receive a defined quantity (and 

often quality) of a commodity at a future date. Although a producer and a consumer 

can enter into a bilateral contract to exchange a commodity for money in the future, 

there are (conveniently) many standardized contracts that trade on exchanges for buyers 

and sellers to use. Recall that a bilateral agreement is a forward contract, compared 

with a futures contract that is standardized and trades on a futures exchange. One 

benefit of futures markets is that information regarding contracts (number, price, 

etc.) is publicly available. In this way, the price discovery process that brings buyers 

and sellers into agreement is shared broadly and efficiently (in real time) with a global 

marketplace among the aforementioned market participants. Futures contracts have 

maturities extending up to about a year (e.g., livestock) to several years (e.g., crude oil).

The difference between spot and futures prices is generally called the basis. 

Depending on the specified commodity and its current circumstances (e.g., supply 

and demand outlook), the spot price may be higher or lower than the futures price. 

When the spot price exceeds the futures price, the situation is called backwardation, 

and the opposite case is called contango. The origin of the word “contango” is a bit 

murky, but one theory is that it came from the word “continuation” used in the context 

of the London Stock Exchange in the mid- 1800s. During this period, contango was a 

fee paid by the buyer to the seller to defer settlement of a trade (hence the near- term 

price would be less expensive than the longer- term price). The term backwardation 

describes the same arrangement if it was “backward,” or reversed (i.e., payment to 

defer settlement was made by the seller to the buyer).

Backwardation and contango are also used to describe the relationship between 

two futures contracts of the same commodity. When the near- term (i.e., closer to 

expiration) futures contract price is higher than the longer- term futures contract 

price, the futures market for the commodity is in backwardation. In contrast, when the 

near- term futures contract price is lower than the longer- term futures contract price, 

the futures market for the commodity is in contango. The price difference (whether 

in backwardation or contango) is called the calendar spread. Generally speaking and 

assuming stable spot prices, the producer is willing to take a price in the future that 

is lower than the current spot price because it provides a level of certainty for the 

producer’s business. The seller of that insurance on the other side of the trade profits 

because the lower futures price converges to the higher spot price over time. This 

relationship occurs when future commodity prices are expected to be higher because 

of a variety of reasons related to economic growth, weather, geo- political risks, supply 

disruptions, and so on. As a long owner of a futures contract in contango, value will 

erode over time as the contract pricing moves closer to the spot price. This relationship 

can be very costly for long holders of contracts if they roll futures positions over time. 

Although backwardation is conceptually “normal,” there are certain commodities that 

often trade in contango.

Exhibit 6 is a graphic representation of backwardation in West Texas Intermediate 

crude oil on the close of 31 May 2014 on the CME’s New York Mercantile Exchange 

(NYMEX).

Exhibit 6   Backwardation

July Delivery:
$102.71 per barrel

December Delivery:
$98.05 per barrel
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For contracts in a single (common) commodity, such as lean hogs or crude oil, the 

price differences may be traded as a spread rather than individually.

Exhibit 7 is a graphic representation of contango in lean hogs on the close of 31 

May 2014 on the CME.

Exhibit 7   Contango

July Delivery:
120.475 cents per pound

August Delivery:
124.800 cents per pound

From these examples, the lean hogs July–August calendar spread is –4.325 cents 

per pound (120.475 – 124.800) and crude oil July–December calendar spread is $4.66 

per barrel (102.71 – 98.05).

A positive calendar spread is associated with futures markets that are in back-

wardation, whereas a negative calendar spread in commodities is associated with 

futures markets that are in contango. These calendar spreads are traded with their 

own bid–ask prices, trading range, and order book, similar to the single- month (i.e., 

nearest to expiration) future contracts. Note that from this one trade, two contracts 

(one for each side—or “leg”—of the spread) appear on an exchange’s trading account 

and use their respective closing prices to determine profit or loss. Therefore, in the 

end, all trades and positions are valued at the close- of- day prices.

Commodity futures are settled by either cash or physical delivery. Cash- settled 

contracts, such as feeder cattle traded on the CME, have no value after the maturity 

date. Cash- settlement is an important innovation in the evolution and development 

of commodity futures markets. To a certain extent, cash settlement enabled higher 

involvement of two key participants in today’s futures markets: speculators and arbi-

trageurs. It also introduced an entirely new way that hedgers (long or short) could 

participate in the market to transfer the future price risk of having to sell or buy a 

commodity without the complications associated with requiring physical delivery. 

Physical- settled commodity futures contracts require that the title of the actual com-

modity be transferred by the seller of the futures contract to the buyer at a particular 

place, on or by a particular date, and of a particular quality specification. For example, 

under a futures contract with West Texas Intermediate crude oil as the underlying 

physical commodity, crude oil meeting minimum specifications must be delivered to 

Cushing, Oklahoma, in the United States. Meanwhile, a similar futures contract with 

Brent crude oil as the underlying physical commodity has delivery points in the North 

Sea off the coast of the United Kingdom. Supply and demand differences at these two 

faraway geographical locations can cause price divergences despite otherwise similar 

specifications.

Physical delivery also ensures a convergence of the futures and spot market, which 

may not necessarily occur in a cash- settled market. Note that this statement does not 

imply market manipulation in cash- settled markets because trading costs or other 

factors may limit complete convergence. The emergence of central exchanges for 

trading commodity futures facilitated this convergence with standardized contracts. 

In addition, these exchanges provided centrally established, publicly available pricing, 

which quickly replaced private pricing that was dependent on both contract terms 

and the location of where transactions occurred.
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Physical delivery can become complicated by such factors as quality or variety 

differences in the commodity. For example, robusta coffee (traded in the United 

Kingdom) cannot be delivered for arabica coffee (traded in the United States) because 

it is a different variety of coffee and a different venue for delivery. Likewise, raw (or 

unprocessed) sugar that is traded in the United States cannot be delivered for white 

processed sugar that is traded in the United Kingdom. Futures markets can address 

some of these peculiarities involving quality or differences in supply. When physical 

delivery is required, some futures contracts require a premium or discount associated 

with specifications. For example, arabica coffee prices are automatically adjusted based 

on the country of origin and the location of the warehouse where delivery is made.

In summary, spot prices are highly localized and associated with physical delivery, 

limiting the degree to which interested participants can seek to hedge or speculate 

on their future direction. In contrast, futures prices can be global (and if not, at least 

regional or national in scope). They also are standardized for trading on exchanges 

to promote liquidity; act as a reference price point for customized (i.e., forward) con-

tracts; and generate widely available, minimally biased data for market participants 

and governments to judge supply and demand and to make planning decisions.

In this manner, futures can be used to allocate risk and generate returns for mar-

ket participants. On the surface, futures trading may seem muddled and chaotic on 

a micro level, but serves as an overall social benefit by sending signals to producers 

and consumers for hedging and inventory- sizing purposes and to governments for 

the potential impact of policy decisions.

EXAMPLE 9  

Spot and Futures Pricing (1)

The current spot price of the futures contract nearest to expiration for West 

Texas Intermediate (WTI) crude oil is $95.20 per barrel, whereas the six- month 

futures contract for WTI is priced at $84.75 per barrel. Based on this information:

A the futures market for WTI crude oil is currently in a state of contango.

B the futures market for WTI crude oil is currently in a state of 

backwardation.

C the shipping and delivery cost of WTI crude oil for a futures contract 

expiring in six months with physical delivery to Cushing, Texas, is $10.45 

per barrel.

Solution:

B is correct. Commodity futures markets are in a state of backwardation when 

the spot price is greater than the price of near- term (i.e., nearest to expiration) 

futures contracts, and correspondingly, the price of near- term futures con-

tracts is greater than longer- term contracts. A is incorrect because the market 

would be in contango only if the futures price exceeded that of the spot price. 

C is incorrect because the shipping and delivery costs associated with physical 

delivery of a commodity are only one component in determining a commodity 

futures contract price.
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EXAMPLE 10  

Spot and Futures Pricing (2)

An important distinction between spot and futures prices for commodities is that:

A spot prices are universal across regions, but futures prices vary by 

location.

B futures prices do not reflect differences in quality or composition for a 

commodity.

C spot prices vary across region based on quality/composition and local 

supply and demand factors.

Solution:

C is correct. Spot prices of commodities vary across regions, reflecting logistical 

constraints and supply and demand imbalances that prevent the movement of 

materials. A is incorrect because spot prices tend to vary by region, as noted 

earlier. B is incorrect because futures contracts are based on standardized spec-

ifications for the composition and quality.

EXAMPLE 11  

Spot and Futures Pricing (3)

An arbitrageur has two active positions in the commodity futures markets—one 

for lean hogs and the other for natural gas. The calendar spread on the lean 

hogs contract is −$0.452 per pound and the calendar spread on the natural 

gas contract is +$1.10 per million BTU (British Thermal Units). Based on this 

information, we can say that:

A only the spreads of these commodities, and not the individual prices, can 

be traded in commodity markets.

B the lean hogs futures market is in a state of backwardation and the natural 

gas futures market is in a state of contango.

C the lean hogs futures market is in a state of contango and the natural gas 

futures market is in a state of backwardation.

Solution:

C is correct. The spread is the difference between the current spot price for a 

commodity and the futures contract price. Because futures markets in a state 

of contango will have futures prices that exceed the spot price, the spread for 

these markets is negative. Conversely, in a state of backwardation, the spread 

is positive. A is incorrect because either the individual prices or spreads can 

be traded. B is incorrect because, as mentioned earlier, the negative spread of 

lean hogs futures indicates a state of contango, whereas the positive spread of 

natural gas futures indicates a state of backwardation.
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EXAMPLE 12  

Spot and Futures Pricing (4)

A futures price curve for commodities in backwardation:

A always remains in backwardation in the long term.

B can fluctuate between contango and backwardation in the long term.

C reflects structural long- term industry factors, as opposed to dynamic mar-

ket supply and demand pressures.

Solution:

B is correct. During periods of market stress or fundamental structural change 

in market conditions, some commodity futures price curves can rapidly shift 

from contango to backwardation or vice versa. A is incorrect because futures 

price curves can vacillate between contango and backwardation. C is incorrect 

because the shape of a commodity futures price curve reflects both long- term 

industry factors as well as market expectations of future supply and demand of 

the underlying commodity(ies).

3.3 Futures Returns

Commodity futures markets have a reputation for volatility, but similar to other asset 

classes, there are theoretical bases for their long- run behavior. The original purpose 

of futures markets is for producers and consumers to hedge physical raw materials. In 

this section, we will discuss the underpinning theories of commodity futures returns, 

deconstruct the components of futures returns (i.e., at an index level), and close with 

thoughts on term structure (i.e., contango versus backwardation and implications of 

rolling futures contracts).

3.3.1 Theories of Futures Returns

Several theories have been proposed to explain the shape of the futures price curve, 

which has a dramatic impact on commodity futures returns. This reading covers 

three of the most important theories: (1) Insurance Theory, (2) Hedging Pressure 

Hypothesis, and (3) Theory of Storage.

3.3.1.1 Insurance Theory Keynes (1930), the noted economist and market specula-

tor, proposed one of the earliest known theories on the shape of a commodity futures 

price curve. Also known as his theory of “normal backwardation,” Keynes, in his 1930 

tome A Treatise on Money, proposed that producers use commodity futures markets 

for insurance by locking in prices and thus make their revenues more predictable. A 

commodity producer is long the physical good and thus would be motivated to sell the 

commodity for future delivery to hedge its sales price. Imagine a farmer who thinks 

that next year she will grow a certain amount of soybeans on her land. She can sell a 

portion of her crop today that will be harvested months later to lock in those prices. She 

can then spend money on fertilizer and seed with more confidence about her budget. 

She may not be locking in a profit, but she would better understand her financial con-

dition. Keynes’ theory assumes that the futures curve is in backwardation “normally” 

because our farmer would persistently sell forward, pushing down prices in the future. 

Alternatively, this theory posits that the futures price has to be lower than the current 

spot price as a form of payment or remuneration to the speculator who takes on the 

price risk and provides price insurance to the commodity seller. The concept of normal 

backwardation is illustrated in Exhibit 8, using soybean prices pre- and post- harvest.
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Exhibit 8   Normal Backwardation

$14.00
per bushel

January

$13.80
per bushel

March
$13.60

per bushel
May $12.00

per bushel
September

$11.50
per bushel
November

Pre-Harvest Post-Harvest

In terms of returns, if the front price is stable (in our example, $14.00), then an 

investor can buy a further- dated contract (e.g., September) at $12.00 and wait for that 

contract to become the current contract. As September approaches (and assuming 

no change in front prices) the September contract will reach $14.00 at maturity, and 

the speculator will make a profit of $2 per contract. Even if the contract does not fully 

converge, this theory holds that there should be positive excess returns (sometimes 

referred to as the risk premium) via this process to induce buying. As noted earlier, this 

process acts as a type of insurance for the farmer as well as a return for the investor 

providing such insurance.

Looking at the evidence, however, markets failed to match Keynes’ hypothesis. 

Kolb (1992) looked at 29 futures contracts and concluded (with some humor) that 

“normal backwardation is not normal.” That is, the presence of backwardation does 

not necessarily generate positive returns in a statistically significant fashion for the 

investor (or that contango leads to negative returns, for that matter). This result con-

firmed other studies, including one by Fama and French (1987). Therefore, a more 

sophisticated view developed to explain futures markets in contango (i.e., when the 

shape of the futures price curve is upward sloping with more distant contract dates), 

recognizing that certain commodity futures markets often show persistently higher 

prices in the future as opposed to the backwardation outlined by Keynes. This view 

is called the Hedging Pressure Hypothesis.

3.3.1.2 Hedging Pressure Hypothesis This perspective stemmed from multiple works, 

most notably outlined by De Roon, Nijman, and Veld (2000) who drew from Cootner 

(1960). Their research analyzed 20 futures markets from 1986 to 1994 and concluded 

that hedging pressure plays an important role in explaining futures returns. Hedging 

pressure occurs when both producers and consumers seek to protect themselves from 

commodity market price volatility by entering into price hedges to stabilize their 

projected profits and cash flow. Producers of commodities will tend or want to sell 

commodities forward and thus sell commodity futures. On the other side, consumers 

of commodities want to lock in prices of their commodity purchases and buy com-

modity futures. This theory applies to the aforementioned farmer selling a portion of 

next year’s crop today. It can also apply to a central bank that wants to buy gold during 

each of the next 12 months as part of its monetary operations; or a refinery that may 

want to lock in the price of its oil purchases and, conversely, the prices of its gasoline 

and heating oil production.

If the two forces of producers and consumers both seeking price protection are 

equal in weight, then one can envision a flat commodity curve, such as Exhibit 9 illus-

trates. In this idealized situation, the natural needs for price insurance by commodity 

buyers and sellers offset each other. There is no discount on the commodity futures 

price required to induce speculators to accept the commodity price risk because the 

hedging needs of both the buyer and seller complement and offset each other.
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Exhibit 9   Balanced Hedging Between Producers and Consumers

$14.00
per bushel

January

$14.00
per bushel

March

$14.00
per bushel

May

$14.00
per bushel
September

$14.00
per bushel
November

Pre-Harvest Post-Harvest

To use a different example, consider the problem of snowfall in the New England 

region of the United States. On one hand, small municipalities in Vermont, New 

Hampshire, or Maine may experience high levels of annual snowfall that are a risk 

to their snow removal budgets. On the other hand, ski resorts in New England have 

an opposite risk challenge: low snowfall creates skiing revenue shortfalls (or adds to 

costs because of the need for man- made snow), whereas high snowfall winters are a 

potential bonanza for both higher revenue and lower operating costs. This situation 

is another example of when the hedging needs of two parties can offset each other 

and create mutually beneficial outcome.

If commodity producers as a group are more interested in selling forward (seeking 

price insurance) than commodity consumers (as per the concept of normal backward-

ation), then the relative imbalance in demand for price protection will lead to the need 

for speculators to complete the market. But speculators will only do so when futures 

prices trade at a sufficient discount to compensate for the price risk they will take on. 

In this case, the shape and structure of the futures price curve can be illustrated as 

backwardation, as shown in Exhibit 10, which is consistent with Keynes’ Insurance 

Theory.

Exhibit 10   Commodity Producers Exceed Consumers (Backwardation)

$14.00
per bushel

January

$13.80
per bushel

March
$13.60

per bushel
May $12.00

per bushel
September

$11.50
per bushel
November

Pre-Harvest Post-Harvest

Finally, if the buyers (as a group) of soybeans are especially worried about the 

availability of the crop in the next harvest but producers of soybeans are less con-

cerned about crop prices, there would be an imbalance in the demand for price 

insurance away from producers and to buyers. This situation would lead to a futures 

price curve that represents a market in contango, as illustrated in Exhibit 11. In this 

case, the additional demand for price insurance among buyers (versus sellers) of the 

commodity will lead them to bid up the futures price to induce speculators to take 

on this price uncertainty risk.
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Exhibit 11   Commodity Consumers Exceed Producers (Contango)

$11.00
per bushel

January

$11.50
per bushel

March

$12.00
per bushel

May

$13.70
per bushel
September

$14.00
per bushel
November

Pre-Harvest Post-Harvest

Although this theory is more robust than the Keynes’ Insurance Theory, it is still 

incomplete. One issue is that producers generally have greater exposure to commodity 

price risk than consumers do (Hicks 1939). There are companies (as well as countries) 

that are almost entirely dependent on commodity production and thus are very con-

centrated in one sector, such as energy (e.g., British Petroleum, ExxonMobil), grains 

(e.g., Cargill, Louis Dreyfus), and metals (e.g., BHP Billiton, Vale, Rio Tinto, Shenhua).

Commodity consumers on the other hand are very diffuse and often have other 

priorities (i.e., few if any individual people hedge their meat consumption or gasoline 

spending). Companies that purchase and use commodities in their products have a 

mixed record of price hedging, depending on the importance of the commodities in 

their cost structure. Clothing companies (e.g., Gap) generally do not hedge cotton 

because the spending is only a few percentage points of their expense base. Marketing 

and store experience (seen in rent, occupancy, and depreciation expenses) are much 

more important. But fast food companies hedge a wide variety of commodity inputs 

(e.g., livestock, grains, energy) because of the high degree of competition for prepared 

food at a low price point (e.g., McDonald’s, Burger King, Wendy’s).

In addition, both producers and consumers speculate on commodity prices, whether 

it is intended or unintended. Corporate treasury departments that serve as profit 

centers may adjust their hedges based on their views of the commodity markets. Their 

primary function may be to hedge, but a profit incentive can lead them to speculate. 

Individual farmers may not be overly aware of the commodity markets and thus have 

an inconsistent hedging approach. Trading companies actively trade the futures and 

physical markets in energy, metals, and grains. The very nature of trading companies 

is to know what is happening at all times along the value chain of any commodity 

market and profit from that informational advantage while bringing together buyers 

and sellers. In their case, profit maximization does not come from the production of 

commodities but trading around that production. In all of these examples, attempts to 

hedge may result instead in unintended speculative positions in which a company is 

not transferring price risk away but instead taking on more risk. The collapse in 1993 

of Metallgesellschaft AG, one of Germany’s largest industrial conglomerates at the 

time, from a poorly constructed gasoline, fuel oil, and heating oil hedge is a defining 

example of flawed commercial hedging.

In summary, despite its intuitive logic, applying the Hedging Pressure Hypothesis 

remains a challenge because measuring the asymmetry in hedging pressure between 

buyers and sellers of a commodity is very difficult.

3.3.1.3 Theory of Storage This theory, originally postulated by Kaldor (1939), focuses 

on how the level of commodity inventories helps shape commodity futures price 

curves. The key issue this theory attempts to address is whether supply or demand of 

the commodity dominates in terms of its price economics. Recall that commodities 

are physical assets, not virtual assets like stocks and bonds. Physical assets have to be 
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stored, and storage incurs costs (rent, insurance, inspections, spoilage, etc.). Therefore, 

a commodity that is regularly stored should have a higher price in the future (contango) 

to account for those storage costs. In other words, supply dominates demand. In con-

trast, a commodity that is consumed along a value chain that allows for just- in- time 

delivery and use (i.e., minimal inventories and storage) can avoid these costs. In this 

situation, demand dominates supply and current prices are higher than futures prices 

(i.e., backwardation).

In theoretical terms, available inventory generates a benefit called a convenience 

yield. Having a physical supply of the commodity available is convenient for consum-

ers of the commodity (e.g., individuals, bread companies, meat processors, refiners) 

because it acts as a buffer to a potential supply disruption that could otherwise force 

a shutdown of their operations. Because this type of risk/concern is inversely related 

to the inventory size and the general availability of the commodity (and confidence 

in its continued availability), the convenience yield is low when stock is abundant. 

However, the yield rises as inventories diminish and concerns regarding future avail-

ability of the commodity increase.

As a result, Theory of Storage states that futures prices can be written this way:

 Futures price = Spot price of the physical commodity + Direct storage costs 

(such as rent and insurance) – Convenience yield

This equation indicates that price returns and the shape of the curve can move in 

conjunction with the changes in the available inventory as well as actual and expected 

supply and demand. For example, when civil war broke out in Libya in 2011, the pro-

duction of that country’s high- quality crude oil was placed in jeopardy, constricting 

supply. In reaction, the spot price for high- quality crude oil increased. At the same 

time, the convenience yield increased in the futures contracts closer to expiration 

because there was a scramble to tap into alternative oil supplies for European refiners. 

The high quality of Libyan crude oil also restricted which substitute crude oil sup-

plies could be used to replace production from the blocked oil fields and how soon 

these replacements could be available. The real- world constraints and complications 

imposed by geography and the logistics of the oil industry resulted in a multi- month 

delay on replacement supplies. As a result, in the further- out (i.e., longer time to 

expiration) futures contracts, the reaction was muted as traders assumed that such 

replacement supplies would be available. Thus the convenience yield remained lower 

in the deferred months. For this and other reasons, crude oil was pressured to trade 

in backwardation during 2011.

Unfortunately, while all these theories are reasonable and attractive, they have 

components that are unobservable or highly volatile and, therefore, not reliably cal-

culable. Commodity producers and consumers regard storage costs as proprietary 

information. Events (weather, war, technology) can radically adjust convenience yield 

in a short time with unknown magnitude. Corn suitable for feed may not be suitable 

for human consumption so defining inventories is tricky. In the end, we have frame-

works and theories but they are not easily applied and require judgment and analysis 

by a trader or a valuation system.

EXAMPLE 13  

Theories of Commodity Futures Returns (1)

Which of the following best describes the Insurance Theory of futures returns?

A Speculators will not provide insurance unless the futures price exceeds the 

spot price.
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B Producers of a commodity will accept a lower future price (versus the spot 

price) in exchange for the certainty of locking in that price.

C Commodity futures markets result in a state of contango because of spec-

ulators insisting on a risk premium in exchange for accepting price risk.

Solution:

B is correct. Under the Insurance Theory of futures returns, Keynes stated that 

producers of a commodity would prefer to accept a discount on the potential 

future spot price in return for the certainty of knowing the future selling price 

in advance. A is incorrect because the futures price must be below the spot 

price (normal backwardation) under the Insurance Theory of futures returns. 

C is incorrect because the Insurance Theory of futures returns implies markets 

are in backwardation, not contango.

EXAMPLE 14  

Theories of Commodity Futures Returns (2)

Under the Hedging Pressure Hypothesis, when hedging activity of commodity 

futures buyers exceeds that of commodity futures sellers, that futures market 

is most likely:

A flat.

B in contango.

C in backwardation.

Solution:

B is correct. Under the Hedging Pressure Hypothesis, a market in contango 

typically results when excess demand for price insurance among commodity 

futures buyers drives up the futures price to induce speculators to take on price 

uncertainty risk. A is incorrect because a flat market would likely occur if futures 

demand activity largely equaled that of supply. C is incorrect because under this 

scenario, the futures market would be in contango, not backwardation.

EXAMPLE 15  

Theories of Commodity Futures Returns (3)

Under the Theory of Storage, the convenience yield is:

A not affected by the supply of a commodity.

B typically low when the supply of a commodity is scarce.

C typically high when the supply of a commodity is scarce.
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Solution:

C is correct. Under the Theory of Storage, the convenience yield of a commodity 

increases as supply (inventories) diminish and concerns about the future avail-

ability increase. A is incorrect because supply levels have a discernible effect 

on the convenience yield, as mentioned. B is incorrect because the convenience 

yield would likely be high, as opposed to low, when supply is limited.

EXAMPLE 16  

Theories of Commodity Futures Returns (4)

Which of the following represents the formula for a futures price according to 

the Theory of Storage?

A Futures price = Spot price of the physical commodity + Direct storage 

costs – Convenience yield

B Futures price = Spot price of the physical commodity + Direct storage 

costs + Convenience yield

C Futures price = Spot price of the physical commodity – Direct storage 

costs + Convenience yield.

Solution:

A is correct. According to the Theory of Storage, the futures price reflects the 

current spot price as well as costs incurred in actually holding the commodity 

until its delivery. Such costs include direct storage, such as inventory and insur-

ance costs. Finally, because there is a convenience yield (or benefit) to owning 

a commodity as a form of insurance against potential supply disruptions), this 

term is subtracted from the current price of the commodity.

3.3.2 Components of Futures Returns

The total return on a commodity investment in futures is different from a total return 

on the physical assets. So, why do investors tend to use futures to gain their exposure 

to commodities? Building on the previous section, one can see that physical commod-

ities need to be stored, fed, or perhaps treated against spoilage. Each commodity can 

be very different in its maintenance requirements; sustaining a hog in Mexico would 

be very different from storing crude oil in Nigeria.

The total return on commodity futures is traditionally analyzed into three compo-

nents: the price return (or spot yield), the roll return (or roll yield) and the collateral 

return (or collateral yield).

The price return is the change in commodity futures prices, generally the front 

month contract. Note that this change is different from the change in the price of the 

physical commodity because lack of standardization of the physical markets makes 

that a difficult task. Calculating the price return is straightforward, as shown in the 

following equation:

Price return = (Current price – Previous price)/Previous price

In addition, as investors move from futures contract to contract, they must “roll” 

that exposure by selling the current contract as it approaches expiration and buying 

the next contract (assuming a long position). Depending on the shape of the futures 
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curve, there is likely a difference between the two prices. Thus, a portfolio may require 

buying more far contracts than the near contracts being sold. Investors can observe this 

scenario if backwardation is driving the shape of the commodity futures price curve.

Example: Assume an investor has £110 of exposure in wheat futures and the near 

contract is worth £10 of exposure (so, the investor has £110 exposure divided by £10 

per contract, or 11 contracts), but the far (i.e., longer expiration date) contract is 

worth only £9 of exposure. Therefore, for the investor to roll forward his contracts 

and maintain a constant level of exposure, he needs to roll the 11 contracts forward 

and also buy an additional 1 contract to keep the post- roll exposure close to the pre- 

roll exposure (£110 exposure divided by £9 per contract equals 12.2, or 12 contracts 

rounded).

In the opposite case, if the futures price curve shape is being driven by contango—

with a higher futures price in the far contract—this scenario will require the purchase 

of fewer commodity contracts than in the near position.

Example: Assume an investor has £108 of exposure in regular unleaded gasoline 

(or petrol) futures and the near contract is worth £9 of exposure (so, the investor has 

£108 exposure divided by £9 per contract, or 12 contracts), but the far contract is 

worth £10 of exposure. Therefore, for the investor to roll forward her contracts and 

maintain a constant level of exposure, she needs to roll only 11 contracts and sell the 

extra 1 near contract to keep the post- roll exposure close to the pre- roll exposure 

(£108 exposure divided by £10 per contract equals 10.8, or 11 contracts rounded).

Note that this roll return is not a return in the sense that it can be independently 

captured; investors cannot construct a portfolio consisting of only roll returns. Instead, 

roll return is an accounting calculation used to replicate a portion of the total return 

for a fully collateralized (i.e., with no leverage) commodity index. As defined, the 

roll return is effectively the accounting difference (in percentage terms) between the 

near- term commodity futures contract price and the farther- term commodity futures 

contract price:2

 Roll return = [(Near- term futures contract closing price – Farther- term futures 

contract closing price)/Near- term futures contract closing price] × 

Percentage of the position in the futures contract being rolled

As an example, consider the roll from the March contract to the April contract 

for WTI Crude Oil on 7 February 2014 using the S&P GSCI (formerly the Goldman 

Sachs Commodity Index) methodology, which rolls its positions over a five- day period 

(so 1/5 = 20% per day):

March contract closing price: $99.88/barrel

April contract closing price: $99.35/barrel

 ($99.88 – $99.35)/$99.88 = 0.53% gross roll return × 20% rollover portion

  = 0.11% net roll return

Note that different indexes use different periods and/or weights in their “rolling method-

ology.” In Section 5, we will further discuss the rolling methodology of various indexes.

In his book Expected Returns, Ilmanen (2011) raises the argument that roll return 

is approximately equal to a risk premium. This concept harkens back to Keynes and 

his theory of “normal backwardation.” Keynes proposed that speculators take the 

other side of the transaction from commodity producers—who sell forward to lock 

in their cash flows—in an attempt to earn an excess return as compensation for pro-

viding price insurance to producers. Ilmanen attempts to demonstrate that positive 

long- run average returns are associated with positive roll return (i.e., in commodities 

2 Roll return is sometimes defined in monetary terms rather than as a percent as here. 
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for which futures prices are in backwardation) and negative long- run average returns 

are associated with negative roll return. However, because 40% of the commodities 

examined (p. 255) had negative roll returns but positive total returns, one cannot 

directly conclude that backwardation earns a positive total return.

The collateral return is the yield (e.g., interest rate) for the bonds or cash used 

to maintain the investor’s futures position(s). The minimum amount of funds is 

called the initial margin. If an investor has less cash than required by the exchange 

to maintain the position, the broker who acts as custodian will require more funds 

(a margin call) or close the position (buying to cover a short position or selling to 

eliminate a long position). Collateral thus acts as insurance for the exchange that the 

investor can pay for losses.

For return calculations on indexed investments, the amount of cash would be con-

sidered equal to the notional value of the futures. This approach means no leverage. 

For expected returns, commonly, investors should use a risk- free government bond 

that most closely matches the term projected. Most commodity indexes use short- 

term US Treasury bills, but if one is forecasting 10- year returns then, for collateral 

return purposes, a 10- year constant maturity government bond would have a more 

appropriate term.

Although indexes will be discussed more fully later in the reading, to illustrate 

the commodity return elements just discussed, one can use an index—in this case, 

the aforementioned S&P GSCI, which has the longest back tested and live history of 

the investable commodity indexes. Exhibit 12 shows the disaggregation of its return 

components.

Exhibit 12   Average Annual Return Components of the S&P GSCI, 

January 1970–December 2014

S&P GSCI Return

Total 

Return Spot Return Roll Return1

Collateral 

Return1

Return2 8.1% 3.2% –0.7% 5.5%

Risk3 19.9% 19.9% 4.7% 1.0%

Correlation4 0.97 0.11 0.13

1 Roll return is defined as the excess return on the S&P GSCI minus the spot of the S&P GSCI. 

Collateral return is defined as the total return on the S&P GSCI minus the excess return of the S&P 

GSCI. The excess return measures the returns accrued from investing in uncollateralized nearby 

commodity futures.
2 Monthly returns are used.
3 Risk is defined as annualized standard deviation.
4 Correlation with the S&P GSCI Total Return.

Source: Based on data from S&P Dow Jones indexes.

As can be seen in the table, over the past 40+ years, the S&P GSCI generated 8.1% 

in geometrically compounded annualized returns, with about two- thirds derived 

from interest rates (collateral return). The commodity price spot return component 

of the index (which has varied over time) contributed to approximately 40% of the 

total return (3.2% out of 8.1%), whereas the roll return subtracted from the overall 

return by –0.7% (or 70 bps) on an annualized basis. Investors can see the effect of 

commodities on inflation via the price return.

The volatility and correlations of the components of index returns are driven by 

the changes in the spot price return (effectively the same annualized standard devia-

tion of 19.9% as the S&P GSCI with a 97% correlation). The roll return and collateral 
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return do not drive, in general, the monthly returns historically. This link between 

commodity futures prices and commodity indexes helps to distinguish commodities 

as a separate and investable asset class.

In summary, the total return on a fully collateralized commodity futures contract 

can be described as the spot price return plus the roll return plus collateral return 

(risk free rate return). With an index, a return from rebalancing the index’s compo-

nent weights—a rebalance return—would also be added. Using historical data (at the 

risk of it becoming outdated over time), one can demonstratively use the total return 

deconstruction to analyze commodities.

EXAMPLE 17  

Total Returns for Futures Contracts (1)

A commodity futures market with pricing in backwardation will exhibit which 

of the following characteristics?

A The roll return is usually negative.

B Rolling an expiring futures contract forward will require buying more 

contracts in order to maintain the same dollar position in the futures 

markets.

C Rolling an expiring futures contract forward will require buying fewer 

contracts in order to maintain the same dollar position in the futures 

markets.

Solution:

B is correct. Commodity futures markets in backwardation exhibit price curves 

in which longer- dated futures prices are priced lower than near- dated contracts, 

and the nearest dated contract is priced less than the current spot price. With 

a lower futures price on the futures curve, rolling contracts forward in back-

wardation would require purchasing more contracts to maintain the same dollar 

position. A is incorrect because the roll return is usually positive, not negative, 

in markets in backwardation. C is incorrect because an investor would need to 

purchase more, not fewer, contracts in markets in backwardation to maintain 

his or her total dollar position.

EXAMPLE 18  

Total Returns for Futures Contracts (2)

An investor has realized a 5% price return on a commodity futures contract 

position and a 2.5% roll return after all her contracts were rolled forward. She 

had held this position for one year with collateral equal to 100% of the position 

at a risk- free rate of 2% per year. Her total return on this position (annualized 

excluding leverage) was:

A 5.5%.

B 7.3%.

C 9.5%.
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Solution:

C is correct. Total return on a commodity futures position is expressed as:

Total return = Price return + Roll return + Collateral return

In this case, she held the contracts for one year, so the price return of 5% is 

an annualized figure. In addition, the roll return is also an annual 2.5%. Her 

collateral return equals 2% per year × 100% initial collateral investment = 2%.

So, her total return (annualized) is

Total return = 5% + 2.5% + 2% = 9.5%

EXAMPLE 19  

Total Returns for Futures Contracts (3)

An investor has a $10,000 position in long futures contracts for soybeans that 

he wants to roll forward. The current contracts, which are close to expiration, 

are priced at $4.00 per bushel whereas the longer term contract he wants to 

roll into is priced at $2.50 per bushel. What are the transactions—in terms of 

buying and selling new contracts—he needs to execute in order to maintain his 

current exposure?

A Close out (sell) 2,500 near- term contracts and initiate (buy) 4,000 of the 

longer- term contracts.

B Close out (buy) 2,500 near- term contracts and initiate (sell) 4,000 of the 

longer term contracts.

C Let the 2,500 near- term contracts expire and use any proceeds to pur-

chase an additional 2,500 of the longer- term contracts.

Solution:

A is correct. To roll over the same level of total exposure ($10,000), he will need 

to do the following:

Sell:

$10,000/$4.00 per contract = 2,500 existing contracts

And replace this position by purchasing:

$10,000/$2.50 per contract = 4,000 existing contracts

3.3.3 Contango, Backwardation, and the Roll Return

To reiterate, contango and backwardation—and the resulting roll return—fundamen-

tally reflect underlying supply and demand expectations and are accounting mech-

anisms for the commodity term structure. We can gain a sense of these patterns by 

again examining the history of an index. Recall that from January 1970 to March 2014, 

the historical roll return of the S&P GSCI subtracted 0.7% from the average annual 

total return, with a standard deviation of 4.7%. That historical roll return varied over 

this time period, as depicted in Exhibit 13.
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Exhibit 13   Historical One- Year S&P GSCI Price and Roll Return (Monthly 

Returns, January 1970–December 2014)
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Note: The roll return is rolling monthly

As the graph shows, periods of either backwardation or contango do not per-

sist indefinitely. A simple review of the Exhibit  13 history demonstrates as much. 

Furthermore, with a correlation of 3%, roll return is not very indicative of price return, 

also contrary to popular belief. Positive price returns are associated with negative 

roll returns as well as positive roll returns. In some cases, certain sectors are indeed 

associated with contango, as can be seen in Exhibit 14.

Exhibit 14   Average Annual Sector Roll Return and Standard Deviationa

S&P GSCI 

Total Energy

Industrial 

Metals Agriculture Livestock

Precious 

Metals Softs

Mean roll return 

(annual)b
–0.7% –0.4% –1.3% –4.1% –1.4% –5.4% –5.5%

Standard devia-

tion of the mean 

(annual)b

0.4% 0.8% 0.5% 0.4% 0.5% 0.2% 0.7%

Maximum roll 

return (annual)b
18.9% 31.5% 45.9% 29.3% 35.5% –0.4% 25.6%

Minimum roll 

return (annual)b
–29.6% –39.5% –16.6% –18.6% –31.2% –15.4% –24.9%

a The periods covered vary by sector:

 ● S&P GSCI Total: December 1969–December 2014

 ● Energy: December 1982–December 2014

 ● Industrial Metals: December 1976–December 2014

 ● Agriculture: December 1969–December 2014

 ● Livestock: December 1969–December 2014

 ● Precious Metals: December 1972–December 2014

 ● Softs: December 1994–December 2014

© CFA Institute. For candidate use only. Not for distribution.



Commodity Futures Markets 225

b Calculated using rolling 12- month periods of monthly data.

Source: Based on data from Bloomberg and Coloma Capital Futures.

Exhibit 14 highlights a few important factors. First, industrial metals, agriculture, 

livestock, precious metals, and softs have statistically strong negative mean roll returns. 

As such, only energy has a reasonable statistical possibility of a positive mean roll 

return. Note from our comparison of the commodity sectors that industrial metals, 

agriculture, livestock, precious metals, and softs are stored for extended periods in 

warehouses, silos, and feedlots. In fact, precious metals historically have had negative 

roll returns because of gold’s perpetual storage as an alternative currency. Energy is 

consumed on a real- time basis apart from various strategic reserves, with the mini-

mal storage buffer thus creating a lower or negative convenience yield. One can also 

conclude that indexes and long- only strategies that overweight agriculture, livestock, 

precious metals, and softs should expect to see negative roll returns (or roll yields). 

Energy commodities (apart from natural gas) have the opportunity for more positive 

roll return. However, an index or strategy that focuses on price return has the possi-

bility to overcome roll return (at least historically).

In conclusion, roll return can have an important impact on any single period return 

but overall has been relatively modest compared with price return. Furthermore, roll 

return is very sector dependent, which leads to a conclusion that sector diversification 

or concentration will have a profound impact on an investor’s overall roll return based 

on a diversified portfolio of commodity futures.

EXAMPLE 20  

Roll Return

When measuring its contribution to the total return of a commodity futures 

position, the roll return:

A typically has a significant contribution to total return over both single and 

multiple periods.

B typically has a modest contribution to total return in any single period, 

but can be significant over multiple periods.

C is always close to zero.

Solution:

B is correct. Historically, the roll return has had a relatively modest impact on 

overall commodity futures return in the short term, but can be meaningful over 

longer time periods. A is incorrect because the roll return is typically modest 

over shorter periods of time, as noted earlier. C is incorrect because futures 

contracts generate positive or negative roll returns, depending on the commodity 

and prevailing market conditions.

Exhibit 14   (Continued)
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COMMODITY SWAPS

Instead of futures, some investors can gain market exposure to or hedge risk of com-

modities via swaps. A commodity swap is a legal contract involving the exchange of 

payments over multiple dates as determined by specified reference prices or indexes 

relating to commodities. In the world of commodities, a series of futures contracts 

often form the basis of the reference prices. For example, an independent oil refiner 

may want to hedge its oil purchases over an extended period. The refiner may not want 

to manage a large number of futures contracts, but maintain flexibility with regard to 

its oil supply source. By entering into a swap contract—particularly one that is cash 

settled instead of physically settled—the refiner can be protected from a price spike 

and yet maintain flexibility of delivery.

Based on this example, one can see why commercial participants use swaps: the 

instrument provides both risk management and risk transfer while eliminating the 

need to set up and manage multiple futures contracts. Swaps also provide a degree 

of customization not possible with standardized futures contracts. The refiner in the 

example may negotiate a swap for a specific quality of crude oil (e.g., Heavy Louisiana 

Sweet instead of West Texas Intermediate or WTI) as its reference price, or a blend 

of crudes that shifts throughout the year depending on the season. Customization 

through the use of a swap may also have value by changing the quantity of crude oil 

hedged over time, such as lowering the exposure during the planned shutdown and 

maintenance periods at the refinery.

On the other side of the transaction from the refiner (or other hedging or specu-

lating entity) would be a swap dealer, typically a financial intermediary, such as a bank 

or trading company.3 The dealer, in turn, may hedge its price risk exposure assumed 

in the swap through the futures market or, alternatively, negotiate its own swap with 

another party or arrange an oil purchase contract with a crude oil producer. The dealer 

may also choose to keep the price risk exposure, seeking to profit from its market 

information. A diagram demonstrating this swap transaction is shown in Exhibit 15.

Exhibit 15   Swap Market Participant Structure

Refiner

Fixed Rate 
of Return Swap

Dealer

Swap
Dealer #2

Offsetting
Swap

Excess Rate 
of Return

Futures
Market

Hold
Exposure

Physical
Purchase
Contract

Hedge

Oil
Producer

4

3 The over- the- counter structure of swaps generally involves a relatively large and stable set of counter-

parties. Smaller hedgers and speculators are ordinarily subject to the futures market.
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To further understand the diagram in Exhibit 15, assume we had the following 

scenario:

1 An oil refiner goes long a swap that pays the amount exceeding $100 per barrel 

every month.

2 The oil refiner would pay a swap counterparty a premium (in this example, $25) 

for this privilege because it is effectively long a series of call options.

The flow of funds in the swap transaction would be as shown in Exhibit 16.

Exhibit 16   Flow of Funds for Swap Transaction Example

Reference
Prices

Cash Flow to the Refiner vs. $100 Strike Price:

$94

Month

–$25 (premium)

$100

Jan

$0

$105

Feb

+ $5

$101

Mar

$1

$96

Apr

$0

$95

May

$0

$93

Jun

$0

$96

Jul

$0

$102

Aug

$2

$108

Sep

$8

Total gain/loss on this swap to the refiner is −$9 (found by summing the cash flows 

and ignoring present value calculations or other considerations).

Although this example of a swap lost money and effectively increased the refiner’s 

cost of a barrel of oil by $1 for this time period (given that the net loss on the swap 

was $9 over nine months), the swap protected the company against the risk of a cash 

squeeze during those months when an oil price spike could have impaired the liquidity 

of the company. The swap also defined the cost up front, giving a measure of cash flow 

predictability. Accounting standards and practice for swaps may also have an impact 

on the attractiveness of swaps. Given that oil prices are subject to many events beyond 

a company’s control, a company looking to protect itself from financing risk may find 

that a swap can be a valuable tool.

There are many types of swaps available in the marketplace because they are not 

standardized, exchange- traded contracts like futures. The previous example of the 

refiner is an example of an excess return swap. In an excess return swap, the payments 

to either party are driven primarily by the changes in price of each of the futures con-

tracts that comprise the index. The net change in the prices of the underlying futures 

contracts is defined as the “excess” return, and the excess return is multiplied by the 

contract’s notional amount to determine the payments between buyer and seller.

Another common swap in commodities is a total return swap. In a total return 

swap, the change in the level of the index will be equal to the returns generated by 

the change in price of each of the futures contracts that comprise the index plus a 

return based upon interest earned on any cash collateral posted upon the purchase 

of the futures contracts comprising the index. If the level of the index increases, the 

swap buyer receives payment net of the fee paid to the seller; if the level of the index 

decreases between two valuation dates, the swap seller receives payment (plus the 

fee charged to the buyer). This type of swap is generally used by large institutional 

investors (e.g., pension plans) as opposed to commodity producers or buyers. With a 

total return swap, the investor seeks exposure to commodity returns, often because 

of the low return correlation of commodities with other asset classes (e.g., stocks or 

bonds) or as a reflection of the view that commodities provide a valuable inflation 
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hedge for asset/liability matching (or ALM). Therefore, such investors would engage 

in a total return swap that provides them with long exposure to the future returns 

from a commodity index that is used as the reference price.

As an example of a total return swap, assume an investor who manages a defined 

benefit retirement plan desires commodity exposure for the reasons noted earlier. 

Given the size of the portfolio manager’s plan assets (assume £2 billion), the manager 

is seeking approximately 5% exposure of plan assets to commodities. More specifically, 

the manager has decided that this £100 million exposure (5% of £2 billion) should be 

to the (hypothetical) China Futures Commodity Index (CFCI) and should remain for 

five years. Based on this decision, the manager issues a request for proposals (RFPs) 

and, after evaluating the various bidders, contracts with a Swiss bank for a total return 

swap that will provide the desired exposure.

If on the first day of the swap agreement the CFCI increased by 1%, then the swap 

dealer would owe the manager £1 million (£100 million × 1%). If on the second day the 

CFCI declined by 5%, then the manager would owe £5 million to the dealer. Commonly, 

the dealer will hedge its short index exposure with futures or the physical commodity 

investments. Because the manager would be seeking the risk–return exposure offered 

by commodities, the manager would not generally hedge its exposure.

Another common commodity swap is a basis swap, in which periodic payments 

are exchanged based on the values of two related commodity reference prices that are 

not perfectly correlated. These swaps are often used to adjust for the difference (called 

the basis) between a highly liquid futures contract in a commodity and an illiquid 

but related material. For example, a swap may pay the difference between the average 

daily prices of Brent Crude Oil (very liquid) and heavy crude oil available for delivery 

in the Gulf of Mexico (very illiquid). This can be a very valuable arrangement for, in 

this example, refineries on the US Gulf Coast that have heavily invested in processing 

cheaper heavy crudes that come from such countries as Mexico or Venezuela. Because 

prices of these crudes do not always move in tandem with more common crudes like 

Brent, they derive a price basis between the two. It should be noted that “basis” has 

other meanings as well depending on the commodity in question. For example, in 

grains, the basis may refer to the difference between the soybean contract and physical 

soybeans available for delivery at the Mississippi River.

Two final types of relatively common commodity swaps are variance swaps and 

volatility swaps. Variance swaps of commodities are similar in concept to variance 

swaps of equities in that there is a variance buyer and a variance seller. Two parties 

agree to periodically exchange payments based on the proportional difference between 

an observed/actual variance in the price levels of a commodity (over consecutive time 

periods), and some fixed amount of variance established at the outset of the contract. If 

this difference is positive, the variance swap buyer receives a payment; if it is negative, 

the variance swap seller receives payment. Often the variance differences (observed 

versus fixed) are capped to limit upside and losses.

Volatility commodity swaps are very similar to variance swaps, with the exception 

that the direction and amount of payments are determined relative to the observed 

versus expected volatility for a reference price commodity. In this arrangement, the 

two sides are not speculating on the level or direction of prices but instead on how 

volatile prices will be versus expectations. A volatility seller will profit if realized vola-

tility is lower than expectations, whereas the counterparty volatility buyer anticipates 

higher than expected volatility.
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EXAMPLE 21  

Commodity Swaps (1)

A portfolio manager enters into a $100 million (notional) total return commodity 

swap to obtain a long position in commodity exposure. The position is reset 

monthly against a broad- based commodity index. At the end of the first month, 

the index is up 3% and at the end of the second month, the index declines 2%. 

What are two payments that would occur between the portfolio manager and 

the swap dealer on the other side of the swap transaction?

A No payments are exchanged because a net cash flow only occurs when the 

swap agreement expires.

B $3 million would be paid by the swap dealer to the portfolio manager 

(after Month 1) and $2 million would be paid by the portfolio manager to 

the swap dealer (after Month 2).

C $3 million would be paid by the portfolio manager to the swap dealer 

(after Month 1) and $2 million would be paid by the swap dealer to the 

portfolio manager (after Month 2).

Solution:

B is correct. Because the portfolio manager has a long position in the total return 

commodity swap, he or she will receive payments when the commodity index 

rises and make payments when the commodity index declines. The payment 

calculations after the first two months are as follows:

Month 1: $100 million × 3% = $3 million

Month 2: $100 million × −2% = −$2 million

A is incorrect because swap payments are made periodically (in this case 

monthly) and not withheld to the end of the contract. C is incorrect because 

the payments would be in the opposite direction for each month.

EXAMPLE 22  

Commodity Swaps (2)

In a commodity volatility swap, the direction and amount of payments are 

determined relative to the observed versus reference:

A direction in the price of a commodity.

B variance for the price of a commodity.

C volatility for the price of a commodity.

Solution:

C is correct. In a commodity volatility swap, the two sides of the transaction 

are speculating on expected volatility. A volatility seller will profit if realized 

volatility is lower than expectations, whereas the volatility buyer benefits from 

higher than expected volatility. A is incorrect because a volatility swap is based 

on price volatility, not direction. B is incorrect because a volatility swap is based 

on price volatility as opposed to price variance (price volatility squared).
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COMMODITY INDEXES

As in other parts of the investment universe, indexes have been created to portray 

the aggregate movement of commodity prices, investment vehicles, and investing 

approaches. In fact, one could say that an asset class does not exist without the pres-

ence of at least one representative index. From a practical perspective, indexes allow 

reference pricing for financial contracts, such as for the swaps mentioned previously.

Commodity indexes play three primary roles in commodity sector investments. 

First, an index can be used as a benchmark to evaluate broader moves in commod-

ity pricing. Second, as a broad indicator, an index can be used for macroeconomic 

or forecasting purposes by examining statistically significant relationships between 

movements in the commodity index and other macroeconomic variables. Finally, an 

index can act as the basis for an investment vehicle or contract providing the informa-

tion needed to record, monitor, and evaluate price changes that affect contract value.

Although there are a number of commodity indexes, the following are used most 

frequently for the purposes just mentioned: (1) the S&P GSCI; (2) the Bloomberg 

Commodity Index (BCOM), formerly known as the Dow Jones–UBS Commodity 

Index (DJ–UBS); (3) the Deutsche Bank Liquid Commodity Index (DBLCI); (4) the 

Thomson Reuters/CoreCommodity CRB Index (TR/CC CRB); and (5) the Rogers 

International Commodities Index (RICI). The following are key characteristics that 

differentiate each of these indexes:

 ■ The breadth of coverage (number of commodities and sectors) included in each 

index, noting that some commodities have multiple reference contracts (e.g., for 

crude oil, the common contracts are for West Texas Intermediate in the United 

States and Brent Crude for Europe).

 ■ The relative weightings assigned to each component/commodity, and the related 

methodology for how these weights are determined.

 ■ The rolling methodology for determining how those contracts that are about to 

expire are rolled over into future months. This decision has a direct impact on 

the roll return (or yield) of the overall commodity. Recall that roll return is one 

of the three key components of overall commodity returns.

 ■ The methodology and frequency for rebalancing the weights of the individ-

ual commodities, sectors, and contracts in the index to maintain the relative 

weightings assigned to each investment. As with stocks and bonds within a 

portfolio, the opportunity to earn positive rebalance returns for commodities 

depends on the correlation of the underlying components of the index and the 

propensity of underperforming components to revert back to the mean. For 

example, a drought may cause cotton prices to increase, but a strong crop the 

following year will cause prices to collapse. A rebalance sale of the overvalued 

cotton exposure into an undervalued exposure should “lock in” some of that 

gain. The rebalance return will likely vary depending on the methodology used 

by the index.

 ■ The governance of indexes is important because it is the process by which all the 

aforementioned rules are implemented. For example, some indexes are rules- 

based, whereas others are selection- based. The rules- based indexes follow a 

quantitative methodology, whereas selection- based indexes are more qualitative 

in that an index committee picks the commodities. Also, governance oversees 

the independence of index providers so that, according to best practices of the 

Index Industry Association, the asset price should be independent from the 

index provider, which, in turn, should be independent from the product pro-

vider (e.g., the exchange- traded fund or swap provider).

5
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For the index to be a viable and useful construct, it should be investable—that 

is, investors or their agents should be able to replicate the methodology outlined to 

translate the index concept into a representation of the asset class. For this reason, 

index providers and investors must be mindful of the venues (physical or electronic) 

for trading each commodity index, the liquidity and turnover of contracts based on 

each commodity index, and the term structure of each index (i.e., how far into the 

future the index extends and which months it covers). The weighting method for 

components in an index is key to diversification and—combined with rebalancing 

frequency—influences the opportunity to earn positive rebalance returns.

An index that requires investments in exchanges all over the world is more difficult 

and expensive for an investor to replicate. An emphasis on illiquid contracts has a 

negative impact on transaction costs. Contracts without a full yield curve may be a 

challenge to analyze and trade. In other words, seemingly small execution concerns 

are magnified when constructing a benchmark that represents an entire asset class 

like commodities. And indexes that choose (perhaps inadvertently) contracts that 

more commonly trade in backwardation may appear to improve forward- looking 

performance (because this generates a positive roll return), whereas those that more 

commonly trade in contango may hurt performance. Exhibit 17 summarizes the var-

ious elements of the main indexes discussed.

Exhibit 17   Overview of Major Commodity Indexes

Index

Element S&P GSCI BCOM DBLCI TR/CC CRB RICI

Adoption date 1991 1998 2003 2005 (current 

version)

1998

Number of 

commodities

24 22 14 19 37

Weighting method Production 

weighted

Production 

and liquidity 

weighted

Fixed weight Fixed weight Fixed weight

Rolling methodology Nearby most 

liquid contract, 

monthly

Front month to 

next or second 

month

Optimized on 

roll return

Front month to 

next month

Front month to 

next month

Rebalancing frequency Annual Annual Annual Monthly Monthly

Individual investor 

funds available?

Yes Yes Yes No (although there 

is an exchange- 

traded fund on a 

related index)

No

Note: Information is as of 1 August 2014.

Source: Information from respective sponsor websites, Bloomberg, and authors’ research.

Exhibit  17 helps distinguish the key characteristics that differentiate these five 

commercially important commodity indexes. In terms of coverage (the number of 

commodities and sectors included in the index), all five of these indexes have broad 

sector coverage, including energy, grains, livestock, precious metals, industrial metals, 

and softs. The only exception is the DBLCI, which does not have any softs or livestock 

exposure. At the other extreme, the RICI includes relatively exotic (and thus illiquid) 
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commodities, such as lumber, oats, and rubber. As a further example of its unique 

nature, the RICI once included adzuki beans (the red beans found in many Asian 

cuisines) and palm oil.4

5.1 S&P GSCI

The S&P GSCI is the oldest of the selected commodity indexes. The index is based 

on 24 commodities and applies liquidity screens to include only those contracts with 

an established minimum level of trading volume and available historical pricing. It 

uses a world production value- weighting scheme that gives the largest weight to the 

most valuable commodity on the basis of physical trade value. It should be no surprise 

that crude oil has the highest single weight and energy has the highest sector weight 

(historically as high as 80%) in this index. This approach is most similar to a market- 

capitalization weighted index of nearly all major bond and stock market indexes. Like 

some market- capitalization indexes (particularly in emerging or frontier markets), the 

resulting weights of the S&P GSCI can be highly concentrated. The rolling method-

ology focuses on owning the front (i.e., near- term) contracts to address the highest 

liquidity and where supply and demand shocks are most likely to have an impact.

5.2 Bloomberg Commodity Index

The BCOM (formerly the DJ–UBS) is based on 22 commodities. It includes liquidity 

as both a weighting factor and screening factor, although the index is selection- based, 

meaning a committee uses judgment to pick the included commodities. The rules of 

index construction also place caps on the size of the sectors (33% maximum) and 

floors on individual commodities (2% minimum). These differences mean that very 

different index composition and weights can occur. For example, the energy sector 

currently dominates the S&P GSCI (as high as 80% weight), whereas the BCOM’s 

exposure is much lower (approximately 30%). However, exposure to natural gas as a 

single component of energy is higher in the BCOM (approximately 9%) than in the 

S&P GSCI (approximately 3%). Given that natural gas had an annualized roll cost of 

about 19% (often the highest roll cost of all the commodities), the higher weighting 

of natural gas in the BCOM implies that the index has to find other sources of return 

(e.g., price return and rebalance return) to overcome the drag that natural gas inven-

tory storage creates through negative roll return. The rolling methodology focuses on 

owning the front (i.e., near- term) contracts.

5.3 Deutsche Bank Liquid Commodity Index

The DBLCI uses a fixed- weighting scheme to allocate exposure. The most notable/

unique feature of this index is its rolling methodology. Instead of focusing on near- 

term contracts, it is optimized based on the time value of maximized backwardation/

minimized contango for the contracts that fall within the next 12 calendar months. As 

an example, a June 2014 copper futures contract may be at 1% backwardation versus 

May 2014 copper contract. But if the July 2014 copper contract is at a 3% backward-

ation (1.5% per month, or 3% divided by two months) versus the 1% backwardation 

per month on the June 2014 contract, then the DBLCI will roll to the July 2014 con-

tract in preference to the June 2014 contract. Therefore, one could argue the DBLCI 

takes an active decision with regards to roll return positioning as compared with the 

other indexes.

4 Perhaps this uniqueness is not so unusual given that the sponsor is Jim Rogers, known for his unique 

investment style.
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5.4 Thomson Reuters/CoreCommodity CRB Index

The TR/CC CRB consists of 19 commodities and is a continuation of the first invest-

able commodities index published by the Commodities Research Bureau in 1978 

(although an earlier iteration started in 1957). It uses a fixed- weighting scheme to 

allocate exposure. An index management committee decides the weights based on 

a number of factors, including diversification, sector representation, liquidity, and 

economic importance. It also clusters the fixed weights into a number of tiers. As a 

result, constituents are moved from tier to tier. The rolling methodology focuses on 

owning the front (i.e., near- term) contracts that mechanically focus on the front month 

or second front month and do not require a particular calculation.

5.5 Rogers International Commodity Index

The RICI uses a fixed- weighting scheme to allocate exposure among 37 different 

commodities and was designed by investor Jim Rogers in the late 1990s. An index 

management committee decides the weights based on a number of factors, including 

diversification, sector representation, liquidity, and economic importance. Like the 

TR/CC CRB index, it also clusters the fixed weights into a number of tiers. As a result, 

constituents are moved from tier to tier as they gain or lose relative importance as 

seen by the committee. Energy is the largest weight but still a highly diversified basket. 

Some energy constituents are denominated in non- US dollar terms—such as rubber 

(traded in Japan in Japanese yen) and cocoa (traded in London in British pounds)—

which potentially adds a foreign exchange exposure element to the index returns.

5.6 Rebalancing Frequency

Rebalancing frequency plays a role in index returns, especially for those indexes that 

rebalance more frequently, such as the TR/CC CRB and RICI. Theoretically, from 

portfolio management theory, rebalancing is more important if a market is frequently 

mean reverting because there are more peaks to sell and valleys to buy. However, 

frequent rebalancing can lead to underperformance in a trending market because the 

outperforming assets are sold but continue up in price, whereas the underperforming 

assets are purchased but still drift lower.

The relative performance of the monthly rebalanced indexes (TR/CC CRB and RICI) 

versus the annual rebalance of the other indexes will depend on the length of time 

of price trends: more frequent mean reversions should favor the former two indexes, 

but a longer- term trend will more likely favor the annually rebalancing indexes. If an 

index uses a floating weighting scheme, such as production value (fully or partially), 

then the higher (lower) futures prices usually coincide with higher (lower) physical 

prices. Therefore, with this kind of approach, the magnitude of rebalancing weights 

are generally lower than a fixed- weight scheme because the post- rebalance weights 

will generally drift in line with the current portfolio weights. As a result, the S&P 

GSCI and BCOM indexes typically have lower rebalancing costs and—in a trending 

market—have an opportunity to outperform their fixed- weight index counterparts, 

particularly those that have a relatively frequent rebalance period.

5.7 Commodity Index Summary

There is no dominant index based on a particular methodology. Relative performance 

will occur based on the circumstances of the markets and the time period examined. 

Evaluating which index is superior for a long- term investment generates modest if any 

value. Per the authors’ research, these indexes have been all both highly correlated 

(well above 70%) with each other, and have had low (roughly 0%) correlations with 
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traditional asset classes (e.g., US large- cap stocks, US bonds, international stocks). 

As with equities, for which there are many different index providers, commodity 

indexes act in parallel even when their returns (and Sharpe ratios) frequently differ 

dramatically over time.

EXAMPLE 23  

Commodity Indexes (1)

All else being equal, compared with an equally weighted commodity index, a 

production value- weighted index (such as the S&P GSCI) will be:

A less sensitive to energy sector returns.

B more sensitive to energy sector returns.

C equally sensitive to energy sector returns.

Solution:

B is correct. The energy sector will comprise a sizable portion of a production 

value- weighted index, and thus will be a meaningful driver of returns for such 

an index. A is incorrect because a production value- weighted index will be 

more, not less, sensitive to the energy sector. C is incorrect because a production 

value- weighted index will be more, not equally, sensitive to the energy sector.

EXAMPLE 24  

Commodity Indexes (2)

Which of the following statements is not correct regarding commodity futures 

indexes?

A Commodity sectors in backwardation typically improve index returns.

B An index that invests in several futures exchanges provides a high degree 

of diversification.

C Total returns of the major commodity indexes have low correlation with 

traditional asset classes, such as equities and bonds.

Solution:

B is correct. Commodity futures exchanges throughout the world are highly 

correlated and thus provide little diversification benefits. A is incorrect because 

markets in backwardation typically have positive roll yields, and thus will likely 

improve index returns (although the price return may still not be positive and 

thus the total return may still be negative). C is incorrect because commodity 

index returns do indeed have historically low correlation with equities and bonds.
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SUMMARY

 ■ Commodities are a diverse asset class comprised of various sectors: energy, 

grains, industrial (base) metals, livestock, precious metals, and softs (cash 

crops). Each of these sectors has a number of characteristics that are important 

in determining the supply and demand for each commodity, including ease of 

storage, geo- politics, and weather.

 ■ The life cycle of commodities varies considerably depending on the economic, 

technical and structural (i.e., industry, value chain) profile of each commodity 

as well as the sector. A short life cycle allows for relatively rapid adjustment to 

outside events, whereas a long life cycle generally limits the ability of the mar-

ket to react.

 ■ The valuation of commodities relative to that of equities and bonds can be sum-

marized by noting that equities and bonds represent financial assets whereas 

commodities are physical assets. The valuation of commodities is not based on 

the estimation of future profitability and cash flows but rather on a discounted 

forecast of future possible prices based on such factors as the supply and 

demand of the physical item.

 ■ The commodity trading environment is similar to other asset classes, with three 

types of trading participants: (1) informed investors/hedgers, (2) speculators, 

and (3) arbitrageurs.

 ■ Commodities have two general pricing forms: spot prices in the physical mar-

kets and futures prices for later delivery. The spot price is the current price to 

deliver or purchase a physical commodity at a specific location. A futures price 

is an exchange- based price agreed on to deliver or receive a defined quantity 

and often quality of a commodity at a future date.

 ■ The difference between spot and futures prices is generally called the basis. 

When the spot price is higher than the futures price, it is called backwardation, 

and when it is lower it is called contango. Backwardation and contango are also 

used to describe the relationship between two futures contracts of the same 

commodity.

 ■ Commodity contracts can be settled by either cash or physical delivery.

 ■ There are three primary theories of futures returns.

 ● In Insurance Theory, commodity producers who are long the physical good 

are motived to sell the commodity for future delivery to hedge their produc-

tion price risk exposure.

 ● The Hedging Pressure Hypothesis describes when producers along with 

consumers seek to protect themselves from commodity market price volatil-

ity by entering into price hedges to stabilize their projected profits and cash 

flow.

 ● The Theory of Storage focuses on supply and demand dynamics of commod-

ity inventories, including the concept of “convenience yield.”

 ■ The total return of a fully collateralized commodity futures contract can be 

quantified as the spot price return plus the roll return plus the collateral return 

(risk- free rate return).

 ■ The roll return is effectively the weighted accounting difference (in percent-

age terms) between the near- term commodity futures contract price and the 

farther- term commodity futures contract price.
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 ■ A commodity swap is a legal contract calling for the exchange of payments over 

multiple dates as determined by several reference prices or indexes.

 ■ The most relevant commodity swaps include excess return swaps, total return 

swaps, basis swaps, and variance/volatility swaps.

 ■ The five primary commodity indexes based on assets are (1) the S&P GSCI; (2) 

the Bloomberg Commodity Index, formerly the Dow Jones–UBS Commodity 

Index; (3) the Deutsche Bank Liquid Commodity Index; (4) the Thomson 

Reuters/CoreCommodity CRB Index; and (5) the Rogers International 

Commodities Index.

 ■ The key differentiating characteristics of commodity indexes are

 ● the breadth and selection methodology of coverage (number of commodities 

and sectors) included in each index, noting that some commodities have 

multiple reference contracts.

 ● the relative weightings assigned to each component/commodity, and the 

related methodology for how these weights are determined.

 ● the methodology and frequency for rolling the individual futures contracts.

 ● the methodology and frequency for rebalancing the weights of the individ-

ual commodities and sectors.

 ● the governance that determines which commodities are selected.
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PRACTICE PROBLEMS

The following information relates to Questions 

1–8

Raffi Musicale is the portfolio manager for a defined benefit pension plan. He meets 

with Jenny Brown, market strategist with Menlo Bank, to discuss possible investment 

opportunities. The investment committee for the pension plan has recently approved 

expanding the plan’s permitted asset mix to include alternative asset classes.

Brown proposes the Apex Commodity Fund (Apex Fund) offered by Menlo Bank 

as a potentially suitable investment for the pension plan. The Apex Fund attempts to 

produce trading profits by capitalizing on the mispricing between the spot and futures 

prices of commodities. The fund has access to storage facilities, allowing it to take 

delivery of commodities when necessary. The Apex Fund’s current asset allocation is 

presented in Exhibit 1.

Exhibit 1   Apex Fund’s Asset Allocation

Commodity Sector Allocation (%)

Energy 31.9

Livestock 12.6

Softs 21.7

Precious metals 33.8

Brown explains that the Apex Fund has had historically low correlations with 

stocks and bonds, resulting in diversification benefits. Musicale asks Brown, “Can you 

identify a factor that affects the valuation of financial assets like stocks and bonds but 

does not affect the valuation of commodities?”

Brown shares selected futures contract data for three markets in which the Apex 

Fund invests. The futures data are presented in Exhibit 2.

Exhibit 2   Selected Commodity Futures Data*

Month Gold Price Coffee Price Gasoline Price

July 1,101.2 1.1600 1.2701

September 1,101.2 1.1795 1.2076

December 1,101.2 1.2055 1.0307

* Gold: US$/troy ounce; Coffee: US$/pound; Gasoline: US$/gallon
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Menlo Bank recently released a report on the coffee market. Brown shares the key 

conclusion from the report with Musicale: “The coffee market had a global harvest that 

was greater than expected. Despite the large harvest, coffee futures trading activity is 

balanced between producers and consumers. This balanced condition is not expected 

to change over the next year.”

Brown shows Musicale the total return of a recent trade executed by the Apex Fund. 

Brown explains that the Apex Fund took a fully collateralized long futures position in 

nearby soybean futures contracts at the quoted futures price of 865.0 (US cents/bushel). 

Three months later, the entire futures position was rolled when the near- term futures 

price was 877.0 and the farther- term futures price was 883.0. During the three- month 

period between the time that the initial long position was taken and the rolling of the 

contract, the collateral earned an annualized rate of 0.60%.

Brown tells Musicale that the pension fund could alternatively gain long exposure to 

commodities using the swap market. Brown and Musicale analyze the performance of 

a long position in an S&P GSCI total return swap having monthly resets and a notional 

amount of $25 million. Selected data on the S&P GSCI are presented in Exhibit 3.

Exhibit 3   Selected S&P GSCI Data

Reference Date Index Level

April (swap initiation) 3,042.35

May 3,282.23

June 3,225.21

1 The Apex Fund is most likely to be characterized as:

A a hedger.

B a speculator.

C an arbitrageur.

2 Which factor would most likely affect the supply or demand of all four sectors 

of the Apex Fund?

A Weather

B Spoilage

C Government actions

3 The most appropriate response to Musicale’s question regarding the valuation 

factor is:

A storage costs.

B transportation costs.

C expected future cash flows.

4 Which futures market in Exhibit 2 is in backwardation?

A Gold

B Coffee

C Gasoline

5 Based on the key conclusion from the Menlo Bank coffee market report, the 

shape of the coffee futures curve in Exhibit 2 is most consistent with the:

A insurance theory.

B theory of storage.
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C hedging pressure hypothesis.

6 Based on Exhibit 2, which commodity’s roll returns will most likely be positive?

A Gold

B Coffee

C Gasoline

7 The Apex Fund’s three- month total return on the soybean futures trade is clos-

est to:

A 0.85%.

B 1.30%.

C 2.22%.

8 Based on Exhibit 3, on the June settlement date, the party that is long the S&P 

GSCI total return swap will:

A owe a payment of $434,308.38.

B receive a payment of $1,502,621.33.

C receive a payment of $1,971,173.60.

The following information relates to Questions 

9–15

Jamal Nabli is a portfolio manager at NextWave Commodities (NWC), a commodity- 

based hedge fund located in the United States. NWC’s strategy uses a fixed- weighting 

scheme to allocate exposure among 12 commodities, and it is benchmarked against 

the Thomson/Reuters/CoreCommodity CRB Index (TR/CC CRB). Nabli manages the 

energy and livestock sectors with the help of Sota Yamata, a junior analyst.

Nabli and Yamata meet to discuss a variety of factors that affect commodity values 

in the two sectors they manage. Yamata tells Nabli the following: 

Statement 1 Storage costs are negatively related to futures prices.

Statement 2 In contrast to stocks and bonds, most commodity investments 

are made by using derivatives.

Statement 3 Commodities generate future cash flows beyond what can be 

realized through their purchase and sale. 

Nabli and Yamata then discuss potential new investments in the energy sector. 

They review Brent crude oil futures data, which are presented in Exhibit 1.

Exhibit 1   Selected Data on Brent Crude Oil Futures

Spot Price

Near- Term Futures 

Price

Longer- Term Futures 

Price

77.56 73.64 73.59

© CFA Institute. For candidate use only. Not for distribution.



Reading 42 ■ Introduction to Commodities and Commodity Derivatives240

Yamata presents his research related to the energy sector, which has the following 

conclusions: 

 ■ Consumers have been more concerned about prices than producers have.

 ■ Energy is consumed on a real- time basis and requires minimal storage. 

After concluding the discussion of the energy sector, Nabli reviews the performance 

of NWC’s long position in lean hog futures contracts. Nabli notes that the portfolio 

earned a –12% price return on the lean hog futures position last year and a –24% roll 

return after the contracts were rolled forward. The position was held with collateral 

equal to 100% of the position at a risk- free rate of 1.2% per year. 

Yamata asks Nabli to clarify how the state of the futures market affects roll returns. 

Nabli responds as follows:

Statement 4 Roll returns are generally negative when a futures market is in 

contango. 

Statement 5 Roll returns are generally positive when a futures market is in 

backwardation. 

As part of their expansion into new markets, NWC is considering changing its 

benchmark index. Nabli investigates two indexes as a possible replacement. These 

indexes both use similar weighting and rebalancing schemes. Index A includes con-

tracts of commodities typically in contango, whereas Index B includes contracts of 

commodities typically in backwardation. Nabli asks Yamata how the two indexes 

perform relative to each other in a market that is trending upward. 

Because of a substantial decline in drilling activity in the North Sea, Nabli believes 

the price of Brent crude oil will increase more than that of heavy crude oil. The actual 

price volatility of Brent crude oil has been lower than its expected volatility, and Nabli 

expects this trend to continue. Nabli also expects the level of the ICE Brent Index to 

increase from its current level. Nabli and Yamata discuss how to use swaps to take 

advantage of Nabli’s expectations. The possible positions are (1) a basis swap long on 

Brent crude oil and short on heavy crude oil, (2) a long volatility swap on Brent crude 

oil, and (3) a short position in an excess return swap that is based on a fixed level (i.e., 

the current level) of the ICE Brent Index. 

9 Which of Nabli’s statements regarding the valuation and storage of commodi-

ties is correct?

A Statement 1

B Statement 2

C Statement 3

10 Based on Exhibit 1, Yamata should conclude that the:

A calendar spread for Brent crude oil is $3.97.

B Brent crude oil futures market is in backwardation.

C basis for the near- term Brent crude oil futures contract is $0.05 per barrel.

11 Based on Exhibit 1 and Yamata’s research on the energy sector, the shape of the 

futures price curve for Brent crude oil is most consistent with the: 

A insurance theory.

B theory of storage.

C hedging pressure hypothesis.

12 The total return (annualized excluding leverage) on the lean hog futures con-

tract is:

A –37.2%.

B –36.0%.
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C –34.8%.

13 Which of Nabli’s statements about roll returns is correct?

A Only Statement 4

B Only Statement 5

C Both Statement 4 and Statement 5

14 The best response to Nabli’s question about the relative performance of the two 

indexes is that Index B is most likely to exhibit returns that are:

A lower than those of Index A.

B the same as those of Index A.

C higher than those of index A. 

15 Given Nabli’s expectations for crude oil, the most appropriate swap position is 

the:

A basis swap.

B volatility swap.

C excess return swap.

The following information relates to Questions 

16–22

Mary McNeil is the corporate treasurer at Farmhouse, which owns and operates 

several farms and ethanol production plants in the United States. McNeil’s primary 

responsibility is risk management. Katrina Falk, a recently hired junior analyst at 

Farmhouse, works for McNeil in managing the risk of the firm’s commodity price 

exposures. Farmhouse’s risk management policy requires the use of futures to protect 

revenue from price volatility, regardless of forecasts of future prices, and prohibits 

risk managers from taking speculative positions. 

McNeil meets with Falk to discuss recent developments in two of Farmhouse’s 

commodity markets, grains and livestock. McNeil asks Falk about key characteristics 

of the two markets that affect revenues and costs. Falk tells McNeil the following:

Statement 1 The life cycle for livestock depends on the product and varies 

widely by product. 

Statement 2 Grains have uniform, well- defined seasons and growth cycles 

specific to geographic regions. 

A material portion of Farmhouse’s revenue comes from livestock exports, and a 

major input cost is the cost of grains imported from outside the United States. Falk 

and McNeil next discuss three conclusions that Falk reached in an analysis of the 

grains and livestock markets:

Conclusion 1 Assuming demand for grains remains constant, extreme heat 

in the regions from which we import our grains will result in a 

benefit to us in the form of lower grain prices.

Conclusion 2 New tariffs on cattle introduced in our primary export markets 

will likely result in higher prices for our livestock products in 

our local market. 

© CFA Institute. For candidate use only. Not for distribution.



Reading 42 ■ Introduction to Commodities and Commodity Derivatives242

Conclusion 3 Major improvements in freezing technology allowing for longer 

storage will let us better manage the volatility in the prices of 

our livestock products. 

McNeil asks Falk to gather spot and futures price data on live cattle, wheat, and 

soybeans, which are presented in Exhibit 1. Additionally, she observes that (1) the 

convenience yield of soybeans exceeds the costs of its direct storage and (2) commod-

ity producers as a group are less interested in hedging in the forward market than 

commodity consumers are. 

Exhibit 1   Selected Commodity Price Data*

Market Live Cattle Price Wheat Price Soybeans Price

Spot 109 607 846

Futures 108 607 850

* Live cattle: US cents per pound; wheat and soybeans: US cents per bushel.

A key input cost for Farmhouse in producing ethanol is natural gas. McNeil uses 

positions in natural gas (NG) futures contracts to manage the risk of natural gas price 

volatility. Three months ago, she entered into a long position in natural gas futures 

at a futures price of $2.93 per million British thermal units (MMBtu). The current 

price of the same contract is $2.99. Exhibit 2 presents additional data about the three- 

month futures position. 

Exhibit 2   Selected Information—Natural Gas Futures Three- month 

Position*

Prices

Commodity

Total Current 

$ Exposure Position

Near- Term 

Futures 

(Current 

Price)

Farther- Term 

Futures

Natural Gas (NG) 5,860,000 Long 2.99 3.03

* NG: $ per MMBtu; 1 contract = 10,000 MMBtu. 

The futures position is fully collateralized with a 3% rate. McNeil decides to roll 

forward her current exposure in the natural gas position. 

Each month, McNeil reports the performance of the energy futures positions, 

including details on price returns, roll returns, and collateral returns, to the firm’s 

executive committee. A new committee member is concerned about the negative roll 

returns on some of the positions. In a memo to McNeil, the committee member asks 

her to explain why she is not avoiding positions with negative roll returns. 

16 With respect to its risk management policy, Farmhouse can be best described 

as:

A a trader. 

B a hedger. 

C an arbitrageur. 
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17 Which of Falk’s statements regarding the characteristics of the grains and live-

stock markets is correct?

A Only Statement 1

B Only Statement 2 

C Both Statement 1 and Statement 2

18 Which of Falk’s conclusions regarding commodity markets is correct? 

A Conclusion 1

B Conclusion 2 

C Conclusion 3 

19 Which commodity market in Exhibit 1 is currently in a state of contango? 

A Wheat

B Soybeans 

C Live cattle 

20 Based on Exhibit 1 and McNeil’s two observations, the futures price of soybeans 

is most consistent with the:

A insurance theory. 

B theory of storage. 

C hedging pressure hypothesis. 

21 Based on Exhibit 2, the total return from the long position in natural gas futures 

is closest to:

A 1.46%.

B 3.71%. 

C 4.14%.

22 The most appropriate response to the new committee member’s question is 

that:

A roll returns are negatively correlated with price returns.

B such roll returns are the result of futures markets in backwardation.

C such positions may outperform other positions that have positive roll 

returns.
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SOLUTIONS

1 C is correct. Commodity arbitrage involves an ability to inventory physical 

commodities and the attempt to capitalize on mispricing between the commod-

ity (along with related storage and financing costs) and the futures price. The 

Apex Fund has access to storage facilities and uses these facilities in the attempt 

to capitalize on mispricing opportunities.

2 C is correct. Government actions can affect the supply or demand of all four 

sectors of the Apex Fund. With respect to energy, environmental mandates 

imposed by governments have tightened pollution standards, which have led to 

increasing processing costs that negatively affect demand. The supply of live-

stock, such as hogs and cattle, is affected by government- permitted use of drugs 

and growth hormones. Softs, or cash crops, can be affected by government 

actions, such as the attempt to maintain strategic stockpiles to control domestic 

prices. The level of demand and relative value of a precious metal, such as gold, 

is directly linked to government actions associated with managing to inflation 

targets.

3 C is correct. Expected future cash flows affect the valuation of financial assets, 

such as stocks and bonds, but do not affect the valuation of commodities. 

Financial assets (stocks and bonds) are valued based on expected future cash 

flows. In contrast, the valuation of a commodity is based on a discounted fore-

cast of a future commodity price, which incorporates storage and transporta-

tion costs.

4 C is correct. When the near- term (i.e., closer to expiration) futures contract 

price is higher than the longer- term futures contract price, the futures market 

for the commodity is in backwardation. Because gasoline is the only one of the 

three futures markets in Exhibit 2 in which the near- term futures contract price 

($1.2701) is higher than the longer- term contract price ($1.0307), the gasoline 

futures market is the only one in backwardation.

5 B is correct. The theory of storage focuses on the level of commodity invento-

ries and the state of supply and demand. A commodity that is regularly stored 

should have a higher price in the future (contango) to account for those storage 

costs. Because coffee is a commodity that requires storage, its higher future 

price is consistent with the theory of storage.

6 C is correct. Roll returns are generally positive (negative) when the futures 

market is in backwardation (contango) and zero when the futures market is flat. 

Because the gasoline market is in backwardation, its roll returns will most likely 

be positive.

7 A is correct. The total return on the trade represents the sum of three compo-

nents: price return, roll return, and collateral return.

 Price return = (Current price – Previous price)/Previous price = (877.0 – 

865.0)/865.0 = 1.387%.

 Roll return = [(Near- term futures contract closing price – Farther- term 

futures contract closing price)/Near- term futures contract 

closing price] × Percentage of the position in the futures con-

tract being rolled.

 Because the entire position is being rolled, the percentage of the position in the 

futures contract being rolled is equal to 100%. So:

Roll return = [(877.0 – 883.0)/877.0] × 100% = –0.684%.
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Collateral return = [3 months/12 months] × 0.60% = 0.15%.

Total return = 1.387% – 0.684% + 0.15% = 0.853%.

8 A is correct. The total return swap involves a monthly cash settlement (reset) 

based on the performance of the underlying reference asset (S&P GSCI) given a 

notional amount of $25 million. If the level of the index increases between the 

two valuation dates (in this case, May and June), the long position (the swap 

buyer) receives payment. If the level of the index decreases between the two 

valuation dates, the swap seller receives payment.

 The return on the reference index for the month of June is [(3,225.21 – 

3,282.23)/3,282.23], which is equivalent to –1.7372%. Therefore, the swap 

buyer (long position) must pay the swap seller a cash settlement for the month 

of June. The June payment calculation is equal to $25,000,000 × –1.7372%, or 

–$434,308.38.

9 B is correct. The most common way to invest in commodities is via derivatives, 

and commodities do not generate future cash flows beyond what can be real-

ized through their purchase and sale. Also, storage costs are positively related to 

futures prices. Physical assets have to be stored, and storage incurs costs (rent, 

insurance, spoilage, etc.). Therefore, a commodity that is regularly stored should 

have a higher price in the future to account for those storage costs. 

10 B is correct. The Brent crude oil futures market is in a state of backwardation. 

Commodity futures markets are in a state of backwardation when the spot 

price is greater than the price of near- term (i.e., nearest- to- expiration) futures 

contracts and, correspondingly, the price of near- term futures contracts is 

greater than that of longer- term contracts. The calendar spread is the differ-

ence between the near- term futures contract price and the longer- term futures 

contract price, which is $73.64 – $73.59 = $0.05. The basis for the near- term 

Brent crude oil futures contract is the difference between the spot price and the 

near- term futures price: $77.56 – $73.59 = $3.97. 

11 B is correct. The Brent crude oil futures market is in a state of backwardation: 

The spot price is greater than the price of near- term (i.e., nearest- to- expiration) 

futures contracts. Commodities (in this case, Brent crude oil) are physical 

assets, not virtual assets, such as stocks and bonds. Physical assets have to be 

stored, and storage incurs costs (rent, insurance, inspections, spoilage, etc.). 

According to the theory of storage, a commodity that is consumed along a value 

chain that allows for just- in- time delivery and use (i.e., minimal inventories 

and storage) can avoid these costs. Yamata’s research concluded that energy is 

consumed on a real- time basis and requires minimal storage. In this situation, 

demand dominates supply, and current prices are higher than futures prices 

(state of backwardation). 

12 C is correct. The contract was held for one year, so the price return of –12% 

is an annualized figure. Additionally, the –24% roll return is also annualized. 

Nabli’s collateral return equals 1.2% per year × 100% initial collateral investment 

= 1.2%. Therefore, the total return (annualized) is calculated as follows:

 Total return = Price return + Roll return + Collateral return

 Total return = –12% + (–24%) + 1.26% = –34.8%.

13 C is correct. Roll returns are generally negative (positive) when the futures mar-

ket is in contango (backwardation) and zero when the futures market is flat. 

14 C is correct. Index B is likely to have higher performance than Index A in a 

market that is trending upward. Indexes that (perhaps inadvertently) con-

tain contracts that more commonly trade in backwardation may improve 
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forward- looking performance because this generates a positive roll return. 

Similarly, indexes that contain contracts that more commonly trade in contango 

may hurt performance for the same reason (i.e., negative roll return). 

15 A is correct. Nabli expects the price of Brent crude oil to increase more than 

that of heavy crude oil, and Nabli can take advantage of this prediction by 

entering into a basis swap that is long Brent crude oil and short heavy crude oil. 

Nabli should take a short (not long) position in a volatility swap to take advan-

tage of his prediction that Brent crude oil’s price volatility will be lower than 

its expected volatility. Nabli should take a long (not short) position in an excess 

return swap to take advantage of his expectation that the level of the ICE Brent 

Index will increase faster than leading oil benchmarks. 

16 B is correct. Hedgers trade in the futures markets to hedge their exposures 

related to the commodity, as stated in Farmhouse’s risk management policy. 

17 C is correct. The life cycle of livestock does vary widely by product. Grains have 

uniform, well- defined seasons and growth cycles specific to geographic regions. 

Therefore, both statements are correct. 

18 C is correct. Commodity prices are affected by supply and demand, and 

improvements in freezing technology can improve the firm’s ability to store its 

products for longer periods and manage the volatility of supply and demand. 

For example, during times of excess supply, a livestock producer, such as 

Farmhouse, can freeze its products and offer them during better market supply 

conditions. 

19 B is correct. The futures market for soybeans is in a state of contango because 

the spot price is lower than the futures price. 

20 C is correct. In Exhibit 1, the spot price of soybeans is less than the futures 

price. This observation can be explained only by the hedging pressure hypoth-

esis. According to this hypothesis, hedging pressure occurs when both produc-

ers and consumers seek to protect themselves from commodity market price 

volatility by entering into price hedges to stabilize their projected profits and 

cash flows. If consumers are more interested in hedging than producers are, the 

futures price will exceed the spot price. 

 In contrast, the insurance theory predicts that the futures price has to be lower 

than the current spot price as a form of payment or remuneration to the specu-

lator who takes on the price risk and provides price insurance to the commodity 

seller. Similarly, the theory of storage also predicts that when a commodity’s 

convenience yield is greater than its direct storage costs, the futures price will 

be lower than the spot price. 

21 A is correct. The total return for a fully collateralized position is the sum of the 

price return, the roll return, and the collateral return:

 Price return = (Current price – Previous price)/Previous price

  = (2.99 – 2.93)/2.93

  = 2.05%.

 Roll return = (Near- term futures closing price – Farther- term 

futures closing price)/Near- term futures closing price × 

Percentage of position in futures contract being rolled

  = [(2.99 – 3.03)/2.99] × 100%

  = –1.34%. 

 Collateral return = Annual rate × Period length as a fraction of the 

year

  = 3% × 0.25

  = 0.75%.
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 Therefore, the total return for three months = 2.05% – 1.34% + 0.75% = 1.46%. 

22 C is correct. Investment positions are evaluated on the basis of total return, and 

the roll return is part of the total return. Even though negative roll return neg-

atively affects the total return, this effect could be more than offset by positive 

price and collateral returns. Therefore, it is possible that positions with negative 

roll returns outperform positions with positive roll returns, depending on the 

price and collateral returns. 
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STUDY SESSIONS

Study Session 16 Portfolio Management (1)

Study Session 17 Portfolio Management (2)

TOPIC LEVEL LEARNING OUTCOME

The candidate should be able to explain and demonstrate the use of portfolio theory 

in risk and return estimation, security selection, and other practical applications. The 

candidate should also be able to explain the portfolio management process.

Portfolio management and risk management are key investment activities. 

Incorporating investor objectives, constraints, capital market expectations, and 

relevant risk considerations, together with portfolio construction, execution, and 

evaluation represent core activities in the investment process. 
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Portfolio Management (1)

This study session begins by examining exchange- traded funds (ETFs), including 

the creation and trading of ETFs, costs and risks of using ETFs, and how ETFs are 

used in strategic, tactical, and portfolio efficiency applications. Multifactor models 

including the arbitrage pricing theory (APT) and Carhart (4 factor) model are intro-

duced as alternatives to the capital asset pricing model (CAPM). Considerations and 

applications of the three multifactor model types (macroeconomic, fundamental, 

statistical) are presented. The session ends with a discussion on value at risk (VaR) 

and its use in measuring and managing market risk. The three VaR approaches (para-

metric, historical simulation, Monte Carlo) along with the advantages and limitations 

of each are examined.

READING ASSIGNMENTS

Reading 43 Exchange- Traded Funds: Mechanics and Applications 

by Joanne M. Hill, PhD, and Dave Nadig

Reading 44 Using Multifactor Models 

by Jerald E. Pinto, PhD, CFA, and 

Eugene L. Podkaminer, CFA 

Reading 45 Measuring and Managing Market Risk 

by Don M. Chance, PhD, CFA, and Michelle McCarthy Beck

P O R T F O L I O  M A N A G E M E N T
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Exchange- Traded Funds: 

Mechanics and Applications

by Joanne M. Hill, PhD, and Dave Nadig

Joanne M. Hill, PhD (USA). Dave Nadig is at ETF.com (USA).

LEARNING OUTCOMES

Mastery The candidate should be able to:

a. explain the creation/redemption process of ETFs and the function 

of authorized participants;

b. describe how ETFs are traded in secondary markets;

c. describe sources of tracking error for ETFs;

d. describe factors affecting ETF bid–ask spreads;

e. describe sources of ETF premiums and discounts to NAV;

f. describe costs of owning an ETF;

g. describe types of ETF risk;

h. identify and describe portfolio uses of ETFs.

INTRODUCTION

Exchange- traded funds (ETFs) have grown rapidly since their invention in the early 

1990s, in large part because of their low associated cost, exchange access, holdings 

transparency, and range of asset classes available. Growth in ETFs has also been driven 

by the increased use of index- based investing. ETF investors need to understand how 

these products work and trade and how to choose from the numerous options avail-

able. Although many ETFs are organized under the same regulation as mutual fund 

products, there are important differences related to trading and tax efficiency. ETFs 

have features that can make them more tax efficient than traditional mutual funds, 

and not all ETFs are organized like mutual funds. ETFs can be based on derivative 

strategies, use leverage and shorting, and be offered in alternate structures, such as 

exchange- traded notes (ETNs), which have their own unique risks.

1
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Understanding how ETF shares are created and redeemed is key to understanding 

how these products can add value in a portfolio. Since so many ETFs track indexes, 

understanding their index tracking or tracking error is also critical. Investors should 

also understand how to assess an ETF’s trading costs, including differences between 

the ETF’s market price and the fair value of its portfolio holdings.

This reading is organized as follows: Section 2 discusses ETF primary and second-

ary markets, including the creation/redemption process. Section 3 covers important 

investor considerations, such as costs and risks, when choosing an ETF. Section 4 

explains how ETFs are used in strategic, tactical, and portfolio efficiency applications. 

Section 5 concludes and summarizes the reading.

ETF MECHANICS

Exchange- traded funds function differently from mutual funds because of their struc-

ture, with the key difference in an ETF’s method of share creation and redemption. 

Mutual fund shares must be purchased or sold at the end of the day from the fund 

manager (or via a broker) at the closing net asset value (NAV) of the fund’s holdings, 

in a cash- for- shares or shares- for- cash swap. In contrast, an ETF trades intraday, or 

during the trading day, just like a stock. ETF shares are created or redeemed in kind, 

in a shares- for- shares swap.

ETFs are intrinsically linked to the creation/redemption process. Creation/redemp-

tion enables ETFs to operate at lower cost and with greater tax efficiency than mutual 

funds and generally keeps ETF prices in line with their NAVs. Unlike stocks, which 

come to market via an initial public offering of fixed size, ETFs can be created or 

redeemed continuously. ETF transactions take place in two interrelated markets. 

Understanding how this mechanism works is key to understanding both the benefits 

and potential risks of ETFs.

The primary market for ETF trading is that which exists on an over- the- counter 

basis between authorized participants (APs), a special group of institutional investors, 

and the ETF issuer, or sponsor. This process is referred to as creation/redemption. 

These primary market transactions are the only way that shares of the ETF can be 

created or redeemed. The “trade” in this market is in kind: A pre- specified basket of 

securities (which can include cash) is exchanged for a certain number of shares in 

the ETF.

ETF shares trade in the secondary market on exchanges. For investors, exchange 

trading is the only way to buy or sell ETFs. Like stocks, ETFs are bought and sold on 

exchanges through a brokerage account. This secondary market trading is perhaps 

the most novel feature of ETFs.

In- kind creation/redemption creates the unique benefits ETFs offer—as well as 

some of their risks. Here we explain ETFs’ unique creation/redemption mechanism, 

the role of APs, and how the creation/redemption mechanism affects ETF design. ETF 

trading and settlement on primary and secondary markets is also covered.

2.1 The Creation/Redemption Process

The best way to understand the creation/redemption process is to step through the 

process from an investor’s perspective.

Imagine you’re an investor and you want to invest in an ETF. The process is simple: 

You place a buy order in your brokerage account the same way you would place an 

order to buy any publicly listed equity security, and your broker submits that order 

to the public market to find a willing seller: another investor or a market maker (i.e., 

2
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a broker/dealer who stands ready to take the opposite side of the transaction). The 

order is executed, and you receive shares of the ETF in your brokerage account just 

as if you transacted in a stock.

At this point, the ETF manager (also referred to as the ETF issuer or sponsor) is 

not involved in the transaction. The ETF issuer does not know that you have bought 

these shares, nor does it receive an inflow of money to invest. Shares simply transfer 

in the open market, the secondary market for ETF shares, from one investor (the 

seller) to another (the buyer) and go through a settlement process based on the local 

exchange where the transaction took place. The process sounds simple, but if you can 

only buy ETF shares from another investor, where do the shares come from initially? 

How does money get invested into the fund?

The only investors who can create or redeem new shares of an ETF are a special 

group of institutional investors called authorized participants. APs are large broker/

dealers, often market makers, who are authorized by the ETF issuer to participate 

in the creation/redemption process. The AP creates new ETF shares by transacting 

in kind with the ETF issuer. This in- kind swap happens off the exchange, in the pri-

mary market for the ETF, where APs transfer securities to (for creations) or receive 

securities from (for redemptions) the ETF issuer, in exchange for ETF shares. This is 

a prescribed, structured transaction with its own set of rules.

Each business day, the ETF manager publishes a list of required in- kind securities 

for each ETF. For instance, an S&P 500 Index ETF will typically list the index securities 

in quantities that reflect the index weighting. The list of securities specific to each 

ETF and disclosed publicly each day is called the creation basket. This basket also 

serves as the portfolio for determining the intrinsic net asset value of the ETF based 

on prices during the trading day.

To create new shares, an AP acquires the securities in the creation basket in the 

specified share amounts (generally by transacting in the public markets or using 

securities the AP happens to have in inventory). The AP then delivers this basket 

of securities to the ETF manager in exchange for an equal value in ETF shares. This 

exchange of shares happens after markets are closed through the settlement process. 

Importantly, the pricing of both the ETF and the basket is of minimal concern in this 

exchange: If the issuer receives 100 shares of a certain stock as part of the creation 

basket, the price the AP might have paid to acquire that stock or what its price happens 

to be at the end of the day is not relevant to the exchange taking place. Because it is 

an in- kind transaction, all that matters is that 100 shares of the required stock move 

from the AP’s account to the ETF’s account. Similarly, when the issuer delivers ETF 

shares to an AP, the ETF’s closing NAV is not relevant.

These transactions between the AP and the ETF manager are done in large blocks 

called creation units, usually but not always equal to 50,000 shares of the ETF. This 

in- kind exchange involves the basket of underlying securities in exchange for a number 

of ETF shares of equal value.

The process also works in reverse: If the AP has a block of ETF shares it no lon-

ger wants (usually because it bought them from other market participants), the AP 

presents these shares for redemption to the ETF manager and receives in return the 

basket of underlying securities, which the AP can then sell in the market if it chooses. 

This basket often has the same security composition as the creation basket, but it may 

be different if the ETF portfolio manager is trying to sell particular securities for tax, 

compliance, or investment reasons. The basket of securities the AP receives when it 

redeems the ETF shares is called the redemption basket.

Although the actual process of exchanging baskets and blocks of ETF shares hap-

pens after the markets are closed, the AP is able to execute ETF trades throughout 

the trading day because the AP knows the security composition of the basket needed 

for ETF share creation or redemption, because of the fund’s daily holdings disclosure 

to APs. If, during the course of the trading day, the AP wants to sell 50,000 shares of 
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an ETF to investors in the secondary market, the AP can do so while simultaneously 

buying the securities in the creation basket. If the ETF and the securities in the cre-

ation basket are fairly priced, the AP faces no economic exposure in this transaction, 

because the value of the ETF shares sold and the value of the creation basket pur-

chased are identical.

Why would APs engage in these transactions? Because there’s a financial incentive 

to do so. The creation/redemption mechanism is key to keeping the price of an ETF 

in a tight range around the NAV of the portfolio of securities it holds, and it rewards 

the AP for this activity.

When the value of the security basket is different from the value of the corre-

sponding ETF shares it represents, a potential arbitrage opportunity exists for APs to 

step in and transact in the ETF market. If the current per- share market value of the 

basket of underlying securities is greater than the quoted price of the ETF shares, the 

AP can simultaneously sell (or short) the basket of securities and buy ETF shares, to 

make a profit. In this situation, where the ETF share is undervalued, the ETF is said 

to be trading at a discount. If shares of the ETF are quoted at a higher price than the 

per- share market value of the basket of securities, the ETF is trading at a premium, 

and the AP can make a profit by simultaneously selling the ETF shares in the market 

and buying the basket of securities.

Because prices of the ETF and the basket securities are continuously changing 

on the basis of market conditions, APs monitor both for discrepancies, looking for 

opportunities to make arbitrage profits. The factors that drive the width of the ETF’s 

bid–ask spread and trading range around intraday NAV include the cost of arbitrage 

(buying the securities and selling the ETF) and a risk premium to compensate for 

volatility and liquidity risk (ongoing volume in the securities and the ETF).

The arbitrage gap—the price(s) at which it makes sense for ETF market makers 

to step in and create or redeem shares—vary with the liquidity of the underlying 

securities and a variety of related costs; in some ETFs, the gap can be as small as the 

minimum tick size in the local market (e.g., –$0.01 in the US markets), whereas for 

other ETFs with underlying securities that are hard to trade (e.g., high- yield bonds), 

the arbitrage gap can be more than 1% wide. For any ETF, however, the gap creates a 

band or range around its fair value inside which the ETF will trade. In other words, 

arbitrage keeps the ETF trading at or near its fair value.

ETF share creation. Let’s examine how this works in practice. In the scenario shown 

in Exhibit 1, the ETF is trading in the market at $25.10. The fair value of the ETF based 

on its underlying securities, however, is only $25.00. So, an AP will step in to transact 

and buy the basket of securities (at ETF fair value of $25.00) and simultaneously sell 

ETF shares on the open market for $25.10, realizing the $0.10 per share difference. (The 

AP may choose to create additional ETF shares by exchanging the basket securities for 

ETF shares with the fund’s issuer).

Exhibit 1   An ETF Share Price at a Premium to NAV

ETF Shares

$25.10

$25.00

$25.00
Fair Value

Securities
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This action puts downward pressure on the ETF price because the AP is selling 

shares out into the market and puts upward pressure on the prices of the underlying 

securities because the AP went out into the market and bought the underlying shares. 

APs will repeat this process until no further arbitrage opportunity exists.

ETF share redemption. As shown in Exhibit 2, the price of the ETF is $24.90. The 

fair value of the underlying stocks is $25.00. Here, the AP market maker steps in and 

purchases ETF shares on the open market while simultaneously selling the stocks on 

the exchange, realizing the $0.10 per share price difference. Once again, if the share 

price continues to be at a discount, the AP will continue this process until no further 

arbitrage opportunity exists. (The AP may choose to redeem ETF shares by exchanging 

them for the basket securities with the fund’s issuer).

Exhibit 2   An ETF Share Price at a Discount to NAV

ETF Shares

$24.90

$25.00

$25.00
Fair Value

Securities

These profit- making scenarios do not include the costs that the APs incur related 

to ETF trading or any fees the issuer may charge for creating or redeeming shares. 

The AP generally pays all trading costs associated with buying or selling the securities 

in the baskets or the ETF shares and pays an additional fee to the ETF provider to 

cover processing fees associated with creation/redemption activities. APs may also 

have settlement costs, taxes, or other expenses based on their local markets and the 

markets for the underlying securities of the ETF.

The scenarios also do not account for risks in trading the basket of securities. If 

the underlying securities are difficult to access contemporaneously (for instance, if a 

US- listed ETF holds Japanese securities), then the AP will have to wait before com-

pleting one half of the transaction (e.g., selling the ETF shares but waiting until the 

Japanese market opens to buy the basket securities). These timing differences create 

uncertainty, which will generally cause the AP to wait for a wider arbitrage gap before 

stepping in. Similarly, if the basket securities are illiquid (such as high- yield bonds), 

the AP may need additional time to buy or sell the holdings. In both cases, the AP 

bears the market risk of the basket transaction.

A significant advantage of the ETF creation/redemption process is that the AP 

absorbs all costs of transacting the securities for the fund’s portfolio. APs pass these 

costs to investors in the ETF’s bid–ask spread, incurred by ETF buyers and sellers. 

Thus, non- transacting shareholders of an ETF are shielded from the negative impact 

of transaction costs caused by other investors entering and exiting the fund. In con-

trast, when investors enter or exit a traditional mutual fund, the mutual fund manager 

incurs costs to buy or sell investments arising from this activity, which affect all fund 

shareholders. This makes the ETF structure inherently more fair: Frequent ETF traders 

bear the cost of their activity, whereas buy- and- hold ETF shareholders are shielded 

from those costs.

Additionally, because creation and redemption happen in kind, they allow the ETF’s 

portfolio managers to manage the cost basis of their holdings by selecting low- basis 

holdings for redemptions, leading to greater tax efficiency. Put simply, when an issuer 

is presented with a redemption request from an AP, the issuer can select which tax 
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lots of the underlying securities to deliver. In addition, issuers may choose to pub-

lish customized redemption baskets, which allows them to target specific low- basis 

securities for removal from the portfolio. By delivering out shares that were originally 

acquired at low costs, the issuer can continuously raise the average acquired cost (or 

cost basis) of each position, thereby minimizing the position’s unrealized gains.

The ETF issuer has the ability to determine how the process works for a fund. If 

the issuer requires that a creation basket be 200,000 shares instead of 50,000 shares, 

the AP will have less incentive to step in to arbitrage when net new demand is lower 

than 200,000 shares per day. Basket sizes range from 10,000 shares to 600,000 shares. 

If the ETF holds highly illiquid securities, the issuer can alter the basket that APs 

must deliver, thereby lowering the costs of creation. In the most extreme case, the 

fund may allow for the creation of ETF shares in exchange for cash. Issuers can also 

charge minimal or large fees for creation and redemption, which affect an AP’s profit 

consideration and transactions, to keep prices in line with fair value. Consider the fee 

of $50 for the Vanguard Short- Term Inflation- Protected Securities ETF (VTIP) versus 

the fee of $28,000 for the Vanguard FTSE All- World Ex- US Small- Cap ETF (VSS).

 

Creation/Redemption Asset Class Differences

The creation/redemption mechanism described is broadly representative of how most 
ETFs work, regardless of their particular legal structure. However, depending on the 
asset class, some differences exist.

Fixed- income ETFs generally hold large amounts of bonds, which may be illiquid to 
trade (for example, a high- yield municipal bond ETF holds securities that might trade 
only every few days). Because of this, ETF issuers may choose not to do in- kind creations 
and redemptions but instead accept equivalent cash value. This makes the process 
easier for APs, encouraging greater ETF activity, but does result in trading costs and tax 
impact for the ETF. ETF issuers must balance those costs against the benefit of having 
the AP participate more actively in the market, keeping spreads tight and the price of 
the ETF close to fair value.

Similarly, many leveraged and inverse ETFs and commodity ETFs may use cash creation/
redemption because it makes managing their underlying swap positions easier. Since 
swaps are generally negotiated over- the- counter transactions, it would be difficult to 
have APs participate in increasing or decreasing those swap positions.

2.2 Trading and Settlement

There is much confusion in the investor community regarding the underlying mechanics 

of ETF trading and settlement. Whether this confusion relates to shorting, how shares 

are created/redeemed or settled, or how they trade, ETFs are potentially confusing 

to many investors. From the perspective of an investor buying on the open market, 

ETFs go through the same settlement and clearing process as other listed stocks. This 

section explains that process.

US settlement: National Security Clearing Corporation and Depository Trust 

Company. In the United States, all trades that have been entered into on a given 

business day are submitted at the end of the day to the National Security Clearing 

Corporation (NSCC). As long as both parties of a transaction agree that Party 1 sold 

to Party 2 N shares of XYZ stock, the NSCC becomes the guarantor of that transac-

tion—the entity that ensures all parties are immunized against the financial impact of 

any operational problems—on the evening of the trade, and the trade is considered 
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“cleared.” After this point, the buyer is guaranteed beneficial ownership in the stock 

(or ETF) as of the time the trade was marked “executed,” even if something (e.g., bank-

ruptcy) happens to the seller before the trade is settled.

The Depository Trust Company (DTC), of which the NSCC is a subsidiary, holds the 

book of accounts—the actual list of security holders and ownership. This information 

is aggregated at the member firm level, rather than at the individual investor level. For 

instance, the DTC keeps track of how many shares of Microsoft are currently held by 

J.P. Morgan or Charles Schwab, but Charles Schwab is responsible for keeping track 

of which of its customers own how many shares.

After each trade is cleared, the DTC then adds up the total of all trades in a pro-

cess of continuous net settlement. For example, suppose at the end of a trading day 

the following is true:

 ■ E*TRADE owes Schwab 1,000 shares of SPY.

 ■ Schwab owes Bank of America Merrill Lynch 1,000 shares of SPY.

Then, from the DTC’s perspective, Schwab is “whole”: It both is owed and owes 1,000 

shares of SPY. To settle the day’s transactions, E*TRADE’s account will be debited the 

1,000 shares of SPY and Bank of America Merrill Lynch will be credited 1,000 shares.

The NSCC has two days to complete this process and have each firm review 

its records and correct any discrepancies. We refer to this two- day period as T+2 

(trade date + 2 days). This T+2 settlement process works for the vast majority of ETF 

transactions.

Market makers receive special treatment on settlement requirements. Because the 

role of market makers is to make a continuous market in a given security by stand-

ing ready to buy or sell the security on the basis of demand/supply imbalances, they 

are more likely to end up truly short at the end of a given day. Because of the time 

required to create or borrow ETF shares, market makers are given up to six days to 

settle their accounts.

European trading and settlement. In Europe, the majority of ETF owners are insti-

tutional investors. Additionally, the market is fragmented across multiple exchanges, 

jurisdictions, and clearinghouses. This fragmentation results in the use of many different 

trading strategies by investors in both the primary and secondary markets for ETFs. 

Fundamentally, trading works the same as in the United States: An investor purchases 

shares in the secondary market from a market maker or other counterparty. APs use 

the creation/redemption mechanism, which helps keep the ETF share price in line 

with its fair value.

However, Europe’s trading and settlement system is fragmented. The majority of 

trading happens in negotiated over- the- counter trades between large institutions, and 

although those trades are reported, they don’t appear as “live” or published bids and 

asks on the public markets prior to their execution. Most ETFs in Europe are also 

cross- listed on multiple exchanges and may have different share classes available that 

vary in their treatment of distributions or currency hedging. In addition, the European 

settlement process is fragmented. In the United States, trades are cleared and settled 

centrally. In Europe, they are cleared to one of 29 central securities depositories (or 

CSDs). From a practical standpoint, this has no direct impact on investors other than 

the inherent complexity of such a system, which may result in wider spreads and 

higher local market trading costs.
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UNDERSTANDING ETFS

Among the most important questions an investor can ask about an ETF is, Does the 

fund deliver on its promise? The best- managed ETFs charge low and predictable invest-

ment costs, closely track the indexes on which they are based, and provide investors 

with the lowest possible tax exposure for the investment objective. Additionally, these 

funds provide complete, accurate information in their prospectuses and marketing 

materials and explain the fund’s structure, composition, performance, and risks. To 

best understand an ETF’s ability to meet expectations, its expense ratio, index tracking, 

tax treatment, and potential costs and risks should be considered.

3.1 Expense Ratios

Fund expense ratios are often one of the first factors investors look at when evaluating 

ETFs. ETFs generally charge lower fees than mutual funds, in part because ETF pro-

viders do not have to keep track of individual investor accounts, since ETF shares are 

held by and transacted through brokerage firms. Nor do ETF issuers bear the costs of 

communicating directly with individual investors. In addition, index- based portfolio 

management, used by most ETFs, does not require the security and macroeconomic 

research carried out by active managers, which increases fund operating costs.

The actual costs to manage an ETF vary, depending on portfolio complexity (for 

example, how many securities the fund holds, how often rebalancing or strategy 

implementation occurs, difficulty in maintaining portfolio exposures), issuer size 

(economies of scale apply), and the competitive landscape.

ETF expense ratios have been one of the most visible areas of competitive differen-

tiation for issuers, which has led to an overall decline in fees. Exhibit 3 shows average 

US- domiciled ETF expense ratios by asset class at the end of 2018.

Exhibit 3   Average US- Domiciled ETF Expense Ratios by Asset Class at the 

End of 2018

All ETFs

Alternatives

Asset Allocation

Inverse

Leverage

US Equity

International Equity

US Fixed Income

International Fixed Income

Commodities

Currency

0 1.40.40.2 0.6 1.00.8 1.2

Percent

Sources: ETF.com and FactSet, as of 31 December 2018.

Because the average numbers include complex and expensive funds, they dramat-

ically overstate the cost of accessing the most common ETF investment strategies 

and indexes.

3
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As of the end of 2018, expense ratios for broad- based, capitalization- weighted 

indexes were as low as 0.03% for US equities, 0.11% for emerging market equities, 

and 0.04% for US bonds.

3.2 Index Tracking/Tracking Error

Even though an ETF’s expense ratio is useful, it doesn’t fully reflect the cost of holding 

an ETF. To understand how well an ETF delivers on its mandate, it is critical to assess 

the ETF’s ability to track its underlying index.

For index- tracking ETFs, which represented 98% of the US ETF market as measured 

by assets under management (AUM) as of December 2018, ETF managers attempt 

to deliver performance that tracks the fund’s benchmark as closely as possible (after 

subtracting fees). This can be measured by comparing ETF performance with index 

returns. The comparison can be done using daily or periodic returns but should 

always include both a central tendency, such as mean or median, and an expression 

of variability, such as standard deviation or range.

Daily differences. Index tracking is often evaluated using the one- day difference in 

returns between the fund, as measured by its NAV, and its index. Exhibit 4 shows the 

daily tracking difference between the iShares MSCI Emerging Markets ETF (EEM) and 

its underlying index, the MSCI Emerging Markets Index (EMI), for a one- year period. 

EMI is a multicurrency international index containing hundreds of illiquid securities 

in more than 20 emerging markets. The index represents large- and mid- cap stocks in 

each of these markets. At the end of November 2018, EEM held approximately 900 of 

the 1,150 constituents in EMI.

Exhibit 4   EEM Daily Tracking Difference Relative to EMI, One- Year Period 

Ending 30 November 2018

Difference

0.10

0.08

0.06

0.04

0.02

0

–0.02

–0.04

–0.06

–0.08

–0.10
Dec/17 Feb/18 Apr/18 Aug/18 Oct/18Jul/18

Source: FactSet.

Periodic tracking. Tracking error is defined as the standard deviation of differences in 

daily performance between the index and the fund tracking the index, and a reported 

tracking error number is typically for a 12- month period. Over the period shown, 

EEM’s standard deviation of daily performance differences to its index was 0.012%.
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But importantly, tracking error does not reveal the extent to which the fund is 

under- or overperforming its index or anything about the distribution of errors. Daily 

tracking error could be concentrated over a few days or more consistently experienced. 

Therefore, tracking error should be assessed with the mean or median values.

An alternative approach is to look at tracking differences calculated over a longer 

holding period. A series of rolling holding periods can be used to represent both 

central tendencies and variability. This approach allows investors to see the cumula-

tive effect of portfolio management and expenses over an extended period. Exhibit 5 

shows the 12- month rolling return (or cumulative annual) tracking difference between 

EEM and its index.

Exhibit 5   EEM 12- Month Rolling Tracking Difference Relative to EMI, One- 

Year Periods Ending 30 November 2018

12-Month Rolling Tracking Difference

0
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Source: FactSet.

One benefit of the rolling annual analysis is that it allows for comparison with 

other annual metrics, such as the fund’s expense ratio. All else equal, one would 

normally expect an index fund to underperform its benchmark on an annual basis 

by the amount of its expense ratio. In Exhibit 5, EEM’s median tracking difference of 

0.79% exceeded its 0.69% expense ratio by 0.10%. Notably, the range of EEM’s annual 

tracking difference showed some variability, with underperformance as low as 0.38% 

and as high as 0.95%.

Sources of tracking error. Numerous factors can account for differences between 

an ETF’s expected and actual performance and the range of results with respect to its 

index. An ETF’s fees, portfolio construction and management approach, accounting 

practices, regulatory and tax requirements, and asset manager operations all contribute 

to tracking error. Because of this, funds tracking the same underlying index can have 

very different index tracking results.

Sources of benchmark tracking error include the following:

 ■ Fees and expenses—Index calculation generally assumes that trading is friction-

less and occurs at the closing price. A fund’s operating fees and expenses reduce 

the fund’s return relative to the index.
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 ■ Representative sampling/optimization—Rather than fully replicate the index, 

funds may hold only a subset of index securities to track the benchmark index.

 ■ Depositary receipts and other ETFs—Funds may hold securities that are dif-

ferent from those in the index, such as American depositary receipts (ADRs), 

global depositary receipts (GDRs), and other ETFs.

 ■ Index changes—Funds may trade index changes at times and prices that are 

different from those of the benchmark tracked.

 ■ Fund accounting practices—Fund accounting practices may differ from the 

index calculation methodology—for example, valuation practices for foreign 

exchange and fixed income.

 ■ Regulatory and tax requirements—Funds may be subject to regulatory and tax 

requirements that are different from those assumed in index methodology, such 

as with foreign dividend withholding.

 ■ Asset manager operations—ETF issuers may attempt to offset costs through 

security lending and foreign dividend recapture. These act as “negative” costs, 

which enhance fund performance relative to the index.

Fees and expenses. As outlined in the prior sections, fund operating expenses vary 

by ETF, but all else equal, one would normally expect an index fund to underperform 

its benchmark on an annual basis by the amount of its expense ratio.

Representative sampling/optimization. For funds tracking index exposure to small or 

illiquid markets, owning every index constituent can be difficult and costly. Therefore, 

fund managers may choose to optimize their portfolios by holding only a portion, or 

representative sample, of index securities. A striking example is the SPDR S&P Emerging 

Asia Pacific ETF (GMF). As of 7 December 2018, GMF held only 763 of the 2,342 secu-

rities in the S&P Asia Pacific Emerging BMI Index. As shown in Exhibit 6, sampling 

has caused some sizable discrepancies between the fund’s daily return and the index.
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Exhibit 6   GMF Daily Tracking Difference Relative to the S&P Asia Pacific 

Emerging BMI Index, One- Year Period Ending 30 November 2018
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Source: FactSet.

Sampling, or optimization, can affect long- term tracking in two ways. First, it can 

make the median value unpredictive of future median values, especially if market 

regimes shift. Second, it dramatically expands the range of results. Exhibit 7 and the 

table below illustrate these effects, using trailing 12- month (TTM) rolling compar-

isons. Exhibit 7 contrasts EEM’s median trailing 12- month tracking difference with 

GMF’s more variable results.

Exhibit 7   Trailing 12- Month Tracking Difference: EEM and GMF
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Source: FactSet.
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A high level of optimization causes GMF’s portfolio to underperform in certain 

market regimes and outperform in others. Looking at the differences between GMF 

and its underlying index explains why. As of 30 November 2018, GMF’s median con-

stituent market cap was $2.8 billion, whereas the S&P Asia Pacific Emerging BMI’s was 

$0.695 billion, indicating that by holding approximately one- third of index constituents, 

GMF’s portfolio omits many of the index’s mid- caps and small- caps. Therefore, GMF 

will likely underperform the index during times when emerging market mid- caps and 

small- caps outperform emerging market large- caps, and vice versa.

As illustrated in the following table, GMF’s tracking range—the spread between 

its maximum and minimum trailing 12- month tracking difference—is nearly 4 times 

that of EEM. A higher level of optimization within GMF causes it to have a wider 

range of tracking difference relative to its index.

EEM and GMF Tracking Range, One Year Ending 30 

November 2018

EEM GMF

Maximum TTM –0.38% 1.14%

Minimum TTM –0.95% –0.81%

Range 0.57% 1.95%

Source: FactSet.

Representative sampling/optimization, therefore, enhances or detracts from fund 

returns relative to the index depending on whether ETF portfolio holdings outper-

form or underperform those in the index. Compared with a full replication approach, 

representative sampling/optimization introduces greater potential for tracking error.

Depositary receipts and ETFs. When local market shares are illiquid, ETF portfolio 

managers may choose to hold depositary receipts instead of local constituent shares. 

Although the economic exposure is equivalent, exchange trading hours for these 

securities differ. Differences in trading hours and security prices create discrepancies 

between portfolio and index values. Similarly, ETF issuers may choose to hold ETFs as 

underlying holdings. This also creates discrepancies between fund NAV and index value, 

because the ETFs’ holdings are valued at their closing market price and not their NAV.

Index changes. An index provider will periodically change index constituents or 

weights to comply with its index methodology. In the real world, portfolio managers 

may transact these changes before or after the effective date or time of the index 

change/closing prices, at different prices. The more volatile the market, the wider 

the bid–offer spreads and range of traded prices. ETF portfolio managers can use the 

creation/redemption process to manage rebalance trades, by cooperating with APs to 

ensure market- on- close pricing on the rebalance date, thus minimizing this source of 

tracking error.

Fund accounting practices. Differences in valuation practices between the fund and its 

index can create discrepancies that magnify daily tracking differences. Some ETF issuers 

follow the index industry’s convention of establishing (striking) currency valuations 

using WM/Reuters rates, which are set at 4:00 p.m. GMT (11:00 a.m. EST), whereas 

others conform to established mutual fund industry practices of striking currency 

valuations at the close of ETF trading. In the United States, equity markets close at 

4:00 p.m. ET. Many fixed- income ETF portfolios value bond positions at the time of 

the equity market close, in keeping with ETF industry custom. However, fixed- income 

indexes often follow the bond market’s practice of valuing bonds at an earlier time. 
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These practices may create valuation discrepancies between the ETF’s NAV and the 

index value, particularly in volatile segments of the bond market, such as long- dated 

maturities. Valuation discrepancies can also occur for ETFs holding futures, foreign 

securities, physical metals, and currencies held in specie.

Regulatory and tax requirements. Regulatory and tax requirements may cause a fund 

to mis- track its index. For example, non- domestic holders of a nation’s securities owe 

tax on distributions received from securities of companies domiciled in that nation. 

The tax withholding rate charged is determined by treaty and investor domicile. Index 

providers who offer a “net” return series adjust the dividends received to account for the 

tax charged, usually from the point of view of US- domiciled investors. However, index 

providers may use rates different from those experienced by the ETF, which can create 

return differences between the ETF and its index. For many years, Brazil imposed a tax 

on foreign investments coming into the country. Although this tax did not affect the 

closing prices of the local stocks and, therefore, was not reflected in index calculation 

methodology, non- local ETFs domiciled outside Brazil paid this tax whenever they 

acquired Brazilian stocks. This caused fund underperformance relative to the index.

Asset manager operations. ETF issuers may engage in security lending or foreign 

dividend recapture to generate additional income to offset fund expenses. These can 

be considered “negative” costs. Many ETFs (and mutual funds) lend a portion of their 

portfolio holdings to short sellers. In exchange, the ETF receives a fee and earns interest 

on the collateral posted by the borrower (generally, overnight fixed- income securities). 

This creates income for the portfolio. Since securities- lending income is not accounted 

for in the index calculation, it is a source of tracking error. Asset managers may work 

with foreign governments to minimize tax paid on distributions received.

3.3 Tax Issues

Two kinds of tax- based evaluations must be made for all ETFs: First, the investor must 

consider the likelihood of an ETF distributing capital gains to shareholders. Second, 

the investor must consider what happens when the investor sells the ETF. These two 

actions are distinct; the tax efficiency of a fund regarding its capital gains distributions 

has no relation to its tax efficiency at the time of investor sale.

3.3.1 Capital Gains Distributions

The issue of capital gains distributions affects all investors in taxable accounts. In gen-

eral, funds must distribute any capital gains realized during the year. Funds typically 

make these distributions at year- end, although they may make them quarterly or on 

another periodic schedule.

ETFs are said to be “tax fair” and “tax efficient” because they have certain advantages 

over traditional mutual funds regarding capital gains distributions. On average, they 

distribute less in capital gains than competing mutual funds for two primary reasons.

Tax fairness. In a traditional mutual fund, when an investor sells, the fund must 

(with a few exceptions) sell portfolio securities to raise cash to pay the investor. Any 

securities sold at a profit incur a capital gains charge, which is distributed to remaining 

shareholders. Put another way, in a traditional mutual fund, shareholders may have to 

pay tax liabilities triggered by other shareholders redeeming out of the fund.

In contrast, an investor sells ETF shares to another investor in the secondary 

market. The ETF manager typically does not know that the sale is occurring and does 

not need to alter the portfolio to accommodate this transaction. Thus, the selling 

activities of individual investors in the secondary market do not require the fund to 

trade out of its underlying positions. If an AP redeems ETF shares, this redemption 

occurs in kind and is not a taxable event. Thus, redemptions do not trigger capital 
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gain realizations. This aspect is why ETFs are considered “tax fair”: The actions of 

investors selling shares of the fund do not influence the tax liabilities for remaining 

fund shareholders.1

Tax efficiency. The redemption process allows portfolio managers to manage the fund’s 

tax liability. When an authorized participant submits shares of an ETF for redemption, 

the ETF manager can choose which underlying share lots to deliver in the redemption 

basket. By choosing shares with the largest unrealized capital gains—that is, those 

acquired at the lowest cost basis—ETF managers can use the in- kind redemption pro-

cess to reduce potential capital gains in the fund. Tax lot management allows portfolio 

managers to limit the unrealized gains in a portfolio.

Capital gains can still occur with ETFs. For example, in the case of an index delete 

in which an index constituent is being replaced, the outgoing constituent must be 

sold and the new constituent purchased. If the sale price is higher than the fund’s 

original purchase price for the deleted company, a taxable gain occurs. Similarly, many 

indexes have rebalancing periods, and funds tracking these indexes must trade those 

changes. Rebalancing increases the potential for capital gains to occur. Tax efficiency 

can be improved if redemptions occur on index rebalance dates, because this allows 

the portfolio manager to remove appreciated securities via in- kind exchanges, rather 

than selling and realizing a capital gain.

Certain types of ETF portfolios are particularly vulnerable to capital gains. The 

most notable are bond funds, which can realize capital gains when bonds bought at 

a discount mature or when bonds must be sold to conform to investment objectives, 

such as when the day comes that a bond has only 12 months remaining to maturity 

and, therefore, can no longer be held in an intermediate- term bond fund. In addition, 

bond ETF portfolio managers sometimes offer cash redemptions to APs, to promote 

ETF liquidity. If the portfolio manager needs to raise cash by selling appreciated bonds 

in the open market, it may result in capital gains.

3.3.2 Other Distributions

Other events, such as security dividend distributions, can trigger tax liabilities for 

investors. In most markets, ETFs distribute their accumulated dividends; however, in 

some jurisdictions—notably in Europe—ETFs may have share classes that accumulate 

and automatically re- invest dividends into the fund. Because not all distributions are 

treated alike, investors must ensure they understand the tax treatment specific to each 

fund’s domicile, legal structure, and portfolio type.

3.3.3 Taxes on Sale

In most jurisdictions, ETFs are taxed according to their underlying holdings. For 

example, in the United States, an ETF holding equities or bonds will itself be subject 

to the same capital gain, dividend, and return- of- capital tax rules that apply to its 

underlying stock or bond holdings. However, there can be nuances in individual tax 

jurisdictions that require investor analysis. For example, in the United States, exchange- 

traded notes tracking commodity indexes are treated differently from exchange- traded 

funds holding commodity futures contracts, creating a preferential tax treatment. A 

thorough analysis of ETF efficiency should take into account the ETF structure, the 

local market’s taxation regime, and the individual tax situation of the end investor.

1 This is not always the case. US- domiciled “no K- 1” funds—those that use an open- ended 1940 Act 

structure to hold a subsidiary that, in turn, holds futures contracts—cannot redeem in kind and, therefore, 

must distribute gains anytime an AP redeems shares. ETFs operating in certain Asian markets, such as 

China, South Korea, and Malaysia, are vulnerable to capital gains liabilities, because these markets prohibit 

in- kind redemptions.
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3.4 ETF Trading Costs

In comparing ETF and mutual fund costs, the usual starting point is management 

fees, which are often lower for an ETF because most are index based and traded in 

a highly competitive market. However, there are other important costs that should 

be considered.

An ETF has the advantage that it can be purchased whenever exchanges are 

open—as well as at closing NAV of the fund (similar to mutual fund purchases and 

sales) when a transaction is large enough to qualify for a creation or redemption. ETF 

investors usually pay a commission and incur a trading cost related to the liquidity 

factors associated with the ETF.2 The trading, or market impact, costs are influenced 

by the bid–ask spread of the ETF, the size of the trade relative to the normal trading 

activity of the ETF, and the ease of hedging the ETF by the market- making community. 

The closing price of the ETF on the exchange may include a premium or discount 

to the NAV, driven by supply and demand factors on the exchange and the market 

impact costs of executing an exchange transaction.

3.4.1 ETF Bid–Ask Spreads

One of the most important drivers of ETF bid–ask spreads and liquidity is the market 

structure and liquidity of the underlying securities held. Fixed- income securities, 

which trade in a dealer market, tend to have much wider bid–ask spreads than large- 

capitalization stocks. The bid–ask spread of an ETF holding stocks traded in other 

markets and time zones is influenced by whether the markets for the underlying stocks 

are open during the hours in which the ETF trades. For specialized ETFs—such as 

those tracking commodities, volatility futures, or even small- cap stocks—bid–ask 

spreads can be wide simply because the risk of holding a position even for a short 

period of time can be high. For some ETFs, even though the underlying securities are 

liquid, bid–ask spreads may be wide simply because the ETF trades so infrequently 

the market maker or liquidity provider may need to carry ETF positions for some 

time before they accumulate sufficient size to create or redeem. Generally, as long 

as the liquidity in the underlying securities is adequate or hedging instruments can 

be easily sourced, an ETF trade can usually be executed in a cost- effective manner.

The primary factors that determine the width of the quoted bid–ask spread for a 

particular transaction size are the amount of ongoing order flow in the ETF, as measured 

by daily share volume (more flow means lower spreads); the amount of competition 

among market makers for that ETF (more competition means lower spreads); and 

the actual costs and risks for the liquidity provider. The bid–ask spread represents the 

market maker’s price for taking the other side of the ETF transaction, which includes 

the costs and risks to carry the position on his or her books or to hedge the position 

using underlying securities or closely related ETFs or derivatives.

More specifically, ETF bid–ask spreads are generally less than or equal to the 

combination of the following:

 ■ ± Creation/redemption fees and other direct trading costs, such as brokerage 

and exchange fees

 ■ + Bid–ask spreads of the underlying securities held in the ETF

 ■ + Compensation (to market maker or liquidity provider) for the risk of hedging 

or carrying positions for the remainder of the trading day

2 Some brokerage firms, especially those that also are ETF sponsors, have begun competing aggressively 

for business and offer trading with no commissions on ETFs to attract retail investor funds into their 

brokerage platforms.
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 ■ + Market maker’s desired profit spread, subject to competitive forces

 ■ – Discount related to the likelihood of receiving an offsetting ETF order in a 

short time frame

Large, actively traded ETFs have narrow bid–offer spreads and the capacity (or 

liquidity) for large transaction sizes. For very liquid US- listed ETFs, such as SPY (the 

SPDR S&P 500 ETF), VOO (the Vanguard S&P 500 ETF), EEM (the iShares MSCI 

Emerging Markets ETF), or TLT (the iShares 20+ Year Treasury Bond ETF), buyers and 

sellers are active throughout the trading day and market makers have a high likelihood 

of finding the other side or hedging larger orders. Therefore, because most of these 

ETF trades are matched quickly and never involve the creation/redemption process, 

the first three factors do not contribute heavily in their spreads. For liquid ETFs, the 

bid–ask spread can be significantly tighter than the spreads on the underlying securities.

However, the quoted ETF bid–ask spread is generally for a specific, usually small, 

trade size and does not always reflect ETF liquidity for larger transactions (more 

than 10% of average daily volume). For larger trades, posted spreads may not reflect 

trading costs, and these trades may best be handled by negotiation. Investors looking 

to trade larger ETF sizes often work with capital market specialists at ETF managers 

and broker/dealer ETF desks to understand the various ETF execution options and 

associated trading costs.

Exhibit 8 shows the asset- weighted average and median bid–ask spreads for various 

ETF categories traded in the United States.

Exhibit 8   Average and Median Bid–Ask Spreads for US- Traded ETFs

US- Traded ETF Category

AUM ($ 

millions)

Average 

Spread ($ 

asset- weighted)

Median 

Spread

US Equity 1,871,942 0.03% 0.16%

International Equity 731,251 0.05% 0.24%

US Fixed Income 589,851 0.02% 0.14%

International Fixed Income 65,159 0.06% 0.24%

Commodities 62,620 0.05% 0.24%

Leveraged 29,633 0.29% 0.32%

Inverse 11,315 0.10% 0.21%

Asset Allocation 9,318 0.21% 0.29%

Alternatives 4,388 0.18% 0.38%

All US- Traded ETFs* 3,377,276 0.04% 0.20%

* Includes currency ETFs in addition to ETFs listed. Total currency ETF assets are $1,799 million.

Source: FactSet, as of the end of December 2018, based on 60- day averages.

The overall median bid–ask spread for ETFs traded in the United States as of the end 

of 2018 was 0.20%. US equity and fixed- income ETFs have the tightest asset- weighted 

spreads, as low as 0.02%, with the median level closer to 0.15%. International equity 

and international fixed- income spreads are wider, because the underlying securities 

trade in different market structures, making it difficult to price simultaneously, and 

because the underlying security exchanges may be closed during a portion of the US 

trading day. ETF categories representing longer- term strategies, such as asset allo-

cation and alternatives, are less actively traded and have lower asset levels and wider 

spreads, in part because they have less ongoing two- way order flow and, therefore, 

depend more on market makers to source liquidity through the underlying securities. 
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Bid–ask spreads are dynamic and vary by trade, depending on trade size and market 

conditions. Spreads tend to widen when market volatility increases or when significant 

information relating to the underlying index securities is expected.

Understanding spreads for non- equity ETFs is more complex. Although the 

fixed- income ETFs give investors access to a portfolio of debt securities trading with 

transparent bid–ask spreads in the stock market (via the ETF), the actual market for 

the underlying bonds is far less transparent. Most bonds trade over the counter, with 

traders at banks and large bond desks who offer quotes on demand but do not post 

bids or offers on an exchange, although they may participate in some electronic trading.

Some bonds, such as US Treasury securities, are actively traded and have tight 

bid–ask spreads and bid–ask prices regularly advertised on electronic platforms. 

Other corporate debt and high- yield bonds, and some municipals and international 

bonds, trade actively only around the time of issuance, after which they may be held 

until maturity. Therefore, bond ETFs that track indexes containing corporate and 

high- yield debt often invest only in a subset of the most liquid high- yield securities. 

Their bid–ask spreads tend to be wider than those of ETFs based on stocks or US 

Treasuries because of the risk to dealers in hedging inventory and the default risk of 

the securities, especially in periods of weak economic conditions.

3.4.2 Premiums and Discounts

In addition to commissions and bid–ask spreads, ETF premiums and discounts are 

also important components of ETF trading costs.

At the end of the trading day, each ETF has an end- of- day NAV at which shares can 

be created or redeemed and with which the ETF’s closing price can be compared. Most 

investors rely on return calculations based on this closing NAV. NAV is intended to 

be an accurate assessment of the ETF’s fair value. This is the case when the underlying 

securities trade on the same exchange as the one where the ETF is listed (or trades), 

because these securities trade in the same market structure and have the same closing 

price time as the ETF.

During the trading day, exchanges disseminate ETF iNAVs, or “indicated” NAVs; 

iNAVs are intraday “fair value” estimates of an ETF share based on its creation basket 

composition for that day. An ETF is said to be trading at a premium when its share 

price is higher than iNAV and at a discount if its price is lower than iNAV.

The calculation for end- of- day and intraday premiums/discounts is as follows:

End- of- day ETF premium or discount (%) = (ETF price – NAV per share)/NAV 
per share.

Intraday ETF premium or discount (%) = (ETF price – iNAV per share)/iNAV 
per share.

Like tracking error, premiums/discounts are driven by a number of factors, including 

timing differences and stale pricing.

Timing differences. NAV is often a poor fair value indicator for ETFs that hold foreign 

securities because of differences in exchange closing times between the underlying (e.g., 

foreign stocks, bonds, or commodities) and the exchange where the ETF trades. For 

example, if a commodity held in the fund stops trading in the futures market at 3:00 

p.m., the issuer may elect to retain that price for a 4:00 p.m. valuation. If a fund holds 

securities in a different currency, it may choose to “strike” or value the currency at 4:00 

p.m. ET—or occasionally, at 4:00 p.m. London time. In the case where international 

stocks are held in US- traded ETFs, the NAV may be based on a market closing price 

in Asia or Europe that occurred hours ahead of when the ETF stops trading on the 

US exchange.
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Because bonds do not trade on an exchange, no true “closing prices” are available 

for valuing the bonds in a portfolio. Instead, ETF issuers rely on bids from bond desks 

or pricing services for proxy prices. In the case of bonds that have not traded near 

the close of the dealer market, index providers and bondholders typically use pricing 

services for bond valuation. These pricing services often use more liquid bonds that 

have similar features to estimate where the non- traded bond would have closed.

Sometimes, bond pricing model inputs reflect the price at which a dealer is willing 

to buy the bonds and the risk and cost to a dealer in carrying the bonds in inventory. In 

such cases, the ETF’s closing price is often higher than the bid prices of the underlying 

bond holdings used to calculate NAV, making it appear that the ETF is at a premium. 

During times of market stress, few bonds may trade, leaving pricing services without 

updated inputs for their models. Like ETFs holding foreign securities, this causes 

NAVs to be “stale” and, in this case, with possibly too high a valuation given market 

conditions. In this case, fixed- income ETFs with sufficient trading volume may appear 

to be trading at discounts to NAV. In these cases, by reflecting the market’s most 

current assessment of value, liquid ETFs become “price discovery” vehicles.

ETFs also provide price discovery for after- hours markets. For example, US- listed 

ETFs holding European stocks trade until 4:00 p.m. ET, hours after European markets 

have closed. In these cases, premiums or discounts resulting from closed underlying 

markets are not mispricing; rather, they are the market’s best estimate as to where 

the fund holdings would trade if the underlying markets were open.

Stale pricing. ETFs that trade infrequently may also have large premiums or discounts 

to NAV. If the ETF has not traded in the hours leading up to the market close, NAV 

may have significantly risen or fallen during that time owing to market movement. 

In this case, comparing the last ETF trade price—for example, at 1:00 p.m.—with the 

end- of- day 4:00 p.m. NAV would result in a premium (or discount) if the market and 

corresponding NAV fell (or rose) sharply between 1:00 and 4:00 p.m.

This situation can be compounded if days or weeks elapse between the ETF’s trades. 

Some premium/discount calculations use a strict last price input, whereas others 

use a closing midpoint. The strict pricing will quote the last trade price, no matter 

how distant the ETF trade date, which can lead to severe premiums or discounts as 

NAVs are updated on the basis of the latest market closing prices while the ETF price 

remains unchanged at last trade.

ETF prices may be a more accurate reflection than NAVs or iNAVs in the follow-

ing situations: when the underlying securities are less actively traded (less liquid or 

volatile markets), when the underlying market is closed, and when the underlying 

market has time lags (such as the early- closing commodity markets) with respect to 

the market where the ETF trades.

 

Comparison of US ETF Trading Costs

A good way to assess the liquidity and potential trading costs of ETFs is to compare vari-
ous measures of trading activity among similar funds. Exhibit 9 shows trading measures 
for some of the most liquid ETFs—the SPDR S&P 500 ETF (SPY), the iShares Core S&P 
500 ETF (IVV), and the Vanguard S&P 500 ETF (VOO) benchmarked to the S&P 500 Index; 
another large- cap ETF, the iShares MSCI USA Equal Weighted ETF (EUSA), benchmarked 
to the MSCI USA Equal Weighted Index; and a liquid small- cap ETF, the iShares Russell 
2000 ETF (IWM), benchmarked to the Russell 2000 Index.
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Exhibit 9   Selected US Equity Index ETF Trading Measure Comparison

ETF Ticker SPY IVV VOO EUSA IWM

Benchmark Index S&P 500 S&P 500 S&P 500

MSCI USA 

Equal 

Weighted Russell 2000

Volume in US dollars

Daily average volume 24.47 billion 1.22 billion 819.28 mil-

lion

1.32 million 3.90 billion

Median volume 20.23 billion 1.08 billion 739.69 mil-

lion

0.94 million 3.81 billion

Other trading characteristics

Average spread (%) 0.00% 0.01% 0.01% 0.12% 0.01%

Average spread ($) $0.01 $0.03 $0.03 $0.07 $0.01

Median premium/discount (%)a 0.00% 0.00% 0.00% 0.04% 0.01%

Maximum premium (%)a 0.12% 0.13% 0.18% 0.96% 0.12%

Maximum discount (%)a –0.19% –0.11% –0.08% –0.38% –0.13%

a Over previous 12 months.

Source: FactSet, as of 7 November 2018.

SPY, the largest ETF by AUM and the first ETF traded in the United States, is one of 
the most liquid securities in the world. IVV and VOO, with the same benchmark, are used 
more by intermediate- and longer- horizon investors but also have very tight spreads 
because of liquidity in the underlying securities and ease of hedging for market makers. 
SPY trades a median of $20 billion a day, compared with a median of $1 billion for IVV. 
The average bid–ask spread shows that both are highly liquid. In addition, both have 
tight premiums and discounts to NAV.

In contrast, EUSA has a larger spread, 0.12%. The lower liquidity and higher trading 
cost for EUSA can be attributed to the fact that the benchmark index does not have 
futures and other index products available for hedging use by market makers. The MSCI 
USA Equal Weighted Index also includes close to 600 stocks—100 more than the S&P 
500 Index has.

IWM, benchmarked to the Russell 2000 Index of US small- cap stocks, holds far more 
securities than any of the previously mentioned ETFs, and many are small- cap stocks 
that have wide spreads. IWM, however, trades with spreads and premiums/discounts 
close to those of SPY.

How is that possible? First, trading activity in IWM is high (median daily dollar volume 
of $4 billion) and continuous throughout the trading day. Second, the Russell 2000 Index 
has an active futures market, making it easy for market makers and APs to quickly hedge 
the risk of large trades.

Exhibit  10 shows three US fixed- income ETFs—one US- Treasury based and two 
benchmarked to US high- Yield indexes. All three are among the most liquid fixed- income 
ETFs and have tight average bid–ask spreads. The iShares iBoxx $ High Yield Corporate 
Bond ETF (HYG) is the most liquid, with median daily volume of $1.4 billion and a higher 
median premium (0.20%) than the iShares 20+ Year Treasury Bond ETF (TLT). These pos-
itive median premiums indicate that the SPDR Bloomberg Barclays High Yield Bond ETF 
(JNK) and HYG have been in a net demand position over most of the 12- month period 
covered in Exhibit 10 and investors have typically paid above fair value for ETF access 
to a high- yield portfolio.

The maximum premium and discount have generally been much larger for bond ETFs 
compared with the equity ETFs shown in Exhibit 9. This is because the underlying fixed- 
income securities trade in a dealer market and are not continuously priced. In this case, 
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the fixed- income ETFs, which trade on an exchange with more continuous pricing, may 
be a better reflection of true supply and demand for the portfolio since the underlying 
bonds may not trade as frequently, particularly in extreme market conditions.

Exhibit 10   Selected US Fixed- Income ETF Trading Measure Comparison

ETF Ticker TLT JNK HYG

Benchmark Index

ICE US Treasury 

20+ Year Bond 

Index

Bloomberg 

Barclays High 

Yield Very Liquid 

Index

Markit iBoxx USD 

Liquid High Yield Index

Volume in US dollars

Daily average volume 1.04 billion 0.46 billion 1.50 billion

Median volume 0.97 billion 0.41 billion 1.44 billion

Other trading characteristics

Average spread (%) 0.01% 0.03% 0.01%

Average spread ($) $0.01 $0.01 $0.01

Median premium/discount (%)a 0.03% 0.10% 0.20%

Maximum premium (%)a 0.68% 0.41% 0.59%

Maximum discount (%)a –0.52% –0.67% –0.75%

a Over previous 12 months.

Source: FactSet, as of 7 November 2018.

3.5 Total Costs of ETF Ownership

Exhibit 11 provides a summary of cost factors when considering ETFs and mutual 

funds. Some of these costs are explicit, whereas others are implicit and reflected in 

net investment returns. Both ETFs and mutual funds typically pay lower institutional 

commission rates for trades because of their asset size. ETF transaction costs are 

incurred at purchase and sale regardless of holding period, whereas other costs, such 

as management fees, increase as the holding period lengthens. Ongoing costs, such as 

management fees, portfolio turnover, and security lending proceeds, have a consistent 

impact on investment returns based on holding period. ETF trading costs, such as 

commissions and bid–ask spreads, are incurred only at purchase and sale, and their 

return impact diminishes over longer holding periods, whereas management fees and 

other ongoing costs become a more significant proportion of total costs. Tracking 

error can be considered a positive or negative implicit cost.

For active short- term ETF investors who trade frequently, the cost of entering and 

exiting their ETF positions (commissions, bid–ask spreads, premiums/discounts) is 

a far more significant consideration than management fees, tracking error, and other 

costs that accumulate over longer holding periods.

ETFs may trade at market prices higher (premiums) or lower (discounts) than 

NAV, which is based on closing prices for the fund’s underlying securities. Premiums 

and discounts may reflect a lag in the timing of the underlying security valuations 

relative to current market conditions and can be considered positive costs (in the case 

of premiums) or negative costs (in the case of discounts).

There are additional implicit trading costs of fund management, such as portfolio 

turnover costs that are reflected in fund returns. These are incurred within the fund 

as the portfolio manager buys and sells securities to execute the investment strategy 
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and manage fund cash flows. Portfolio turnover costs reduce returns and affect perfor-

mance for all investors in the fund. Many ETFs are based on indexes that have lower 

portfolio turnover than actively managed funds. Taxable gains incurred upon sale can 

be considered positive costs for the investor, whereas taxable losses represent negative 

costs. Security lending income for the fund represents negative costs.

Exhibit 11   Cost Factor Comparison—ETFs and Mutual Funds

Fund Cost Factor

Function of 

Holding Period?

Explicit/

Implicit ETFs

Mutual 

Funds

Management fee Y E X (often less) X

Tracking error Y I X (often less than comparable 

index mutual funds)

(index funds 

only)

Commissions N E X (some free)

Bid–ask spread N I X

Premium/discount to NAV N I X

Portfolio turnover (from investor 

flows and fund management)

Y I X (often less) X

Taxable gains/losses to investors Y E X (often less) X

Security lending Y I X (often more) X

Trading costs vs. management fees. To illustrate the effect of management fees 

versus trading costs, consider an investor who pays a commission of $10 on a $20,000 

trade (0.05% each way) combined with a 0.15% bid–ask spread on purchase and sale. 

The round- trip trading cost is, therefore, 0.25% and is calculated as follows:

 Round- trip trading cost (%) = (One- way commission % × 2) + (½ Bid–ask 

spread % × 2)

  = (0.05% × 2) + (½ × 0.15% × 2)

  = 0.10% + 0.15%

  = 0.25%.

For a round- trip trade that happens over a year, 0.25% can be larger than the annual 

expense ratios of many ETFs. If held for less than a year, the trading costs may be far 

larger than the expense ratio paid on the ETF.

To see the impact of holding period, consider the 3- month versus 12- month versus 

3- year holding period costs for an ETF with a 0.15% annual fee, one- way commissions 

of 0.05%, and a bid–ask spread of 0.15%. Holding period costs can be calculated as 

follows:

Holding period cost (%) = Round- trip trade cost (%) + Management fee for 
period (%).

Specific holding period costs can be calculated as follows:

 3- month holding period cost (%) = 0.25% + 3/12 × 0.15%

  = 0.29%.

 12- month holding period cost (%) = 0.25% + 12/12 × 0.15%

  = 0.40%.

 3- year holding period cost (%) = 0.25% + 36/12 × 0.15%

  = 0.70%.
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Exhibit 12 illustrates that for holding periods of 3 and 12 months, trading costs 

represent the largest proportion of annual holding costs (0.86% and 0.625%, respec-

tively). Excluding the compounding effect, for a three- year holding period, management 

fees represent a much larger proportion of holding costs (0.64%).

Exhibit 12   ETF Management Fee and Trading Cost Comparison

Holding Period: 3 Months 12 Months 3 Years

Commission 0.10% 0.10% 0.10%

Bid–Ask Spread 0.15% 0.15% 0.15%

Management Fee 0.0375% 0.15% 0.45%

Total 0.29% 0.40% 0.70%

Trading Costs % of Total 0.86% 0.625% 0.36%

Management Fees % of Total 0.14% 0.375% 0.64%

For broad- based, capitalization- weighted equity index ETFs that have the lowest 

fees, trading costs represent the largest cost in using an ETF. The longer an ETF is 

held, the greater the proportion of total costs represented by the management fee 

component.

Tactical traders will generally choose an ETF on the basis of its liquidity and trad-

ing costs (e.g., commissions, bid–ask spreads). In many cases, shorter- term tactical 

traders may use an ETF with a higher management fee but a tighter bid–ask spread 

and more active or continuous two- way trading flow to avoid incurring the capital 

commitment cost of a market maker or the cost of arbitrage for the ETF versus the 

underlying securities. The size of the management fee is typically a more significant 

consideration for longer- term buy- and- hold investors.

3.6 Risks

ETFs introduce several unique risks because of their structure, fund holdings, and 

underlying exposure.

3.6.1 Counterparty Risk

Some ETF legal structures involve dependence on a counterparty. A counterparty 

failure can put the investor’s principal at risk of default or affect a portion of the 

assets via settlement risk. Likewise, counterparty activity can affect a fund’s economic 

exposure. Therefore, investors should carefully assess counterparty risk.

Although exchange- traded notes (ETNs) trade on exchanges and have a creation/

redemption mechanism, they are not truly funds because they do not hold underlying 

securities. ETNs are unsecured debt obligations of the institution that issues them 

and are structured as a promise to pay a pattern of returns based on the return of 

the stated index minus fund expenses. The issuer of the note takes responsibility for 

setting up the counterbalancing hedges it believes necessary to meet the obligations.

In the United States, ETNs are registered under the Securities Act of 1933 because 

they are general obligation debt securities of a bank and are not managed by an invest-

ment firm for a fee. Similar ETN structures exist in most markets where ETFs are listed.

ETNs have the largest potential counterparty risk of all exchange- traded products 

because they are unsecured, unsubordinated debt notes and, therefore, are subject 

to default by the ETN issuer. Theoretically, an ETN’s counterparty risk is 100% in the 

event of an instantaneous default by the underwriting bank, and should an issuing 
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bank declare bankruptcy, any ETNs issued by the bank would effectively be worthless. 

Because baskets of notes may be redeemed back to the issuer at NAV, however, it is 

likely that only an extremely rapid and catastrophic failure would take investors by 

surprise. This happened once, in 2008, with three Lehman Brothers–backed ETNs, 

but it has not happened since.

In the United States, some funds offering exposure to non- US- dollar currencies 

achieve this via offshore bank deposits. These funds bear default risk at the deposit- 

holding bank.

Because ETNs and deposit- based ETFs are backed by banks, their default risk can 

be monitored via the issuing bank’s credit default swap (CDS) pricing.

The credit spreads for one- year CDSs by issuer at the end of October 2018 are 

shown in Exhibit 13.

Exhibit 13   One- Year CDS Spreads for ETN Issuers, 24 October 2018

Deutsche Bank AG Natwest Markets PLC Barclays Bank PLC

The Goldman Sachs Group Inc Morgan Stanley Citigroup Inc.

JP Morgan Chase and Company UBS AG

Svenska Handelsbanken AB HSBC Bank PLC

Spread
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Source: Bloomberg

The quoted CDS rates represent the cost to insure debt, in basis points per year; 

so, for example, investors could “insure” $1 million in Goldman Sachs bonds for just 

under $30,000 per year. Although the insurance rate should never be considered an 

estimate of actual default risk for a 12- month period, it does provide a reasonable 

gauge of the relative risk of the various issuers. In general, a one- year CDS rate above 

5% should raise significant concerns among investors because it foretells a significant 

default risk in the year to come.

Settlement risk. A fund that uses over- the- counter (OTC) derivatives, such as swaps, 

to gain market exposure has settlement risk; that is, mark- to- market (unrealized) gains 

are subject to counterparty default. Such ETFs include many European swap- based 

funds (or synthetic ETFs), funds using leverage (or geared funds), some currency funds, 

and some actively managed portfolios. To minimize settlement risk, OTC contracts are 

typically settled frequently—usually on a daily or weekly basis. This frequent settlement 

reduces the exposure the swap partners face if a company goes bankrupt, but there is 

a theoretical risk of counterparty default between settlement periods. In addition, the 

majority of the contract collateral is held in low- risk instruments, such as US T- bills, 

at a custodian bank.
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Swap exposures are not unique to ETFs. Many mutual funds also use swaps and 

other derivatives to gain exposure. With ETFs, swap exposures are somewhat trans-

parent because these holdings are disclosed daily by the ETF provider, although full 

information on counterparties and terms may not be disclosed.

Security lending. ETF issuers (in addition to traditional mutual fund managers 

and institutions) lend their underlying securities to short sellers, earning additional 

income for the fund’s investors. Securities lent are generally overcollateralized, to 102% 

(domestic) or 105% (international), so that the risk from counterparty default is low. 

Cash collateral is usually reinvested into extremely short- term fixed- income securities 

with minimal associated risk. At the time of this reading, there has been no instance of 

shareholder loss due to security lending in an ETF since ETF product inception in the 

early 1990s. A well- run security lending program can generate significant income for 

the ETF issuer, sometimes entirely offsetting the fund’s operating expenses. Most ETF 

issuers credit all profits from this activity back to shareholders, although information 

about issuer lending programs is sometimes not well disclosed.

3.6.2 Fund Closures

Similar to mutual fund closures, ETF issuers may decide to close an ETF. In such a 

case, the fund generally sells its underlying positions and returns cash to investors. This 

activity can trigger capital gain events for investors and the need to find a replacement 

investment. Primary reasons for a fund to close include regulation, competition, and 

corporate activity. “Soft” closures—which do not involve an actual fund closing—

include creation halts and changes in investment strategy.

Regulations. Security regulators can change the regulations governing certain types 

of funds, resulting in forced closure of those funds. For example, commodity futures 

are under constant regulatory scrutiny, and position limits can make it impossible for 

some funds to function. In 2018, the Israeli security regulator banned the ETN structure, 

forcing over 700 products to close and reopen as traditional ETFs.

Competition. Investors have benefited from a growing number of ETFs and increased 

competition. As ETFs proliferate, some funds fail to attract sufficient assets and are 

shut down by the ETF issuer. A fund’s assets under management, in addition to those 

of any competitor, and the ETF’s average daily liquidity are indications of market sup-

port. Low AUM and trading volumes over a significant period could indicate potential 

fund closure.

Corporate actions. Mergers and acquisitions between ETF providers can prompt 

fund closures. When ETF families merge or are sold to other ETF providers, new ETF 

owners may close underperforming ETFs (from an asset- gathering perspective) and 

invest in new, higher- growth opportunities.

Creation halts. ETN issuers may halt creations and redemptions when the issuer no 

longer wants to add debt to its balance sheet related to the index on which the ETN is 

based. A recent example of this occurred in September 2018, when ETN issuer UBS 

issued a “sales halt” for its ETRACS Monthly Pay 2xLeveraged Mortgage REIT ETN 

(MORL), effectively suspending further sales from its outstanding inventory of the ETN 

and preventing new shares from being created. When creations are halted, the ETN 

can trade at a substantial premium over fair value, as the arbitrage mechanism breaks 

down. In this case, MORL traded at a premium of more than 5%. Although all ETFs 

can theoretically close creations in extraordinary situations, in practice, it happens 

more commonly with ETNs.
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Change in investment strategy. Some ETF issuers find it easier to repurpose a low- 

asset ETF from their existing lineup than to close one fund and open another. Issuers 

simply announce a change in the fund’s underlying index—a common occurrence in the 

ETF industry. However, although most index changes result in small adjustments to an 

ETF’s portfolio and economic exposure, these “soft closures” can result in a complete 

overhaul, changing exposures to countries, industries, or even asset classes.

3.6.3 Investor- Related Risk

ETFs provide access to sometimes complex asset classes and strategies. For all ETFs, it 

is important that investors understand the underlying exposure provided by the ETF; 

otherwise, ETFs may introduce risks to investors who do not fully understand them. 

For many investors, leveraged and inverse ETFs fall into this category by failing to 

meet investor expectations. Index methodology (e.g., constituent universe, weighting 

approach) and the fund’s portfolio construction approach are central to understanding 

an ETF’s underlying exposure and related performance.

Leveraged and inverse funds generally offer levered (or geared), inverse, or levered 

and inverse exposure to a given index and have a daily performance objective that is 

a multiple of index returns. These products must reset or adjust their exposure daily 

to deliver the target return multiple each day.

For example, consider a fund offering 300% exposure (3 times or 3×) to the FTSE 

100 Index with a net asset value of £100. It uses swaps to get a notional exposure of 

£300. If the one- day FTSE 100 Index return is 5%, the £300 in exposure becomes £315 

(a 5% increase), and the ETF’s end- of- day NAV is £115: 100 × (1 + 3 × 5%).

In order to deliver 300% of the index’s daily performance for the following day, 

the ETF, now valued at £115, requires notional exposure of £345 for 3 times exposure. 

Because at the end of the day the ETF has only £315 in exposure, it must reset its 

exposure—in this case, increasing notional swap exposure by £30.

This example is outlined in Exhibit 14.

Exhibit 14   Example of Levered 3× ETF Exposure

Index 

Level

One- Day 

Index 

Return 

(%)

3× ETF 

NAV (£)

Notional 

Swap 

Exposure 

(£)

3× Swap 

Exposure 

(£)

Swap 

Exposure 

Adjustment 

(£)

Day 1 100 — 100 300 300 0

Day 2 105 5% 115 315 345 30

If these ETFs are held for longer than a one- day period, the math of compounding 

and resetting exposure is such that an investor will not see the return multiple—for 

example, a 200% or –100% return in the case of a 2× ETF or inverse ETF, respec-

tively—over his or her holding period.

Exhibit 15 presents a levered, inverse fund offering 2 times (–200%) exposure to 

the S&P 500 Index. The fund (–2× ETF) has a starting net asset value of $100 and 

uses swaps to obtain notional exposure.
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Exhibit 15   Example of Levered and Inverse 2× ETF Daily Return vs. Holding 

Period Return

Index 

Level

One- Day 

Index 

Return 

(%)

Index 

Period 

Return 

(%)

–2× ETF 

NAV

One- 

Day ETF 

Return 

(%)

2× ETF 

Holding 

Period 

Return (%)

Day 1 100 — 100 — —

Day 2 110 10% 10% 80 –20% –20%

Day 3 99 –10% –1% 96 20% –4%

Day 1: Both the index and the –2× fund are at a starting level of 100.

Day 2: The index increases to 110, a one- day return of 10%.

The –2× ETF daily return is calculated as follows:

  = –2 × [(110 – 100)/100]

  = –2 × (10%)

  = –20%.

The –2× ETF NAV is calculated as follows:

  = 100 × (1 + –0.2)

  = 80.

Day 3: The index falls to 99, a one- day return of –10%.

The 2× ETF daily return is calculated as follows:

  = –2 × [(99 – 110)/110]

  = –2 × (–10%)

  = 20%.

The –2× ETF NAV is calculated as follows:

  = 80 × (1 + 0.2).

  = 96.

This example shows the fund delivering its promised performance, –2× the daily 

index return, but it also shows how the return may not be what is naively expected 

over periods longer than a day.

Over the three days, the index return is –1%: (99 – 100)/100. A naive expectation 

might assume that over the same period the –2× ETF would return 2% (= –2 × –1%). 

Over the three days, the fund’s actual return was –4%: (96 – 100)/100.

Because of these compounding effects in leveraged ETFs, the funds are generally 

not intended to be buy- and- hold products for more than a one- month horizon. If 

investors are planning to hold them long term, they must rebalance the funds peri-

odically to maintain the desired net exposure.

ETFS IN PORTFOLIO MANAGEMENT

ETFs have become valuable tools for both institutional and retail investors. Available 

on a wide range of passive, systematic (rules- based) active, and traditional active 

strategies and segments of the stock, bond, and commodity markets, ETFs are used for 

both top- down (based on macro views) and bottom- up (focused on security selection) 

4
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investment approaches. In addition to their use in implementing long- term strategic 

exposure to asset classes and risk factors, ETFs are used for tactical tilts, portfolio 

rebalancing, and risk management.

4.1 ETF Strategies

Most institutional asset managers and hedge fund managers, Registered Investment 

Advisers (RIAs), and financial advisers use ETFs for a wide range of strategies. These 

strategies serve many different investment objectives—some strategic, some tactical, 

and some dynamic, where the timing of changes is based on market conditions. Other 

ETF applications help in managing portfolios more efficiently and are used primarily 

for operational purposes. As we discuss the diverse set of strategies that can be found 

in an ETF structure, it is apparent that they are not easily classified as either active or 

passive. Except for core asset class and portfolio efficiency investment applications 

that use ETFs based on market- capitalization weighted benchmarks, almost all ETF- 

related strategies have some component of active investing, either within the ETF 

strategy or in the way the ETF is used.

Not all strategies are suitable in an ETF structure. The disclosure of holdings may 

be undesirable for an active manager who invests in less liquid securities or pursues a 

concentrated investment strategy or one that relies on an approach that cannot be easily 

described (such as a “black box” methodology) or disclosed without compromising 

the strategy. The liquidity of the underlying investments must also be high enough 

to accommodate daily creations and redemptions. Such factors as tax efficiency, low 

fees, and available product make ETFs competitive alternatives to traditional mutual 

funds and active managers. The primary applications in which ETFs are used include 

the following:

Portfolio efficiency: The use of ETFs to better manage a portfolio for efficiency 

or operational purposes. Applications include cash or liquidity management, 

rebalancing, portfolio completion, and active manager transition management.

Asset class exposure management: The use of ETFs to achieve or maintain 

core exposure to key asset classes, market segments, or investment themes on a 

strategic, tactical, or dynamic basis.

Active and factor investing: The use of ETFs to target specific active or factor 

exposures on the basis of an investment view or risk management need.

4.2 Efficient Portfolio Management

ETFs are useful tools for managing portfolio activity necessitated by cash flows and 

changes in external managers. In addition, ETFs can be used to easily accommodate 

portfolio rebalancing needs and unwanted gaps in portfolio exposure.

Portfolio liquidity management. One of the primary institutional applications 

of ETFs is cash flow management. ETFs can be used to invest excess cash balances 

quickly (known as cash equitization), enabling investors to remain fully invested in 

target benchmark exposure, thereby minimizing potential cash drag. Cash drag refers 

to a fund’s mis- tracking relative to its index that results from holding uninvested cash. 

Managers may also use ETFs to transact small cash flows originating from dividends, 

income, or shareholder activity. Some portfolio managers hold small portions of their 

funds in ETFs in anticipation of future cash outflows. Transacting the ETF may incur 

lower trading costs and be easier operationally than liquidating underlying securities 

or requesting funds from an external manager.
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Portfolio rebalancing. Many investors rebalance portfolios on the basis of a specified 

time interval, usually at least quarterly, and some may adjust whenever the market value 

of a portfolio segment, or allocation, deviates from its target weight by a threshold, 

such as 2%. For tighter rebalancing thresholds and more frequent rebalancing time 

intervals, using liquid ETFs with tight bid–ask spreads allows the portfolio manager 

to execute the rebalance in a single ETF trade and ensures the portfolio remains fully 

invested according to its target weights. For investors who have the ability to sell short, 

reducing exposure associated with a rebalance can be done quickly using an ETF, and 

as the underlying securities are sold off, the short position can be covered.

Portfolio completion strategies. ETFs can also be used for completion strategies to 

fill a temporary gap in exposure to an asset class, sector, or investment theme or factor. 

Gaps may arise with changes in external managers or when an existing manager takes 

an active view that moves the portfolio out of a market segment to which the investor 

wishes to have continued exposure. The investor may want to retain the manager but use 

a tactical ETF strategy to maintain exposure to the desired market segment. If external 

managers are collectively underweighting or overweighting an industry or segment, 

such as technology, international small- cap stocks, or high- yield bonds, ETFs can be 

used to adjust exposure up or down to the desired level without making changes to 

underlying external manager allocations.

Transition management. Transition management refers to the process of hiring and 

firing managers—or making changes to allocations with existing managers—while trying 

to keep target allocations in place. Since ETFs exist on most domestic, international, 

and global equity benchmarks, a newly appointed transition manager can invest in an 

ETF to maintain market exposure as she undergoes the process of selling the unwanted 

positions of the manager she is replacing (the terminated manager). The new transition 

manager can then take her time to invest in positions for her strategy and gradually 

reduce the ETF holding.

Asset owners can use ETFs to maintain desired market or asset class exposure in 

the absence of having an external manager in place. For example, if a fixed- income 

manager benchmarked to the Bloomberg Barclays US Aggregate Bond Index is ter-

minated, the asset owner may wish to invest in the iShares Core US Aggregate Bond 

ETF (AGG) to maintain benchmark exposure until a replacement manager can be 

hired. In some cases, asset owners will “fund” new managers with ETF positions. 

The new manager will then sell off his ETF positions in the benchmark index as he 

invests in the underlying securities that meet his desired investment objectives and 

valuation criteria.

For very large asset owners, there are three potential drawbacks to using ETFs for 

portfolio management: (1) Given the asset owner size, they may be able to negotiate 

lower fees for a dedicated separately managed account (SMA) or find lower- cost 

commingled trust accounts that offer lower fees for large investors, (2) an SMA 

can be customized to the investment goals and needs of the investor, and (3) many 

regulators require large ETF holdings (as a percentage of ETF assets) to be disclosed 

to the public. This can detract from the flexibility in managing the ETF position and 

increase the cost of shifting investment holdings.

Exhibit 16 provides a summary of ETF portfolio efficiency applications, covering 

their roles in the portfolio, and examples by benchmark type. Applications include (1) 

transacting cash flows for benchmark exposure, (2) rebalancing to target asset class or 

risk factor weights, (3) filling exposure gaps in portfolio holdings of other strategies 

and funds, and (4) temporarily holding during transitions of strategies or managers.
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Exhibit 16   ETF Portfolio Applications—Portfolio Efficiency

Portfolio Application Role in Portfolio

Examples of ETFs by Benchmark 

Type

Cash Equitization/ 

Liquidity Management

Minimize cash drag by staying fully invested to 

benchmark exposure, transact small cash flows

Liquid ETFs benchmarked to asset 

category

Portfolio Rebalancing Maintain exposure to target weights (asset classes, 

sub- asset classes)

Domestic equity, international equity, 

domestic fixed income

Portfolio Completion Fill gaps in strategic exposure (countries, sectors, 

industries, themes, factors)

International small cap, Canada, bank 

loans, real assets, health care, technol-

ogy, quality, ESG

Manager Transition 

Activity

Maintain interim benchmark exposure during man-

ager transitions

ETFs benchmarked to new manager’s 

target benchmark

4.3 Asset Class Exposure Management

Investors have used index exposure in core asset classes for decades, but one of the 

fastest- growing areas of ETF usage, especially by institutional investors, is fixed income. 

Since the financial crisis of 2008, the reduced capital available for banks (to participate 

in dealer bond markets) has contributed to greater use of fixed- income ETFs for core 

exposure. Except for the largest institutional investors, trading portfolios of bonds is 

much more difficult and expensive than similar portfolio trades in stocks. Fixed- income 

ETFs, especially those benchmarked to indexes containing corporates and high- yield 

securities, provide bond investors with a more efficient (lower cost, more continuous 

pricing, agency market) and liquid means of obtaining core fixed- income exposure.

Core exposure to an asset class or sub- asset class. The primary strategic use of ETFs 

is to gain core index exposure to various asset classes and sub- asset classes. ETFs make 

doing so easy—across global equities, bonds, commodities, and currencies—and inves-

tors regularly use ETFs for broad portfolio diversification. Investors also use ETFs for 

more targeted strategic exposure to such segments as high- yield debt, bank loans, and 

commodities (including crude oil, gold and other metals, and agricultural products).

A financial adviser can use ETFs to build a diversified portfolio on the basis of 

ETF recommendations from his or her firm’s wealth management research team. 

Benchmarked to broad asset classes, portfolio choices for equity ETF exposure might 

include domestic large- and small- cap equities, sectors, such risk factors as dividend 

growth or momentum, industries, and international regions or countries with or 

without currency exposure. Choices for fixed- income ETF exposure might include 

government and corporate debt of various maturities, emerging market debt, bank 

loans, and possibly floating interest rate strategies. Commodity ETF exposure could 

include gold and other metals, broad commodity indexes, agriculture products, and 

oil. Similarly, brokerage firms and robo- advisers may offer more- automated solutions 

that select an ETF allocation based on the investor’s risk and return profile. These 

firms offer a range of ETF investment choices from a preapproved product list to fit 

different asset class and risk factor categories.

Tactical strategies. ETFs can also be used to implement market views and adjust port-

folio risk on a more short- term, tactical basis. Some financial advisers and institutional 

investors allocate a portion of their portfolios for opportunistic trading based on their 

firm’s (or strategist’s) research or short- term outlook. Others make tactical adjustments 

in a range around target weights for asset classes or categories within an asset class. 
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ETFs based on risk factors, country exposure, credit or duration exposure, currencies, 

or even volatility, crude oil, or metals can be used to express tactical views. To profit 

from an expected price decline, investors can sell ETFs short in a margin account.

Thematic ETFs are also used to implement investment views. Thematic ETFs hold 

stocks passively but allow investors to take an active view on a market segment they 

believe will deliver strong returns. These ETFs typically cover a narrow or niche area 

of the market not well represented by an industry. Examples include focused areas of 

technology, such as cybersecurity and robotics. Other themes accessed via ETFs are 

global infrastructure, regional banks, semiconductors, and gold mining. Generally, 

thematic ETFs are tactical tools that serve as substitutes for buying individual stocks 

or an industry ETF that is too broad to adequately represent the investor’s investment 

view. Holdings may overlap with those of other ETFs or other portfolio positions 

but play a role when the investor wants to overweight this segment in the portfolio. 

Thematic ETFs should be evaluated similarly to stocks because they tend to have 

comparable levels of volatility and represent specialized active views.

ETFs that have the highest trading volumes in their asset class category are gener-

ally preferred for tactical trading applications, and the liquidity in many of the largest 

ETFs offered in each region makes them well suited for this purpose. Trading costs and 

liquidity, rather than management fees, are the important criteria in selecting an ETF 

for tactical adjustments. To identify the most commonly used ETFs for tactical strate-

gies, one can look at the ratio of average dollar volume to average assets for the ETF.

Exhibit 17 provides a summary of ETF asset class exposure applications, covering 

their roles in the portfolio, categories of use, and examples by benchmark type. These 

applications relate to using ETFs for strategic, tactical, and dynamic asset class exposure.

Exhibit 17   ETF Portfolio Applications—Asset Class Exposure Management

Portfolio 

Application Category Role in Portfolio

Examples of ETFs by 

Benchmark Type

Core asset class or 

market

Strategic or 

tactical

Core long- term, strategic weighting 

Tactical tilt to enhance returns or modify 

risk 

Ease of access vs. buying underlying 

securities

Domestic equity, interna-

tional equity, fixed income, 

commodities

Equity style, coun-

try, or sector; fixed 

income or commod-

ity segment

Strategic or 

tactical

Tactical tilt to enhance returns or modify 

risk depending on short- term views 

Hedge index exposure of active stocks or 

bond strategy 

Ease of access vs. buying underlying 

securities

Value, growth, Japanese, 

Chinese, UK, Canadian, or 

Mexican equities; corporate 

or high- yield debt; gold; oil; 

agriculture

Equity sector, 

industry, investment 

theme

Dynamic or 

tactical

Tactical or dynamic active tilt to enhance 

returns or modify risk 

Efficient implementation of a thematic/

industry vs. single- stock view 

Capture performance on an emerging theme 

or innovation not reflected in industry 

categories

Technology, financials, oil and 

gas, biotech, infrastructure, 

robotics, gold mining, buy-

backs, internet innovation, 

cybersecurity
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4.4 Active and Factor Investing

In the mid- 2000s, quantitative or rules- based strategies became available in ETFs. 

These strategies had “active” weights different from market capitalization and were 

able to disclose holdings because the stock selection and weighting was not chosen by 

a discretionary portfolio manager but, rather, by a set of quantitative rules, disclosed 

in the index methodology.

The first smart beta ETFs were indexes weighted by company fundamentals, such 

as dividends, or quantitatively screened on stock features. Although adoption was 

initially slow, institutional investors and RIAs now use smart beta ETF strategies 

to gain systematic active exposure to persistent common return drivers or factors. 

Global assets in smart beta equity funds, including both single- factor and multi- factor 

strategies, now represent approximately 20% of ETF assets.

Active ETFs, where the investment strategy is benchmarked but managed with 

discretion, have also gained assets, especially in fixed income, but they still represent 

a relatively small percentage of global ETF assets, at 2%–3%.

Factor (smart beta) ETFs. Factor ETFs are usually benchmarked to an index created 

with predefined rules for screening and/or weighting constituent holdings. The strategy 

index rules are structured around return drivers or factors, such as value, dividend 

yield, earnings or dividend growth, quality, stock volatility, or momentum. Some of 

these factors, such as size, value, and momentum, have academic support as equity 

risk premiums that may be rewarded over the long term. Within each single factor 

category, a range of offerings from competing ETF providers exists, differentiated by 

the criteria used to represent the factor and the weights applied to constituent holdings 

(equal, factor, or cap weighted). Their application is typically in providing longer- term, 

buy- and- hold exposure to a desired factor based on an investment view. Factor ETFs 

can be used to add risk factor allocations that might not be present in a benchmark or 

portfolio—for example, adding an equity index ETF with stocks screened for quality 

to add desired exposure to a quality factor.

Multi- factor ETFs that combine several factors also exist. They may adjust their 

weights dynamically as market opportunities and risk change. In a multi- factor ETF, 

strategy design involves factor selection, factor strategy construction, and a weighting 

scheme across factors that is managed over time. A multi- factor approach typically 

has lower return volatility than a single- factor approach over time but may also have 

less return potential for investors who want to capitalize on factor timing.

The success of active strategy ETFs is related to (1) whether the factor, as repre-

sented by a target benchmark factor index, performs well relative to expectations and 

(2) how effective the selected ETF is at delivering the benchmark factor return. Just 

as with traditional active investing, the success of active investing with ETFs depends 

on the skill of the ETF portfolio manager as well as the end investor’s decision to 

undertake the investment strategy.

Risk management. Some smart beta ETFs are constructed to deliver lower or higher 

risk than that of their asset class benchmark. For example, low- volatility factor ETFs 

select stocks on the basis of their relative return volatility and seek to represent a 

portfolio that offers a lower or target volatility return profile. These low- volatility rules- 

based factor ETFs have gained assets within each segment of the global equity market 

(domestic, developed international, and emerging markets) as investors have moved 

to lower volatility in portfolios. Other ETFs based on the beta characteristics of the 

constituent stocks can be used to adjust the portfolio’s beta profile to desired levels.

ETFs are also used to manage other portfolio risks, such as currency and dura-

tion risk. ETFs that provide international exposure with a hedge on all or part of the 

associated currency risk are available. With respect to interest rate risk management, 

several smart beta fixed- income ETFs hold long positions in corporate or high- yield 
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bonds and hedge out the duration risk of these bonds with futures or short positions 

in government bonds. These ETFs enable investors to add a position to their portfolio 

that seeks returns from taking credit risk with minimal sensitivity to movements in 

interest rates. Active investors with a negative macro view can use inverse asset class 

or factor ETF exposure to temporarily reduce benchmark holding risk. Doing so allows 

them to implement a macro view on a short- term basis and minimize turnover in 

underlying portfolio holdings.

Alternatively weighted ETFs. ETFs that weight their constituents by means other than 

market capitalization, such as equal weighting or weightings based on fundamentals, 

can also be used to implement investment views—for example, ETFs that weight con-

stituent stocks on the basis of their dividend yields. These ETFs select or overweight 

stocks with higher dividend yields, subject to other fundamental criteria or constraints, 

and are used by investors seeking income- generating strategies.

Discretionary active ETFs. The largest active ETFs are in fixed income, where passive 

management is much less prominent than in equities. The PIMCO Active Bond ETF 

(BOND) launched in 2012 with an investment objective similar to that of the world’s 

largest mutual fund at that time, the PIMCO Total Return Fund. Shorter- maturity, 

actively managed ETFs are also available in fixed income. Other active ETFs include 

exposure to senior bank loans, floating rate debt, and mortgage securities. Active equity 

ETFs have also been launched in areas of the technology industry.

“Liquid alternative” ETFs are based on strategy indexes that attempt to deliver 

absolute return performance and/or risk diversification of stock and bond holdings. 

Some of the first liquid alternative ETFs used rules- based strategies to replicate broad 

hedge fund indexes. Other strategy indexes offer transparent, rules- based, “hedge 

fund–like” strategies in specific types of alternatives. Such strategies include long–

short, managed futures, private equity, and merger arbitrage.

Dynamic asset allocation and multi- asset strategies. ETF availability across a wide 

range of equity and bond risk exposures has fostered greater use of dynamic, top- down 

investment strategies based on return and risk forecasts. Asset managers, hedge funds, 

and asset owners have increasingly used ETFs for discretionary asset allocation or 

global macro strategies. Dynamic asset allocation ETF strategies are also available in 

commodities. Although some strategies allocate holdings on the basis of their relative 

risk contribution and others are return focused, all involve adjustments back to target 

weights, as defined by a dynamic investment process. Some pension and sovereign 

wealth funds implement these strategies in house, whereas other investors hire asset 

managers that offer multi- asset strategies. Implementation is done using ETFs, along 

with futures and swaps where available and when they are more efficient to trade.

Proper use of an active or factor strategy ETF requires investors to research and 

assess the index construction methodology and performance history and to ensure 

consistency with their investment view.

Exhibit 18 provides a summary of active and factor ETF portfolio applications, 

covering their roles in the portfolio, categories of use, and examples by benchmark 

type. These applications relate to ETFs as alternatives to other fund products, such 

as active mutual funds. In these cases, ETF evaluation is based on features of the 

investment approach, holdings, cost, risk, and return potential, as well as the impact 

to the portfolio’s overall risk and return.
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Exhibit 18   ETF Portfolio Applications—Active and Factor Investing

Portfolio 

Application Category Role in Portfolio

Examples of ETFs by 

Benchmark Type

Factor exposure Strategic, 

dynamic, or 

tactical

Capture risk premium for one or more 

factors driving returns or risk 

Overweight or underweight depending on 

factor return or risk outlook 

Seek to capture alpha from rules- based 

screening and rebalancing (systematic 

active)

Quality, dividend growth, value, 

momentum, low volatility, 

liquidity screen, multi- factor

Risk management Dynamic or 

tactical

Adjust equity beta, duration, credit, or 

currency risk

Currency- hedged, low- volatility, 

or downside- risk- managed ETFs

Leveraged and 

inverse exposure

Tactical Access leveraged or short exposure for 

short- term tilts or risk management 

Limit losses on shorting to invested funds

ETFs representing asset classes, 

countries, or industries with 

leveraged or inverse daily return 

targets

Alternative weighting Strategic, 

dynamic, or 

tactical

Seek outperformance from weighting based 

on one or more fundamental factors 

Balance or manage risk of security holdings

ETFs weighted by fundamen-

tals, dividends, or risk; equal- 

weighted ETFs

Active strategies 

within an asset class

Strategic Access discretionary active management in 

an ETF structure

ETFs from reputable fixed 

income or equity managers with 

active approach or theme

Dynamic asset 

allocation and multi- 

asset strategies

Dynamic or 

tactical

Seek returns from active allocation across 

asset classes or factors based on return or 

risk outlook 

Invest in a multi- asset- class strategy in 

single product

ETFs that allocate across asset 

categories or investment themes 

based on quantitative or funda-

mental factors

SUMMARY

In this reading, we have examined important considerations for ETF investors, 

including how ETFs work and trade, tax efficient attributes, and key portfolio uses. 

The following is a summary of key points:

 ■ ETFs rely on a creation/redemption mechanism that allows for the continuous 

creation and redemption of ETF shares.

 ■ The only investors who can create or redeem new ETF shares are a special 

group of institutional investors called authorized participants.

 ■ ETFs trade on both the primary market (directly between APs and issuers) 

and on the secondary markets (exchange- based or over- the- counter trades like 

listed equity).

 ■ End investors trade ETFs on the secondary markets, like stocks.

 ■ Holding period performance deviations (tracking differences) are more useful 

than the standard deviation of daily return differences (tracking error).

 ■ ETF tracking differences from the index occur for the following reasons:

 ● fees and expenses,

 ● representative sampling/optimization,
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 ● use of depositary receipts and other ETFs,

 ● index changes,

 ● fund accounting practices,

 ● regulatory and tax requirements, and

 ● asset manager operations.

 ■ ETFs are generally taxed like the securities they hold, with some nuances:

 ● ETFs are more tax fair than traditional mutual funds, because portfolio trad-

ing is generally not required when money enters or exits an ETF.

 ● Owing to the creation/redemption process, ETFs can be more tax efficient 

than mutual funds.

 ● ETF issuers can redeem out low- cost- basis securities to minimize future 

taxable gains.

 ● Local markets have unique ETF taxation issues that should be considered.

 ■ ETF bid–ask spreads vary by trade size and are usually published for smaller 

trade sizes. They are tightest for ETFs that are very liquid and have continuous 

two- way order flow. For less liquid ETFs, the following factors can determine 

the quoted bid–ask spread of an ETF trade:

 ● Creation/redemption costs, brokerage and exchange fees

 ● Bid–ask spread of underlying securities held by the ETF

 ● Risk of hedging or carry positions by liquidity provider

 ● Market makers’ target profit spread

 ■ ETF bid–ask spreads on fixed income relative to equity tend to be wider 

because the underlying bonds trade in dealer markets and hedging is more 

difficult. Spreads on ETFs holding international stocks are tightest when the 

underlying security markets are open for trading.

 ■ ETF premiums and discounts refer to the difference between the exchange price 

of the ETF and the fund’s calculated NAV, based on the prices of the underlying 

securities and weighted by the portfolio positions at the start of each trading 

day. Premiums and discounts can occur because NAVs are based on the last 

traded prices, which may be observed at a time lag to the ETF price, or because 

the ETF is more liquid and more reflective of current information and supply 

and demand than the underlying securities in rapidly changing markets.

 ■ Costs of ETF ownership may be positive or negative and include both explicit 

and implicit costs. The main components of ETF cost are

 ● the fund management fee;

 ● tracking error;

 ● portfolio turnover;

 ● trading costs, such as commissions, bid–ask spreads, and premiums/

discounts;

 ● taxable gains/losses; and

 ● security lending.

 ■ Trading costs are incurred when the position is entered and exited. These 

one- time costs decrease as a portion of total holding costs over longer holding 

periods and are a more significant consideration for shorter- term tactical ETF 

traders.

 ■ Other costs, such as management fees and portfolio turnover, increase as a pro-

portion of overall cost as the investor holding period lengthens. These costs are 

a more significant consideration for longer- term buy- and- hold investors.
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 ■ ETFs are different from exchange- traded notes, although both use the creation/

redemption process.

 ● Exchange- traded notes carry unique counterparty risks of default.

 ● Swap- based ETFs may carry counterparty risk.

 ● ETFs, like mutual funds, may lend their securities, creating risk of counter-

party default.

 ● ETF closures can create unexpected tax liabilities.

 ■ ETFs are used for core asset class exposure, multi- asset, dynamic, and tactical 

strategies based on investment views or changing market conditions; for factor 

or smart beta strategies with a goal to improve return or modify portfolio risk; 

and for portfolio efficiency applications, such as rebalancing, liquidity manage-

ment, completion strategies, and transitions.

 ■ ETFs are useful for investing cash inflows, as well as for raising proceeds to pro-

vide for client withdrawals. ETFs are used for rebalancing to target asset class 

weights and for “completion strategies” to fill a temporary gap in an asset class 

category, sector, or investment theme or when external managers are under-

weight. When positions are in transition from one external manager to another, 

ETFs are often used as the temporary holding and may be used to fund the new 

manager.

 ■ All types of investors use ETFs to establish low- cost core exposure to asset 

classes, equity style benchmarks, fixed- income categories, and commodities.

 ■ For more tactical investing, thematic ETFs are used in active portfolio manage-

ment and represent narrow or niche areas of the equity market not well repre-

sented by industry or sector ETFs.

 ■ Systematic, active strategies that use rules- based benchmarks for exposure to 

such factors as size, value, momentum, quality, or dividend tilts or combina-

tions of these factors are frequently implemented with ETFs.

 ■ Multi- asset and global asset allocation or macro strategies that manage posi-

tions dynamically as market conditions change are also areas where ETFs are 

frequently used.

 ■ Proper utilization requires investors to carefully research and assess the ETF’s 

index construction methodology, costs, risks, and performance history.
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PRACTICE PROBLEMS

1 Which of the following statements regarding exchange- traded funds (ETFs) is 

correct? ETFs:

A disclose their holdings on a quarterly basis.

B trade in both primary and secondary markets.

C offer a creation/redemption mechanism that allows any investor to create or 

redeem shares.

2 The list of securities that a particular ETF wants to own, which is disclosed 

daily by all ETFs, is referred to as the:

A creation unit.

B creation basket.

C redemption basket.

3 When an authorized participant transacts to create or redeem ETF shares, the 

related costs are ultimately borne:

A solely by the ETF sponsor.

B solely by the AP.

C proportionally by all existing ETF shareholders.

4 Assuming arbitrage costs are minimal, which of the following is most likely to 

occur when the share price of an ETF is trading at a premium to its intraday 

NAV?

A New ETF shares will be created by the ETF sponsor.

B Redemption baskets will be received by APs from the ETF sponsor.

C Retail investors will exchange baskets of securities that the ETF tracks for 

creation units.

5 An ETF’s reported tracking error is typically measured as the:

A standard deviation of the difference in daily returns between an ETF and its 

benchmark.

B difference in annual return between an ETF and its benchmark over the past 

12 months.

C annualized standard deviation of the difference in daily returns between an 

ETF and its benchmark.

6 To best assess an ETF’s performance, which reflects the impact of portfolio 

rebalancing expenses and other fees, an investor should:

A review daily return differences between the ETF and its benchmark.

B perform a rolling return assessment between the ETF and its benchmark.

C compare the ETF’s annual expense ratio with that of other ETFs in its asset 

class category.

7 An ETF’s tracking error, as traditionally reported, indicates to investors:

A whether the ETF is underperforming or outperforming its underlying index.

B the magnitude by which an ETF’s returns deviate from its benchmark over 

time.

C the distribution of differences in daily returns between the ETF and its 

benchmark.
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8 For a typical ETF, which of the following sources of tracking error is most likely 

to be the smallest contributor to tracking error?

A Representative sampling

B Fees and expenses incurred by the ETF

C Changes to the underlying index securities

9 Which of the following statements relating to capital gains in ETFs and mutual 

funds is correct?

A ETFs tend to distribute less in capital gains than mutual funds do.

B Mutual funds may elect not to distribute all realized capital gains in a given 

year.

C The selling of ETF shares by some investors may create capital gains that 

affect the remaining ETF investors in terms of taxes.

10 Which of the following statements regarding distributions made by ETFs is 

correct?

A Return- of- capital (ROC) distributions are generally not taxable.

B ETFs generally reinvest any dividends received back into the ETF’s holdings.

C A dividend distribution is a distribution paid to investors in excess of an 

ETF’s earnings.

11 Such factors as regulations, competition, and corporate actions relate to:

A fund- closure risk.

B counterparty risk.

C expectation- related risk.

12 John Smith has invested in an inverse ETF. Smith is a novice investor who is 

not familiar with inverse ETFs, and therefore, he is unsure how the ETF will 

perform because of a lack of understanding of the ETF’s risk and return charac-

teristics. This risk is best described as:

A counterparty risk.

B holdings- based risk.

C expectation- related risk.

13 Investors buying ETFs:

A incur management fees that decrease with the length of the holding period.

B are assured of paying a price equal to the NAV if they purchase shares at the 

market close.

C incur trading costs in the form of commissions and bid–ask spreads at the 

time of purchase.

14 Consider an ETF with the following trading costs and management fees:

 ● Annual management fee of 0.40%

 ● Round- trip trading commissions of 0.55%

 ● Bid–offer spread of 0.20% on purchase and sale

 Excluding compound effects, the expected total holding- period cost for invest-

ing in the ETF over a nine- month holding period is closest to:

A 1.05%.

B 1.15%.

C 1.25%.

15 The bid–ask spread for very liquid, high- volume ETFs will be least influenced 

by the:
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A market maker’s desired profit spread.

B creation/redemption fees and other direct costs.

C likelihood of receiving an offsetting ETF order in a short time frame.

16 Factor (smart beta) strategy ETFs are least likely to be used by investors:

A to modify portfolio risk.

B for tactical trading purposes.

C to seek outperformance versus a benchmark.

17 Which of the following statements regarding applications of ETFs in portfolio 

management is correct?

A Equity ETFs tend to be more active than fixed- income ETFs.

B The range of risk exposures available in the futures market is more diverse 

than that available in the ETF space.

C ETFs that have the highest trading volumes in their asset class category are 

generally preferred for tactical trading applications.
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SOLUTIONS

1 B is correct. ETFs trade in both primary and secondary markets. The pri-

mary market for ETF trading is that which exists on an over- the- counter basis 

between authorized participants (APs), a special group of institutional inves-

tors, and the ETF issuer or sponsor. This process is referred to as creation/

redemption, and it is only through these primary market transactions that 

shares of the ETF can be created or destroyed. ETFs also trade in the secondary 

market on exchanges. Secondary market trading happens between any pair of 

market participants—individual or institutional investors, market makers, and 

so on.

2 B is correct. Each day, ETF managers publicly disclose a list of securities that 

they want to own, which is referred to as the creation basket. This basket also 

serves as the portfolio for determining the intrinsic net asset value (NAV) of the 

ETF on the basis of prices during the trading day.

3 B is correct. The AP generally absorbs all the costs associated with buying or 

selling the securities in the baskets or the ETF shares and pays an additional fee 

to the ETF provider to cover processing fees associated with creation/redemp-

tion activities. APs pass these costs to investors in the ETF’s bid–ask spread, 

which is incurred by investors entering (ETF share buyers) and exiting (ETF 

share sellers) the fund.

4 A is correct. When the share price of an ETF is trading at a premium to its 

intraday NAV and assuming arbitrage costs are minimal, APs will step in and 

take advantage of the arbitrage. Specifically, APs will step in and buy the basket 

of securities that the ETF tracks (the creation basket) and exchange it with the 

ETF provider for new ETF shares (a creation unit). These new shares received 

by APs can then be sold on the open market to realize arbitrage profits.

5 C is correct. An ETF’s tracking error is typically reported as the annual-

ized standard deviation of the daily differential returns of the ETF and its 

benchmark.

6 B is correct. A rolling return assessment, referred to in the ETF industry as the 

“tracking difference,” provides a more informative picture of the investment 

outcome for an investor in an ETF. Such an analysis allows investors to see 

the cumulative effect of portfolio management and expenses over an extended 

period. It also allows for comparison with other annual metrics such as a fund’s 

expense ratio. Tracking error, as a statistic, reveals only ETF tracking variability; 

it does not reveal to investors whether the fund is over- or underperforming 

its index or whether that tracking error is concentrated over a few days or is 

more consistently experienced. An ETF’s expense ratio does not fully reflect 

the investor experience. That is, the expense ratio does not reflect the cost of 

portfolio rebalancing or other fees, making it an inferior assessment measure 

relative to a rolling return assessment.

7 B is correct. An ETF’s tracking error is typically reported as the annualized 

standard deviation of the daily differential returns of the ETF and its bench-

mark. Therefore, an ETF’s reported tracking error indicates to investors the 

magnitude by which an ETF’s returns deviate from those of its benchmark over 

time.

8 C is correct. Although additions and deletions of securities from the underlying 

benchmark index may occur and result in tracking error, such index changes 

generally occur infrequently (often quarterly). In addition, ETF portfolio man-

agers may work with APs for index rebalance trades to ensure market- on- close 
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pricing to minimize this source of tracking error. Therefore, the resulting track-

ing error caused by index changes will not likely be as large as the tracking error 

caused by representative sampling or by fees and expenses incurred by the ETF.

9 A is correct. ETFs tend to distribute far less in capital gains relative to mutual 

funds. This is mostly due to the fact that ETFs have historically had significantly 

lower turnover than mutual funds have had.

10 A is correct. Return- of- capital distributions are amounts paid out in excess of 

an ETF’s earnings and serve to reduce an investor’s cost basis by the amount of 

the distribution. These distributions are generally not taxable.

11 A is correct. Fund- closure risk is the risk that an ETF may shut down. The rea-

sons that lead to an ETF closing down often have to do with changes in regu-

lations, increased competition, and corporate activity (merger and acquisition 

activity within the ETF industry).

12 C is correct. Expectation- related risk is the risk that some ETF investors may 

not fully understand how more complex ETFs will perform because of a lack of 

understanding of sophisticated assets classes and strategies.

13 C is correct. ETF trading costs in the form of commissions and bid–ask spreads 

are paid by investors buying or selling ETF shares on an exchange. These trad-

ing costs are influenced by the bid–ask spread of the ETF, the size of the trade 

relative to the normal trading activity of the ETF, and the ease of hedging the 

ETF by the market- making community. Even the closing price of the ETF on 

the exchange includes a premium or discount to the NAV, driven by supply and 

demand factors on the exchange and the market impact costs of executing an 

exchange transaction. The purchase and sale trading costs of an ETF are paid 

regardless of holding period, whereas other costs, such as management fees, 

increase as the holding period lengthens.

14 A is correct. The expected total holding- period cost for investing in the ETF 

over a nine- month holding period is calculated as follows:

 Total holding- period cost = Annual management fee + Round- trip 

trading commissions + Bid–offer spread on 

purchase/sale.

 Total holding- period cost = (9/12) × (0.40%) + 0.55% + 0.20% = 

1.05%.

15 B is correct. ETF bid–ask spreads are generally less than or equal to the combi-

nation of the following:

 ● ± Creation/redemption fees and other direct costs, such as brokerage and 

exchange fees

 ● + Bid–ask spread of the underlying securities held by the ETF

 ● + Compensation for the risk of hedging or carrying positions by liquidity 

providers (market makers) for the remainder of the trading day

 ● + Market maker’s desired profit spread

 ● – Discount related to the likelihood of receiving an offsetting ETF order in a 

short time frame

 For very liquid and high- volume ETFs, buyers and sellers are active through-

out the trading day. Therefore, because most of these ETF trades are matched 

extremely quickly and never involve the creation/redemption process, the 

first three factors listed do not contribute heavily to their bid–ask spreads. So, 

creation/redemption fees and other direct costs are not likely to have much 

influence on these ETFs’ bid–ask spreads.
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16 B is correct. Factor strategy ETFs are usually benchmarked to an index created 

with predefined rules for screening and/or weighting stock holdings and are 

considered longer- term, buy- and- hold investment options rather than tactical 

trading instruments. The strategy index rules are structured around return 

drivers or factors, such as value, dividend yield, earnings or dividend growth, 

quality, stock volatility, or momentum. Investors using factor- based investing 

seek outperformance versus a benchmark or portfolio risk modification.

17 C is correct. ETFs that have the highest trading volumes in their asset class 

category are generally preferred for tactical trading applications.
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. describe arbitrage pricing theory (APT), including its underlying 

assumptions and its relation to multifactor models;

b. define arbitrage opportunity and determine whether an arbitrage 

opportunity exists;

c. calculate the expected return on an asset given an asset’s factor 

sensitivities and the factor risk premiums;

d. describe and compare macroeconomic factor models, 

fundamental factor models, and statistical factor models;

e. explain sources of active risk and interpret tracking risk and the 

information ratio;

f. describe uses of multifactor models and interpret the output of 

analyses based on multifactor models;

g. describe the potential benefits for investors in considering 

multiple risk dimensions when modeling asset returns.

INTRODUCTION

As used in investments, a factor is a variable or a characteristic with which individual 

asset returns are correlated. Models using multiple factors are used by asset owners, 

asset managers, investment consultants, and risk managers for a variety of portfo-

lio construction, portfolio management, risk management, and general analytical 

purposes. In comparison to single- factor models (typically based on a market risk 

factor), multifactor models offer increased explanatory power and flexibility. These 

comparative strengths of multifactor models allow practitioners to

 ■ build portfolios that replicate or modify in a desired way the characteristics of a 

particular index;
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 ■ establish desired exposures to one or more risk factors, including those that 

express specific macro expectations (such as views on inflation or economic 

growth), in portfolios;

 ■ perform granular risk and return attribution on actively managed portfolios;

 ■ understand the comparative risk exposures of equity, fixed- income, and other 

asset class returns;

 ■ identify active decisions relative to a benchmark and measure the sizing of 

those decisions; and

 ■ ensure that an investor’s aggregate portfolio is meeting active risk and return 

objectives commensurate with active fees.

Multifactor models have come to dominate investment practice, having demon-

strated their value in helping asset managers and asset owners address practical tasks 

in measuring and controlling risk. This reading explains and illustrates the various 

practical uses of multifactor models.

The reading is organized as follows. Section 2 describes the modern portfolio 

theory background of multifactor models. Section 3 describes arbitrage pricing the-

ory and provides a general expression for multifactor models. Section 4 describes the 

types of multifactor models, and Section 5 describes selected applications. Section 6 

summarizes major points.

MULTIFACTOR MODELS AND MODERN PORTFOLIO 

THEORY

In 1952, Markowitz introduced a framework for constructing portfolios of securities 

by quantitatively considering each investment in the context of a portfolio rather than 

in isolation; that framework is widely known today as modern portfolio theory (MPT). 

Markowitz simplified modeling asset returns using a multivariate normal distribu-

tion, which completely defines the distribution of returns in terms of mean returns, 

return variances, and return correlations. One of the key insights of MPT is that any 

value of correlation among asset returns of less than one offers the potential for risk 

reduction by means of diversification. In 1964, Sharpe introduced the capital asset 

pricing model (CAPM), a model for the expected return of assets in equilibrium based 

on a mean–variance foundation. The CAPM and the literature that developed around 

it has provided investors with useful and influential concepts—such as alpha, beta, 

and systematic risk—for thinking about investing. The concept of systematic risk, for 

example, is critical to understanding multifactor models. There are potentially many 

different types of risks to which an investment may be subject, but they are generally 

not equally important so far as investment valuation is concerned. Risk that can be 

avoided by holding an asset in a portfolio, where the risk might be offset by the various 

risks of other assets, should not be compensated by higher expected return, according 

to theory. By contrast, investors would expect compensation for bearing an asset’s 

non- diversifiable risk—systematic risk; only this risk, theory indicates, should be 

priced risk. In the CAPM, an asset’s systematic risk is a positive function of its beta, 

which measures the sensitivity of an asset’s return to the market’s return.1 According 

2

1 Beta can be analyzed as the correlation of the asset’s returns with the market return multiplied by a 

constant that increases with the asset’s return standard deviation.
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to the CAPM, differences in mean return are explained by a single factor, the market 

portfolio return. Greater risk with respect to the market factor—represented by higher 

beta—is expected to be associated with higher return.

The accumulation of evidence from the equity markets during the decades following 

the CAPM’s development have provided clear indications that the CAPM provides 

an incomplete description of risk and that models incorporating multiple sources of 

systematic risk more effectively model asset returns.2 There are, however, various 

perspectives in practice on how to model risk in the context of multifactor models. 

This reading will examine some of these, focusing on macroeconomic factor models 

and fundamental factor models, in subsequent sections.

ARBITRAGE PRICING THEORY

In the 1970s, Ross (1976) developed the arbitrage pricing theory (APT) as an alter-

native to the CAPM. APT introduced a framework that explains the expected return 

of an asset (or portfolio) in equilibrium as a linear function of the risk of the asset (or 

portfolio) with respect to a set of factors capturing systematic risk. Unlike the CAPM, 

the APT does not indicate the identity or even the number of risk factors. Rather, for 

any multifactor model assumed to generate returns (“return- generating process”), the 

theory gives the associated expression for the asset’s expected return.

Suppose that K factors are assumed to generate returns. Then the simplest expres-

sion for a multifactor model for the return of asset i is given by

Ri = ai + bi1I1 + bi2I2 + ... + biKIK + εi,

where

 Ri = the return to asset i

 ai = an intercept term

 Ik = the return to factor k, k = 1, 2, ..., K

 bik = the sensitivity of the return on asset i to the return to factor k, k = 1, 2, ..., 

K

 εi = an error term with a zero mean that represents the portion of the return 

to asset i not explained by the factor model

The intercept term ai is the expected return of asset i, given that all the factors take 

on a value of zero. Equation 1 presents a multifactor return- generating process (a 

time- series model for returns). In any given period, the model may not account fully 

for the asset’s return, as indicated by the error term. But error is assumed to average 

to zero. Another common formulation subtracts the risk- free rate from both sides of 

Equation 1 so that the dependent variable is the return in excess of the risk- free rate 

and one of the explanatory variables is a factor return in excess of the risk- free rate. 

(The Carhart model described below is an example.)

Based on Equation 1, the APT provides an expression for the expected return of 

asset i assuming that financial markets are in equilibrium. The APT is similar to the 

CAPM, but the APT makes less strong assumptions than the CAPM.3 The APT makes 

just three key assumptions:

1 A factor model describes asset returns.

3

(1)

2 See Bodie, Kane, and Marcus (2017) for an introduction to the empirical evidence.

3 The CAPM can be viewed as a special case of the APT that results from making a set of strong additional 

assumptions about investors and markets.

© CFA Institute. For candidate use only. Not for distribution.



Reading 44 ■ Using Multifactor Models298

2 There are many assets, so investors can form well- diversified portfolios that 

eliminate asset- specific risk.

3 No arbitrage opportunities exist among well- diversified portfolios.

Arbitrage is a risk- free operation that requires no net investment of money but earns 

an expected positive net profit.4 An arbitrage opportunity is an opportunity to 

conduct an arbitrage—an opportunity to earn an expected positive net profit without 

risk and with no net investment of money.

In the first assumption, the number of factors is not specified. The second assump-

tion allows investors to form portfolios with factor risk but without asset- specific risk. 

The third assumption is the condition of financial market equilibrium.

Empirical evidence indicates that Assumption 2 is reasonable. When a portfolio 

contains many stocks, the asset- specific or non- systematic risk of individual stocks 

makes almost no contribution to the variance of portfolio returns. Roll and Ross 

(2001) found that only 1%–3% of a well- diversified portfolio’s variance comes from the 

non- systematic variance of the individual stocks in the portfolio, as Exhibit 1 shows.

Exhibit 1   Sources of Volatility: The Case of a Well- Diversified Portfolio

Undiversified Company Specific Risks

Short-Term Inflation

Long-Term Inflation

Business Cycle

Interest Rates

Investor Confidence

Source: What Is the Arbitrage Pricing Theory. Retrieved May 25, 2001, from the World Wide 

Web: www.rollross.com/apt.html. Reprinted with permission of Richard Roll.

According to the APT, if the above three assumptions hold, the following equation 

holds:5

E(Rp) = RF + λ1βp,1 + ... + λKβp,K

where

 E(Rp) = the expected return to portfolio p

 RF = the risk- free rate

 λj = the expected reward for bearing the risk of factor j

 βp,j = the sensitivity of the portfolio to factor j

 K = the number of factors

(2)

4 The word “arbitrage” or the phrase “risk arbitrage” is also sometimes used in practice to describe invest-

ment operations in which significant risk is present.

5 A risk- free asset is assumed. If no risk- free asset exists, in place of RF we write λ0 to represent the expected 

return on a risky portfolio with zero sensitivity to all the factors. The number of factors is not specified but 

must be much lower than the number of assets, a condition fulfilled in practice.
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The APT equation, Equation 2, says that the expected return on any well- diversified 

portfolio is linearly related to the factor sensitivities of that portfolio.

The factor risk premium (or factor price), λj, represents the expected reward 

for bearing the risk of a portfolio with a sensitivity of 1 to factor j and a sensitivity of 

0 to all other factors. The exact interpretation of “expected reward” depends on the 

multifactor model that is the basis for Equation 2. For example, in the Carhart four- 

factor model shown later as Equation 3, the risk premium for the market factor is the 

expected return of the market in excess of the risk- free rate; the factor risk premiums 

for the other three factors are the mean returns of the specific portfolios held long 

(e.g., the portfolio of small- cap stocks for the “small minus big” factor) minus the mean 

return for a related but opposite portfolio (e.g., a portfolio of large- cap stocks, in the 

case of that factor). A portfolio with a sensitivity of 1 to factor j and a sensitivity of 0 

to all other factors is called a pure factor portfolio for factor j (or simply the factor 

portfolio for factor j).

For example, suppose we have a portfolio with a sensitivity of 1 with respect to 

Factor 1 and a sensitivity of 0 to all other factors. Using Equation 2, the expected 

return on this portfolio is E1 = RF + λ1 × 1. If E1 = 0.12 and RF = 0.04, then the risk 

premium for Factor 1 is

0.12 = 0.04 + λ1 × 1

λ1 = 0.12 − 0.04 = 0.08 or 8%

EXAMPLE 1  

Determining the Parameters in a One- Factor APT Model

Suppose we have three well- diversified portfolios that are each sensitive to the 

same single factor. Exhibit 2 shows the expected returns and factor sensitivities of 

these portfolios. Assume that the expected returns reflect a one- year investment 

horizon. To keep the analysis simple, all investors are assumed to agree upon 

the expected returns of the three portfolios as shown in the exhibit.

Exhibit 2   Sample Portfolios for a One- Factor Model

Portfolio Expected Return Factor Sensitivity

A 0.075 0.5

B 0.150 2.0

C 0.070 0.4

We can use these data to determine the parameters of the APT equation. 

According to Equation 2, for any well- diversified portfolio and assuming a single 

factor explains returns, we have E(Rp) = RF + λ1βp,1. The factor sensitivities and 

expected returns are known; thus there are two unknowns, the parameters RF 

and λ1. Because two points define a straight line, we need to set up only two 

equations. Selecting Portfolios A and B, we have

E(RA) = 0.075 = RF + 0.5λ1

and

E(RB) = 0.150 = RF + 2λ1
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From the equation for Portfolio A, we have RF = 0.075 – 0.5λ1. Substituting this 

expression for the risk- free rate into the equation for Portfolio B gives

0.15 = 0.075 – 0.5λ1 + 2λ1

0.15 = 0.075 + 1.5λ1

So we have λ1 = (0.15 – 0.075)/1.5 = 0.05. Substituting this value for λ1 back 

into the equation for the expected return to Portfolio A yields

0.075 = RF + 0.05 × 0.5

RF = 0.05

So the risk- free rate is 0.05 or 5%, and the factor premium for the common 

factor is also 0.05 or 5%. The APT equation is

E(Rp) = 0.05 + 0.05βp,1

From Exhibit 2, Portfolio C has a factor sensitivity of 0.4. Therefore, according 

to the APT, the expected return of Portfolio C should be

E(RB) = 0.05 + (0.05 × 0.4) = 0.07

which is consistent with the expected return for Portfolio C given in Exhibit 2.

EXAMPLE 2  

Checking Whether Portfolio Returns Are Consistent with 

No Arbitrage

In this example, we examine how to tell whether expected returns and factor 

sensitivities for a set of well- diversified portfolios may indicate the presence of 

an arbitrage opportunity. Exhibit 3 provides data on four hypothetical portfolios. 

The data for Portfolios A, B, and C are repeated from Exhibit 2. Portfolio D is a 

new portfolio. The factor sensitivities given relate to the one- factor APT model 

E(Rp) = 0.05 + 0.05βp,1 derived in Example 1. As in Example 1, all investors are 

assumed to agree upon the expected returns of the portfolios. The question 

raised by the addition of this new Portfolio D is, Has the addition of this portfolio 

created an arbitrage opportunity? If there exists a portfolio that can be formed 

from Portfolios A, B, and C that has the same factor sensitivity as Portfolio D 

but a different expected return, then an arbitrage opportunity exists: Portfolio 

D would be either undervalued (if it offers a relatively high expected return) or 

overvalued (if it offers a relatively low expected return).

Exhibit 3   Sample Portfolios for a One- Factor Model

Portfolio Expected Return Factor Sensitivity

A 0.0750 0.50

B 0.1500 2.00

C 0.0700 0.40

D 0.0800 0.45

0.5A + 0.5C 0.0725 0.45
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Exhibit 3 gives data for an equally weighted portfolio of A and C. The expected 

return and factor sensitivity of this new portfolio are calculated as weighted 

averages of the expected returns and factor sensitivities of A and C. Expected 

return is thus (0.50)(0.0750) + (0.50)(0.07) = 0.0725, or 7.25%. The factor sen-

sitivity is (0.50)(0.50) + (0.50)(0.40) = 0.45. Note that the factor sensitivity of 

0.45 matches the factor sensitivity of Portfolio D. In this case, the configuration 

of expected returns in relation to factor risk presents an arbitrage opportunity 

involving Portfolios A, C, and D. Portfolio D offers, at 8%, an expected return 

that is too high given its factor sensitivity. According to the assumed APT model, 

the expected return on Portfolio D should be E(RD) = 0.05 + 0.05βD,1 = 0.05 + 

(0.05 × 0.45) = 0.0725, or 7.25%. Portfolio D is undervalued relative to its factor 

risk. We will buy D (hold it long) in the portfolio that exploits the arbitrage 

opportunity (the arbitrage portfolio). We purchase D using the proceeds from 

selling short an equally weighted portfolio of A and C with exactly the same 

0.45 factor sensitivity as D.

The arbitrage thus involves the following strategy: Invest $10,000 in Portfolio 

D and fund that investment by selling short an equally weighted portfolio of 

Portfolios A and C; then close out the investment position at the end of one 

year (the investment horizon for expected returns). Exhibit 4 demonstrates the 

arbitrage profits to the arbitrage strategy. The final row of the exhibit shows the 

net cash flow to the arbitrage portfolio.

Exhibit 4   Arbitrage Opportunity within Sample Portfolios

Initial Cash 

Flow Final Cash Flow

Factor 

Sensitivity

Portfolio D –$10,000.00 $10,800.00 0.45

Portfolios A and C $10,000.00 –$10,725.00 –0.45

Sum $0.00 $75.00 0.00

As Exhibit 4 shows, if we buy $10,000 of Portfolio D and sell $10,000 of an 

equally weighted portfolio of Portfolios A and C, we have an initial net cash flow 

of $0. The expected value of our investment in Portfolio D at the end of one 

year is $10,000(1 + 0.08) = $10,800. The expected value of our short position in 

Portfolios A and C at the end of one year is −$10,000(1.0725) = –$10,725. So, the 

combined expected cash flow from our investment position in one year is $75.

What about the risk? Exhibit 4 shows that the factor risk has been eliminated: 

Purchasing D and selling short an equally weighted portfolio of A and C creates 

a portfolio with a factor sensitivity of 0.45 – 0.45 = 0. The portfolios are well 

diversified, and we assume any asset- specific risk is negligible.

Because an arbitrage is possible, Portfolios A, C, and D cannot all be consistent 

with the same equilibrium. If Portfolio D actually had an expected return of 8%, 

investors would bid up its price until the expected return fell and the arbitrage 

opportunity vanished. Thus, arbitrage restores equilibrium relationships among 

expected returns.

The Carhart four- factor model, also known as the four- factor model or simply 

the Carhart model, is a frequently referenced multifactor model in current equity 

portfolio management practice. Presented in Carhart (1997), it is an extension of the 
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three- factor model developed by Fama and French (1992) to include a momentum 

factor. According to the model, there are three groups of stocks that tend to have 

higher returns than those predicted solely by their sensitivity to the market return:

 ■ Small- capitalization stocks

 ■ Low price- to- book stocks, commonly referred to as “value” stocks

 ■ Stocks whose prices have been rising, commonly referred to as “momentum” 

stocks

On the basis of that evidence, the Carhart model posits the existence of three system-

atic risk factors beyond the market risk factor. They are named, in the same order as 

above, the following:

 ■ Small minus big (SMB)

 ■ High minus low (HML)

 ■ Winners minus losers (WML)

Equation 3a is the Carhart model, in which the excess return on the portfolio is 

explained as a function of the portfolio’s sensitivity to a market index (RMRF), a market 

capitalization factor (SMB), a book- to- market factor (HML), which is essentially the 

reciprocal of the aforementioned price- to- book ratio, and a momentum factor (WML).

Rp − RF = ap + bp1RMRF + bp2SMB + bp3HML + bp4WML + εp

where

 Rp and RF = the return on the portfolio and the risk- free rate of return, 

respectively

 ap = “alpha” or return in excess of that expected given the portfolio’s 

level of systematic risk (assuming the four factors capture all sys-

tematic risk)

 bp = the sensitivity of the portfolio to the given factor

 RMRF = the return on a value- weighted equity index in excess of the one- 

month T- bill rate

 SMB = small minus big, a size (market capitalization) factor; SMB is the 

average return on three small- cap portfolios minus the average 

return on three large- cap portfolios

 HML = high minus low, the average return on two high book- to- market 

portfolios minus the average return on two low book- to- market 

portfolios

 WML = winners minus losers, a momentum factor; WML is the return on 

a portfolio of the past year’s winners minus the return on a portfo-

lio of the past year’s losers6

 εp = an error term that represents the portion of the return to the port-

folio, p, not explained by the model

Following Equation  2, the Carhart model can be stated as giving equilibrium 

expected return as

E(Rp) = RF + βp,1RMRF + βp,2SMB + βp,3HML + βp,4WML

because the expected value of alpha is zero.

(3a)

(3b)

6 WML is an equally weighted average of the stocks with the highest 30% month returns lagged 1 month 

minus the equally weighted average of the stocks with the lowest 30% 11- month returns lagged 1 month. 

WML has the label PR1YR in the original paper by Carhart.
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The Carhart model can be viewed as a multifactor extension of the CAPM that 

explicitly incorporates drivers of differences in expected returns among assets variables 

that are viewed as anomalies from a pure CAPM perspective. (The term “anomaly” in 

this context refers to an observed capital market regularity that is not explained by, or 

contradicts, a theory of asset pricing.) From the perspective of the CAPM, there are 

size, value, and momentum anomalies. From the perspective of the Carhart model, 

however, size, value, and momentum represent systematic risk factors; exposure to 

them is expected to be compensated in the marketplace in the form of differences in 

mean return.

Size, value, and momentum are common themes in equity portfolio construction, 

and all three factors continue to have robust uses in active management risk decom-

position and return attribution.

MULTIFACTOR MODELS: TYPES

Having introduced the APT, it is appropriate to examine the diversity of multifactor 

models in current use.

In the following sections, we explain the basic principles of multifactor models 

and discuss various types of models and their application. We also expand on the 

APT, which relates the expected return of investments to their risk with respect to 

a set of factors.

4.1 Factors and Types of Multifactor Models

Many varieties of multifactor models have been proposed and researched. We can 

categorize most of them into three main groups according to the type of factor used:

 ■ In a macroeconomic factor model, the factors are surprises in macroeco-

nomic variables that significantly explain returns. In the example of equities, 

the factors can be understood as affecting either the expected future cash flows 

of companies or the interest rate used to discount these cash flows back to the 

present. Among macroeconomic factors that have been used are interest rates, 

inflation risk, business cycle risk, and credit spreads.

 ■ In a fundamental factor model, the factors are attributes of stocks or com-

panies that are important in explaining cross- sectional differences in stock 

prices. Among the fundamental factors that have been used are the book- value- 

to- price ratio, market capitalization, the price- to- earnings ratio, and financial 

leverage.

 ■ In a statistical factor model, statistical methods are applied to historical 

returns of a group of securities to extract factors that can explain the observed 

returns of securities in the group. In statistical factor models, the factors are 

actually portfolios of the securities in the group under study and are therefore 

defined by portfolio weights. Two major types of factor models are factor anal-

ysis models and principal components models. In factor analysis models, the 

factors are the portfolios of securities that best explain (reproduce) historical 

return covariances. In principal components models, the factors are portfolios 

of securities that best explain (reproduce) the historical return variances.

A potential advantage of statistical factor models is that they make minimal assump-

tions. But the interpretation of statistical factors is generally difficult, in contrast to 

macroeconomic and fundamental factors. A statistical factor that is a portfolio with 

weights that are similar to market index weights might be interpreted as “the market 

4
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factor,” for example. But in general, associating a statistical factor with economic 

meaning may not be possible. Because understanding statistical factor models requires 

substantial preparation in quantitative methods, a detailed discussion of statistical 

factor models is outside the scope of this reading.

Our discussion concentrates on macroeconomic factor models and fundamental 

factor models. Industry use has generally favored fundamental and macroeconomic 

models, perhaps because such models are much more easily interpreted and rely less 

on data- mining approaches; nevertheless, statistical factor models have proponents 

and are also used in practical applications.

4.2 The Structure of Macroeconomic Factor Models

The representation of returns in macroeconomic factor models assumes that the 

returns to each asset are correlated with only the surprises in some factors related to 

the aggregate economy, such as inflation or real output.7 We can define surprise in 

general as the actual value minus predicted (or expected) value. A factor’s surprise is 

the component of the factor’s return that was unexpected, and the factor surprises 

constitute the model’s independent variables. This idea contrasts with the represen-

tation of independent variables as returns in Equation 2, reflecting the fact that how 

the independent variables are represented varies across different types of models.

Suppose that K macro factors explain asset returns. Then in a macroeconomic 

factor model, Equation 4 expresses the return of asset i:

Ri = ai + bi1F1 + bi2F2 + ... + biKFK + εi

where

 Ri = the return to asset i

 ai = the expected return to asset i

 bik = the sensitivity of the return on asset i to a surprise in factor k, k = 1, 2, ..., 

K

 Fk = the surprise in the factor k, k = 1, 2, ..., K

 εi = an error term with a zero mean that represents the portion of the return 

to asset i not explained by the factor model

Surprise in a macroeconomic factor can be illustrated as follows: Suppose we are 

analyzing monthly returns for stocks. At the beginning of each month, we have a 

prediction of inflation for the month. The prediction may come from an econometric 

model or a professional economic forecaster, for example. Suppose our forecast at the 

beginning of the month is that inflation will be 0.4% during the month. At the end of the 

month, we find that inflation was actually 0.5% during the month. During any month,

Actual inflation = Predicted inflation + Surprise inflation

In this case, actual inflation was 0.5% and predicted inflation was 0.4%. Therefore, the 

surprise in inflation was 0.5% – 0.4% = 0.1%.

What is the effect of defining the factors in terms of surprises? Suppose we believe 

that inflation and gross domestic product (GDP) growth are two factors that carry 

risk premiums; that is, inflation and GDP represent priced risk. (GDP is a money 

measure of the goods and services produced within a country’s borders.) We do not 

use the predicted values of these variables because the predicted values should already 

be reflected in stock prices and thus in their expected returns. The intercept ai, the 

expected return to asset i, reflects the effect of the predicted values of the macro-

economic variables on expected stock returns. The surprise in the macroeconomic 

(4)

7 See, for example, Burmeister, Roll, and Ross (1994).
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variables during the month, however, contains new information about the variable. As 

a result, this model structure analyzes the return to an asset in three components: the 

asset’s expected return, its unexpected return resulting from new information about 

the factors, and an error term.

Consider a factor model in which the returns to each asset are correlated with 

two factors. For example, we might assume that the returns for a particular stock are 

correlated with surprises in inflation rates and surprises in GDP growth. For stock i, 

the return to the stock can be modeled as

Ri = ai + bi1FINFL + bi2FGDP + εi

where

 Ri = the return to stock i

 ai = the expected return to stock i

 bi1 = the sensitivity of the return to stock i to inflation rate surprises

 FINFL = the surprise in inflation rates

 bi2 = the sensitivity of the return to stock i to GDP growth surprises

 FGDP = the surprise in GDP growth (assumed to be uncorrelated with FINT)

 εi = an error term with a zero mean that represents the portion of the 

return to asset i not explained by the factor model

Consider first how to interpret bi1. The factor model predicts that a 1 percentage 

point surprise in inflation rates will contribute bi1 percentage points to the return 

to stock i. The slope coefficient bi2 has a similar interpretation relative to the GDP 

growth factor. Thus, slope coefficients are naturally interpreted as the factor sensi-

tivities of the asset. A factor sensitivity is a measure of the response of return to each 

unit of increase in a factor, holding all other factors constant. (Factor sensitivities are 

sometimes called factor betas or factor loadings.)

Now consider how to interpret the intercept ai. Recall that the error term has a 

mean or average value of zero. If the surprises in both inflation rates and GDP growth 

are zero, the factor model predicts that the return to asset i will be ai. Thus, ai is the 

expected value of the return to stock i.

Finally, consider the error term, εi. The intercept ai represents the asset’s expected 

return. The term (bi1FINT + bi2FGDP) represents the return resulting from factor sur-

prises, and we have interpreted these as the sources of risk shared with other assets. 

The term εi is the part of return that is unexplained by expected return or the factor 

surprises. If we have adequately represented the sources of common risk (the factors), 

then εi must represent an asset- specific risk. For a stock, it might represent the return 

from an unanticipated company- specific event.

The risk premium for the GDP growth factor is typically positive. The risk premium 

for the inflation factor, however, is typically negative. Thus, an asset with a positive 

sensitivity to the inflation factor—an asset with returns that tend to be positive in 

response to unexpectedly high inflation—would have a lower required return than 

if its inflation sensitivity were negative; an asset with positive sensitivity to inflation 

would be in demand for its inflation- hedging ability.

This discussion has broader applications: It can be used for various asset classes, 

including fixed income and commodities, and can also be used in asset allocation where 

asset classes can be examined in relation to inflation and GDP growth, as illustrated 

below. In Exhibit 5, each quadrant reflects a unique mix of inflation and economic 

growth expectations. Certain asset classes or securities can be expected to perform 

differently in various inflation and GDP growth regimes and can be plotted in the 

appropriate quadrant, thus forming a concrete illustration of a two- factor model, as 

shown below.
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Exhibit 5   Growth and Inflation Factor Matrix

Inflation

Growth

Low Inflation/Low Growth 

 ■ Cash

 ■ Government bonds

High Inflation/Low Growth 

 ■ Inflation- linked bonds

 ■ Commodities

 ■ Infrastructure

Low Inflation/High Growth 

 ■ Equity

 ■ Corporate debt

High Inflation/High Growth 

 ■ Real assets (real estate, timber-

land, farmland, energy)

Note: Entries are assets likely to benefit from the specified combination of growth and inflation.

In macroeconomic factor models, the time series of factor surprises are constructed 

first. Regression analysis is then used to estimate assets’ sensitivities to the factors. In 

practice, estimated sensitivities and intercepts are often acquired from one of the many 

consulting companies that specialize in factor models. When we have the parameters 

for the individual assets in a portfolio, we can calculate the portfolio’s parameters as a 

weighted average of the parameters of individual assets. An individual asset’s weight 

in that calculation is the proportion of the total market value of the portfolio that the 

individual asset represents.

EXAMPLE 3  

Estimating Returns for a Two- Stock Portfolio Given Factor 

Sensitivities

Suppose that stock returns are affected by two common factors: surprises in 

inflation and surprises in GDP growth. A portfolio manager is analyzing the 

returns on a portfolio of two stocks, Manumatic (MANM) and Nextech (NXT). 

The following equations describe the returns for those stocks, where the factors 

FINFL and FGDP represent the surprise in inflation and GDP growth, respectively:

RMANM = 0.09 − 1FINFL + 1FGDP + εMANM

RNXT = 0.12 + 2FINFL + 4FGDP + εNXT

One- third of the portfolio is invested in Manumatic stock, and two- thirds 

is invested in Nextech stock.

1 Formulate an expression for the return on the portfolio.

2 State the expected return on the portfolio.

3 Calculate the return on the portfolio given that the surprises in inflation 

and GDP growth are 1% and 0%, respectively, assuming that the error 

terms for MANM and NXT both equal 0.5%.

In evaluating the equations for surprises in inflation and GDP, amounts stated 

in percentage terms need to be converted to decimal form.
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Solution to 1:

The portfolio’s return is the following weighted average of the returns to the 

two stocks:

 RP = (1/3)(0.09) + (2/3)(0.12) + [(1/3)(–1) + (2/3)(2)]FINFL + [(1/3)(1) + 

(2/3)(4)]FGDP + (1/3)εMANM + (2/3)εNXT

  = 0.11 + 1FINFL + 3FGDP + (1/3)εMANM + (2/3)εNXT

Solution to 2:

The expected return on the portfolio is 11%, the value of the intercept in the 

expression obtained in the solution to 1.

Solution to 3:

 RP = 0.11 + 1FINFL + 3FGDP + (1/3)εMANM + (2/3)εNXT

  = 0.11 + 1(0.01) + 3(0) + (1/3)(0.005) + (2/3)(0.005)

  = 0.125, or 12.5%

4.3 The Structure of Fundamental Factor Models

We earlier gave the equation of a macroeconomic factor model as

Ri = ai + bi1F1 + bi2F2 + ... + biKFK + εi

We can also represent the structure of fundamental factor models with this equation, 

but we need to interpret the terms differently.

In fundamental factor models, the factors are stated as returns rather than return 

surprises in relation to predicted values, so they do not generally have expected val-

ues of zero. This approach changes the meaning of the intercept, which is no longer 

interpreted as the expected return.8

Factor sensitivities are also interpreted differently in most fundamental factor 

models. In fundamental factor models, the factor sensitivities are attributes of the 

security. An asset’s sensitivity to a factor is expressed using a standardized beta, 

the value of the attribute for the asset minus the average value of the attribute across 

all stocks divided by the standard deviation of the attribute’s values across all stocks.

bik =
−Value of attribute  for asset Average value of attrk i iibute 

Values of attribute 
k

kσ( )
Consider a fundamental model for equities that uses a dividend yield factor. After 

standardization, a stock with an average dividend yield will have a factor sensitivity 

of 0, a stock with a dividend yield one standard deviation above the average will have 

a factor sensitivity of 1, and a stock with a dividend yield one standard deviation 

below the average will have a factor sensitivity of −1. Suppose, for example, that an 

investment has a dividend yield of 3.5% and that the average dividend yield across 

all stocks being considered is 2.5%. Further, suppose that the standard deviation of 

dividend yields across all stocks is 2%. The investment’s sensitivity to dividend yield 

is (3.5% − 2.5%)/2% = 0.50, or one- half standard deviation above average. The scaling 

permits all factor sensitivities to be interpreted similarly, despite differences in units 

of measure and scale in the variables. The exception to this interpretation is factors 

(5)

8 If the coefficients were not standardized as described in the following paragraph, the intercept could be 

interpreted as the risk- free rate, because it would be the return to an asset with no factor risk (zero factor 

betas) and no asset- specific risk. With standardized coefficients, the intercept is not interpreted beyond 

being an intercept in a regression included so that the expected asset- specific risk equals zero.
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for binary variables, such as industry membership. A company either participates 

in an industry or does not. Industry factor is represented by 0−1 dummy variables.9 

The value of the variable is 1 if the stock belongs to the industry and 0 if it does not.

A second distinction between macroeconomic multifactor models and funda-

mental factor models is that with the former, we develop the factor (surprise) series 

first and then estimate the factor sensitivities through regressions; with the latter, we 

generally specify the factor sensitivities (attributes) first and then estimate the factor 

returns through regressions.

Financial analysts use fundamental factor models for a variety of purposes, 

including portfolio performance attribution and risk analysis. (Performance attribu-

tion consists of return attribution and risk attribution. Return attribution is a set of 

techniques used to identify the sources of the excess return of a portfolio against its 

benchmark. Risk attribution addresses the sources of risk, identifying the sources of 

portfolio volatility for absolute mandates and the sources of tracking risk for relative 

mandates.) Fundamental factor models focus on explaining the returns to individual 

stocks using observable fundamental factors that describe either attributes of the 

securities themselves or attributes of the securities’ issuers. Industry membership, 

price- to- earnings ratio, book- value- to- price ratio, size, and financial leverage are 

examples of fundamental factors.

Example 4 discusses a study that examined macroeconomic, fundamental, and 

statistical factor models.

EXAMPLE 4  

Comparing Types of Factor Models

Connor (1995) contrasted a macroeconomic factor model with a fundamental 

factor model to compare how well the models explain stock returns.

Connor reported the results of applying a macroeconomic factor model to the 

returns for 779 large- cap US stocks based on monthly data from January 1985 

through December 1993. Using five macroeconomic factors, Connor was able to 

explain approximately 11% of the variance of return on these stocks.10 Exhibit 6 

shows his results.

Exhibit 6   The Explanatory Power of the Macroeconomic Factors

Factor

Explanatory Power 

from Using Each 

Factor Alone

Increase in 

Explanatory Power 

from Adding Each 

Factor to All the 

Others

Inflation 1.3% 0.0%

Term structure 1.1% 7.7%

9 To further explain 0–1 variables, industry membership is measured on a nominal scale because mea-

surement consists only in identifying the industry to which a company belongs. A nominal variable can 

be represented in a regression by a dummy variable (a variable that takes on the value of 0 or 1). For more 

on dummy variables, see the reading on multiple regression.

10 The explanatory power of a given model was computed as 1 – [(Average asset- specific variance of return 

across stocks)/(Average total variance of return across stocks)]. The variance estimates were corrected for 

degrees of freedom, so the marginal contribution of a factor to explanatory power can be zero or negative. 

Explanatory power captures the proportion of the total variance of return that a given model explains for 

the average stock.
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Factor

Explanatory Power 

from Using Each 

Factor Alone

Increase in 

Explanatory Power 

from Adding Each 

Factor to All the 

Others

Industrial production 0.5% 0.3%

Default premium 2.4% 8.1%

Unemployment –0.3% 0.1%

  All factors (total explana-

tory power)

10.9%

Source: Connor (1995).

Connor also reported a fundamental factor analysis of the same companies. 

The factor model employed was the BARRA US- E2 model (as of 2015, the 

current version is E4). Exhibit 7 shows these results. In the exhibit, “variability 

in markets” represents the stock’s volatility, “success” is a price momentum 

variable, “trade activity” distinguishes stocks by how often their shares trade, 

and “growth” distinguishes stocks by past and anticipated earnings growth.11

Exhibit 7   The Explanatory Power of the Fundamental Factors

Factor

Explanatory Power 

from Using Each 

Factor Alone

Increase in 

Explanatory Power 

from Adding Each 

Factor to All the 

Others

Industries 16.3% 18.0%

Variability in markets 4.3% 0.9%

Success 2.8% 0.8%

Size 1.4% 0.6%

Trade activity 1.4% 0.5%

Growth 3.0% 0.4%

Earnings to price 2.2% 0.6%

Book to price 1.5% 0.6%

Earnings variability 2.5% 0.4%

Financial leverage 0.9% 0.5%

Foreign investment 0.7% 0.4%

Labor intensity 2.2% 0.5%

Dividend yield 2.9% 0.4%

  All factors (total explana-

tory power)

42.6%

Source: Connor (1995).

Exhibit 6   (Continued)

11 The explanations of the variables are from Grinold and Kahn (1994); Connor did not supply definitions.
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As Exhibit 7 shows, the most important fundamental factor is “industries,” 

represented by 55 industry dummy variables. The fundamental factor model 

explained approximately 43% of the variation in stock returns, compared with 

approximately 11% for the macroeconomic factor model. Because “industries” 

must sum to the market and the market portfolio is not incorporated in the 

macroeconomic factor model, some advantage to the explanatory power of 

the fundamental factor may be built into the specific models being compared. 

Connor’s article also does not provide tests of the statistical significance of the 

various factors in either model; however, Connor’s research is strong evidence 

for the usefulness of fundamental factor models, and this evidence is mirrored 

by the wide use of those models in the investment community. Fundamental 

factor models are frequently used in portfolio performance attribution, for 

example. Typically, fundamental factor models employ many more factors than 

macroeconomic factor models, giving a more detailed picture of the sources of 

an investment manager’s returns.

We cannot conclude from this study, however, that fundamental factor 

models are inherently superior to macroeconomic factor models. Each major 

type of model has its uses. The factors in various macroeconomic factor models 

are individually backed by statistical evidence that they represent systematic 

risk (i.e., risk that cannot be diversified away). The same may not be true of 

each factor in a fundamental factor model; for example, a portfolio manager 

can easily construct a portfolio that excludes a particular industry, so exposure 

to a particular industry is not systematic risk. The two types of factors, mac-

roeconomic and fundamental, have different implications for measuring and 

managing risk, in general. The macroeconomic factor set is parsimonious (five 

variables in the model studied) and allows a portfolio manager to incorporate 

economic views into portfolio construction by adjustments to portfolio exposures 

to macro factors. The fundamental factor set examined by Connor is large (67 

variables, including the 55 industry dummy variables), and at the expense of 

greater complexity, it can give a more detailed picture of risk in terms that are 

easily related to company and security characteristics. Connor found that the 

macroeconomic factor model had no marginal explanatory power when added 

to the fundamental factor model, implying that the fundamental risk attributes 

capture all the risk characteristics represented by the macroeconomic factor 

betas. Because the fundamental factors supply such a detailed description of the 

characteristics of a stock and its issuer, however, this finding is not necessarily 

surprising.

We encounter a range of distinct representations of risk in the fundamental 

models that are currently used in practical applications. Diversity exists in both the 

identity and exact definition of factors as well as in the underlying functional form 

and estimation procedures. Despite the diversity, we can place the factors of most 

fundamental factor models for equities into three broad groups:

 ■ Company fundamental factors. These are factors related to the company’s 

internal performance. Examples are factors relating to earnings growth, earn-

ings variability, earnings momentum, and financial leverage.

 ■ Company share- related factors. These factors include valuation measures and 

other factors related to share price or the trading characteristics of the shares. 

In contrast to the previous category, these factors directly incorporate investors’ 

expectations concerning the company. Examples include price multiples such as 
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earnings yield, dividend yield, and book to market. Market capitalization falls 

under this heading. Various models incorporate variables relating to share price 

momentum, share price volatility, and trading activity that fall in this category.

 ■ Macroeconomic factors. Sector or industry membership factors fall under 

this heading. Various models include factors such as CAPM beta, other similar 

measures of systematic risk, and yield curve level sensitivity, all of which can be 

placed in this category.

For global factor models in particular, a classification of country, industry, and style 

factors is often used. In that classification, country and industry factors are dummy 

variables for country and industry membership, respectively. Style factors include 

those related to earnings, risk, and valuation that define types of securities typical of 

various styles of investing.

MULTIFACTOR MODELS: SELECTED APPLICATIONS

The following sections present selected applications of multifactor models in investment 

practice. The applications discussed are return attribution, risk attribution, portfolio 

construction, and strategic portfolio decisions.

We begin by discussing portfolio return attribution and risk attribution, focusing 

on the analysis of benchmark- relative returns.

After discussing performance attribution and risk analysis, we explain the use of 

multifactor models in creating a portfolio with a desired set of risk exposures.

Additionally, multifactor models can be used for asset allocation purposes. Some 

large, sophisticated asset owners have chosen to define their asset allocation opportunity 

sets in terms of macroeconomic or thematic factors and aggregate factor exposures 

(represented by pure factor portfolios as defined earlier). Many others are examining 

their traditionally derived asset allocation policies using factor models to map asset 

class exposure to factor sensitivities. The trend toward factor- based asset allocation 

has two chief causes: first is the increasing availability of sophisticated factor models 

(like the BARRA models used in the examples below), and second is the more intense 

focus by asset owners on the many dimensions of risk.

5.1 Factor Models in Return Attribution

Multifactor models can help us understand in detail the sources of a manager’s returns 

relative to a benchmark. For simplicity, in this section we analyze the sources of the 

returns of a portfolio fully invested in the equities of a single national equity market,12 

though the same methodology can be applied across asset classes and geographies.

Analysts often favor fundamental multifactor models in decomposing (separating 

into basic elements) the sources of returns. In contrast to statistical factor models, 

fundamental factor models allow the sources of portfolio performance to be described 

using commonly understood terms. Fundamental factors are also thematically under-

standable and can be incorporated into simple narratives for clients concerning return 

or risk attribution.

5

12 This assumption allows us to ignore the roles of country selection, asset allocation, market timing, 

and currency hedging, greatly simplifying the analysis. However, we can perform similar analyses using 

multifactor models in a more general context.
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Also, in contrast to macroeconomic factor models, fundamental models express 

investment style choices and security characteristics more directly and often in greater 

detail.

We first need to understand the objectives of active managers. As mentioned pre-

viously, managers are commonly evaluated relative to a specified benchmark. Active 

portfolio managers hold securities in different- from- benchmark weights in an attempt 

to add value to their portfolios relative to a passive investment approach. Securities 

held in different- from- benchmark weights reflect portfolio manager expectations 

that differ from consensus expectations. For an equity manager, those expectations 

may relate to common factors driving equity returns or to considerations unique 

to a company. Thus, when we evaluate an active manager, we want to ask questions 

such as, Did the manager have insights that were effectively translated into returns in 

excess of those that were available from a passive alternative? Analyzing the sources 

of returns using multifactor models can help answer these questions.

The return on a portfolio, Rp, can be viewed as the sum of the benchmark’s return, 

RB, and the active return (portfolio return minus benchmark return):

Active return = Rp − RB

With the help of a factor model, we can analyze a portfolio manager’s active return 

as the sum of two components. The first component is the product of the portfolio 

manager’s factor tilts (over- or underweights relative to the benchmark factor sensi-

tivities) and the factor returns; we call that component the return from factor tilts. 

The second component of active return reflects the manager’s skill in individual 

asset selection (ability to overweight securities that outperform the benchmark or 

underweight securities that underperform the benchmark); we call that component 

security selection. Equation 7 shows the decomposition of active return into those 

two components, where k represents the factor or factors represented in the bench-

mark portfolio:

Active return Portfolio sensitivity Benchmark sensitivi= ( ) −k tty

Factor return Security selection

( )⎡⎣ ⎤⎦

× ( ) +
=

∑ k
k

K

k

1

In Equation 7, the portfolio’s and benchmark’s sensitivities to each factor are calculated 

as of the beginning of the evaluation period.

EXAMPLE 5  

Four- Factor Model Active Return Decomposition

As an equity analyst at a pension fund sponsor, Ronald Service uses the Carhart 

four- factor multifactor model of Equation 3a to evaluate US equity portfolios:

Rp − RF = ap + bp1RMRF + bp2SMB + bp3HML + bp4WML + εp

Service’s current task is to evaluate the performance of the most recently 

hired US equity manager. That manager’s benchmark is an index representing 

the performance of the 1,000 largest US stocks by market value. The manager 

describes himself as a “stock picker” and points to his performance in beating 

the benchmark as evidence that he is successful. Exhibit 8 presents an analysis 

based on the Carhart model of the sources of that manager’s active return during 

the year, given an assumed set of factor returns. In Exhibit 8, the entry titled 

“A. Return from Factor Tilts,” equal to 2.1241%, is the sum of the four numbers 

above it. The exhibit (“B. Security Selection”) gives security selection as equal 

to −0.05%. Active return is found as the sum of these two components: 2.1241% 

+ (−0.05%) = 2.0741%.

(6)

(7)
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Exhibit 8   Active Return Decomposition

Factor Sensitivity

Factor Return 

(4)

Contribution to Active Return

Factor

Portfolio 

(1)

Benchmark 

(2)

Difference 

(3) = (1) − (2)

Absolute 

(3) × (4)

Proportion of 

Total Active

RMRF 0.95 1.00 −0.05 5.52% −0.2760% −13.3%

SMB −1.05 −1.00 −0.05 −3.35% 0.1675% 8.1%

HML 0.40 0.00 0.40 5.10% 2.0400% 98.4%

WML 0.05 0.03 0.02 9.63% 0.1926% 9.3%

A. Return from Factor Tilts = 2.1241% 102.4%

B. Security Selection = −0.0500% −2.4%

C. Active Return (A + B) = 2.0741% 100.0%

From his previous work, Service knows that the returns to growth- style 

portfolios often have a positive sensitivity to the momentum factor (WML). By 

contrast, the returns to certain value- style portfolios, in particular those fol-

lowing a contrarian strategy, often have a negative sensitivity to the momentum 

factor. Using the information given, address the following questions (assume the 

benchmark chosen for the manager is appropriate):

1 Determine the manager’s investment mandate and his actual investment 

style.

2 Evaluate the sources of the manager’s active return for the year.

3 What concerns might Service discuss with the manager as a result of the 

return decomposition?

Solution to 1:

The benchmarks chosen for the manager should reflect the baseline risk charac-

teristics of the manager’s investment opportunity set and his mandate. We can 

ascertain whether the manager’s actual style follows the mandate by examining 

the portfolio’s actual factor exposures:

 ■ The sensitivities of the benchmark are consistent with the description in 

the text. The sensitivity to RMRF of 1 indicates that the assigned bench-

mark has average market risk, consistent with it being a broad- based 

index; the negative sensitivity to SMB indicates a large- cap orientation. 

The mandate might be described as large- cap without a value/growth bias 

(HML is zero) or a momentum bias (WML is close to zero).

 ■ Stocks with high book- to- market ratios are generally viewed as value 

stocks. Because the equity manager has a positive sensitivity to HML 

(0.40), it appears that the manager has a value orientation. The manager is 

approximately neutral to the momentum factor, so the equity manager is 

not a momentum investor and probably not a contrarian value investor. In 

summary, the above considerations suggest that the manager has a large- 

cap value orientation.

Solution to 2:

The dominant source of the manager’s positive active return was his positive 

active exposure to the HML factor. The bet contributed approximately 98% of 

the realized active return of about 2.07%. The manager’s active exposure to the 

overall market (RMRF) was unprofitable, but his active exposures to small stocks 
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(SMB) and to momentum (WML) were profitable; however, the magnitudes of 

the manager’s active exposures to RMRF, SMB, and WML were relatively small, 

so the effects of those bets on active return were minor compared with his large 

and successful bet on HML.

Solution to 3:

Although the manager is a self- described “stock picker,” his active return from 

security selection in this period was actually negative. His positive active return 

resulted from the concurrence of a large active bet on HML and a high return to 

that factor during the period. If the market had favored growth rather than value 

without the manager doing better in individual security selection, the manager’s 

performance would have been unsatisfactory. Service’s conversations with the 

manager should focus on evidence that he can predict changes in returns to the 

HML factor and on the manager’s stock selection discipline.

5.2 Factor Models in Risk Attribution

Building on the discussion of active returns, this section explores the analysis of 

active risk. A few key terms are important to the understanding of how factor models 

are used to build an understanding of a portfolio manager’s risk exposures. We will 

describe them briefly before moving on to the detailed discussion of risk attribution.

Active risk can be represented by the standard deviation of active returns. A 

traditional term for that standard deviation is tracking error (TE). Tracking risk is 

a synonym for tracking error that is often used in the CFA Program curriculum. We 

will use the abbreviation TE for the concept of active risk and refer to it usually as 

tracking error:

TE = s(Rp – RB)

In Equation 8, s(Rp – RB) indicates that we take the sample standard deviation 

(indicated by s) of the time series of differences between the portfolio return, Rp, and 

the benchmark return, RB. We should be careful that active return and tracking error 

are stated on the same time basis.13

As a broad indication of the range for tracking error, in US equity markets a well- 

executed passive investment strategy can often achieve a tracking error on the order 

of 0.10% or less per annum. A low- risk active or enhanced index investment strategy, 

which makes tightly controlled use of managers’ expectations, often has a tracking 

error goal of 2% per annum. A diversified active large- cap equity strategy that might 

be benchmarked to the S&P 500 Index would commonly have a tracking error in the 

range of 2%–6% per annum. An aggressive active equity manager might have a tracking 

error in the range of 6%–10% or more.

Somewhat analogous to the use of the traditional Sharpe measure in evaluating 

absolute returns, the information ratio (IR) is a tool for evaluating mean active returns 

per unit of active risk. The historical or ex post IR is expressed as follows:

IR =
−

−( )
R R

s R R
p B

p B

(8)

(9)

13 As an approximation assuming returns are serially uncorrelated, to annualize a daily TE based on daily 

returns, we multiply daily TE by (250)1/2 based on 250 trading days in a year; to annualize a monthly TE 

based on monthly returns, we multiply monthly TE by (12)1/2.
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In the numerator of Equation 9, Rp  and RB  stand for the sample mean return on 

the portfolio and the sample mean return on the benchmark, respectively.14 To illus-

trate the calculation, if a portfolio achieved a mean return of 9% during the same 

period that its benchmark earned a mean return of 7.5% and the portfolio’s tracking 

error (the denominator) was 6%, we would calculate an information ratio of (9% − 

7.5%)/6% = 0.25. Setting guidelines for acceptable active risk or tracking error is one 

of the methods that some investors use to ensure that the overall risk and style char-

acteristics of their investments are in line with their chosen benchmark.

Note that in addition to focusing exclusively on active risk, multifactor models 

can also be used to decompose and attribute sources of total risk. For instance, a 

multi- asset class multi- strategy long/short fund can be evaluated with an appropriate 

multifactor model to reveal insights on sources of total risk.

EXAMPLE 6  

Creating Active Manager Guidelines

The framework of active return and active risk is appealing to investors who 

want to manage the risk of investments. The benchmark serves as a known and 

continuously observable reference standard  in relation to which quantitative 

risk and return objectives may be stated and communicated. For example, a 

US public employee retirement system invited investment managers to submit 

proposals to manage a “low- active- risk US large- cap equity fund” that would 

be subject to the following constraints:

 ■ Shares must be components of the S&P 500.

 ■ The portfolio should have a minimum of 200 issues. At time of purchase, 

the maximum amount that may be invested in any one issuer is 5% of the 

portfolio at market value or 150% of the issuers’ weight within the S&P 

500, whichever is greater.

 ■ The portfolio must have a minimum information ratio of 0.30 either since 

inception or over the last seven years.

 ■ The portfolio must also have tracking risk of less than 3% with respect to 

the S&P 500 either since inception or over the last seven years.

Once a suitable active manager is found and hired, these requirements can 

be written into the manager’s guidelines. The retirement system’s individual 

mandates would be set such that the sum of mandates across managers would 

equal the desired risk exposures.

14 The expression for IR given here assumes that the portfolio being evaluated has the same systematic 

risk as its benchmark. There is also a more precise form of the information ratio that corrects for any 

differences in systematic risk relative to the benchmark. This form has alpha, rather than active return, 

in the numerator and the portfolio’s residual (non- systematic) risk in the denominator. See Fischer and 

Wermers (2013, pp. 75–80) for a detailed treatment of the IR. The IR, especially in the more precise form, 

is also known as the Treynor–Black appraisal ratio.
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Analysts use multifactor models to understand a portfolio manager’s risk exposures 

in detail. By decomposing active risk, the analyst’s objective is to measure the port-

folio’s active exposure along each dimension of risk—in other words, to understand 

the sources of tracking error.15 Among the questions analysts will want to answer 

are the following:

 ■ What active exposures contributed most to the manager’s tracking error?

 ■ Was the portfolio manager aware of the nature of his active exposures, and if so, 

can he articulate a rationale for assuming them?

 ■ Are the portfolio’s active risk exposures consistent with the manager’s stated 

investment philosophy?

 ■ Which active bets earned adequate returns for the level of active risk taken?

In addressing these questions, analysts often choose fundamental factor models 

because they can be used to relate active risk exposures to a manager’s portfolio deci-

sions in a fairly direct and intuitive way. In this section, we explain how to decompose 

or explain a portfolio’s active risk using a multifactor model.

We previously addressed the decomposition of active return; now we address the 

decomposition of active risk. In analyzing risk, it is more convenient to use variances 

rather than standard deviations because the variances of uncorrelated variables are 

additive. We refer to the variance of active return as active risk squared:

Active risk squared = s2(Rp – RB)

We can separate a portfolio’s active risk squared into two components:

 ■ Active factor risk is the contribution to active risk squared resulting from the 

portfolio’s different- from- benchmark exposures relative to factors specified in 

the risk model.

 ■ Active specific risk or security selection risk measures the active non- factor 

or residual risk assumed by the manager. Portfolio managers attempt to provide 

a positive average return from security selection as compensation for assuming 

active specific risk.

As we use the terms, “active specific risk” and “active factor risk” refer to variances 

rather than standard deviations. When applied to an investment in a single asset class, 

active risk squared has two components:

Active risk squared = Active factor risk + Active specific risk

Active factor risk represents the part of active risk squared explained by the portfolio’s 

active factor exposures. Active factor risk can be found indirectly as the risk remaining 

after active specific risk is deducted from active risk squared. Active specific risk can 

be expressed as16

Active specific risk = ( )
=
∑ wi

a

i

n

i

2 2

1
σε

(10)

(11)

15 The portfolio’s active risks are weighted averages of the component securities’ active risk. Therefore, 

we may also perform the analysis at the level of individual holdings. A portfolio manager may find this 

approach useful in making adjustments to his active risk profile.
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where wi
a  is the ith asset’s active weight in the portfolio (that is, the difference between 

the asset’s weight in the portfolio and its weight in the benchmark) and σεi
2  is the 

residual risk of the ith asset (the variance of the ith asset’s returns left unexplained 

by the factors).

EXAMPLE 7  

A Comparison of Active Risk

Richard Gray is comparing the risk of four US equity managers who share the 

same benchmark. He uses a fundamental factor model, the BARRA US- E4 model, 

which incorporates 12 style factors and a set of 60 industry factors. The style 

factors measure various fundamental aspects of companies and their shares, 

such as size, liquidity, leverage, and dividend yield. In the model, companies have 

non- zero exposures to all industries in which the company operates. Exhibit 9 

presents Gray’s analysis of the active risk squared of the four managers, based 

on Equation 11.17 In Exhibit 9, the column labeled “Industry” gives the port-

folio’s active factor risk associated with the industry exposures of its holdings; 

the “Style Factor” column gives the portfolio’s active factor risk associated with 

the exposures of its holdings to the 12 style factors.

Exhibit 9   Active Risk Squared Decomposition

Portfolio

Active Factor

Active 

Specific

Active Risk 

SquaredIndustry

Style 

Factor

Total 

Factor

A 12.25 17.15 29.40 19.60 49

B 1.25 13.75 15.00 10.00 25

C 1.25 17.50 18.75 6.25 25

D 0.03 0.47 0.50 0.50 1

Note: Entries are in % squared.

Using the information in Exhibit 9, address the following:

1 Contrast the active risk decomposition of Portfolios A and B.

2 Contrast the active risk decomposition of Portfolios B and C.

3 Characterize the investment approach of Portfolio D.

Solution to 1:

Exhibit 10 restates the information in Exhibit 9 to show the proportional contri-

butions of the various sources of active risk. (e.g., Portfolio A’s active risk related 

to industry exposures is 25% of active risk squared, calculated as 12.25/49 = 

0.25, or 25%).

The last column of Exhibit  10 now shows the square root of active risk 

squared—that is, active risk or tracking error.

17 There is a covariance term in active factor risk, reflecting the correlation of industry membership and 

the risk indexes, which we assume is negligible in this example.
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Exhibit 10   Active Risk Decomposition (re- stated)

Portfolio

Active Factor 

(% of total active)
Active 

Specific 

(% of total 

active) Active RiskIndustry

Style 

Factor

Total 

Factor

A 25% 35% 60% 40% 7%

B 5% 55% 60% 40% 5%

C 5% 70% 75% 25% 5%

D 3% 47% 50% 50% 1%

Portfolio A has assumed a higher level of active risk than B (7% versus 5%). 

Portfolios A and B assumed the same proportions of active factor and active 

specific risk, but a sharp contrast exists between the two in the types of active 

factor risk exposure. Portfolio A assumed substantial active industry risk, whereas 

Portfolio B was approximately industry neutral relative to the benchmark. By 

contrast, Portfolio B had higher active bets on the style factors representing 

company and share characteristics.

Solution to 2:

Portfolios B and C were similar in their absolute amounts of active risk. 

Furthermore, both Portfolios B and C were both approximately industry neutral 

relative to the benchmark. Portfolio C assumed more active factor risk related 

to the style factors, but B assumed more active specific risk. It is also possible 

to infer from the greater level of B’s active specific risk that B is somewhat less 

diversified than C.

Solution to 3:

Portfolio D appears to be a passively managed portfolio, judging by its negligible 

level of active risk. Referring to Exhibit 10, Portfolio D’s active factor risk of 0.50, 

equal to 0.707% expressed as a standard deviation, indicates that the portfolio’s 

risk exposures very closely match the benchmark.

The discussion of performance attribution and risk analysis has used examples 

related to common stock portfolios. Multifactor models have also been effectively 

used in similar roles for portfolios of bonds and other asset classes. For example, 

factors such as duration and spread can be used to decompose the risk and return of 

a fixed- income manager.

5.3 Factor Models in Portfolio Construction

Equally as important to the use of multifactor models in analyzing a portfolio’s active 

returns and active risk is the use of such multifactor models in portfolio construction. 

At this stage of the portfolio management process, multifactor models permit the 

portfolio manager to make focused bets or to control portfolio risk relative to the 

benchmark’s risk. This greater level of detail in modeling risk that multifactor models 

afford is useful in both passive and active management.

 ■ Passive management. In managing a fund that seeks to track an index with 

many component securities, portfolio managers may need to select a sample of 

securities from the index. Analysts can use multifactor models to replicate an 

index fund’s factor exposures, mirroring those of the index tracked.
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 ■ Active management. Many quantitative investment managers rely on multifactor 

models in predicting alpha (excess risk- adjusted returns) or relative return (the 

return on one asset or asset class relative to that of another) as part of a variety 

of active investment strategies. In constructing portfolios, analysts use multifac-

tor models to establish desired risk profiles.

 ■ Rules- based active management (alternative indexes). These strategies routinely 

tilt toward factors such as size, value, quality, or momentum when constructing 

portfolios. As such, alternative index approaches aim to capture some system-

atic exposure traditionally attributed to manager skill, or “alpha,” in a transpar-

ent, mechanical, rules- based manner at low cost. Alternative index strategies 

rely heavily on factor models to introduce intentional factor and style biases 

versus capitalization- weighted indexes.

In the following, we explore some of these uses in more detail. As indicated, an 

important use of multifactor models is to establish a specific desired risk profile for a 

portfolio. In the simplest instance, the portfolio manager may want to create a portfolio 

with sensitivity to a single factor. This particular (pure) factor portfolio would have 

a sensitivity of 1 for that factor and a sensitivity (or weight) of 0 for all other factors. 

It is thus a portfolio with exposure to only one risk factor and exactly represents the 

risk of that factor. As a pure bet on a source of risk, factor portfolios are of interest 

to a portfolio manager who wants to hedge that risk (offset it) or speculate on it. This 

simple case can be expanded to multiple factors where a factor replication portfolio 

can be built based either on an existing target portfolio or on a set of desired expo-

sures. Example 8 illustrates the use of factor portfolios.

EXAMPLE 8  

Factor Portfolios

Analyst Wanda Smithfield has constructed six portfolios for possible use by 

portfolio managers in her firm. The portfolios are labeled A, B, C, D, E, and F in 

Exhibit 11. Smithfield adapts a macroeconomic factor model based on research 

presented in Burmeister, Roll, and Ross (1994). The model includes five factors:

 ■ Confidence risk, based on the yield spread between corporate bonds and 

government bonds. A positive surprise in the spread suggests that inves-

tors are willing to accept a smaller reward for bearing default risk and so 

that confidence is high.

 ■ Time horizon risk, based on the yield spread between 20- year government 

bonds and 30- day Treasury bills. A positive surprise indicates increased 

investor willingness to invest for the long term.

 ■ Inflation risk, measured by the unanticipated change in the inflation rate.

 ■ Business cycle risk, measured by the unexpected change in the level of 

real business activity.

 ■ Market timing risk, measured as the portion of the return on a broad- 

based equity index that is unexplained by the first four risk factors.
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Exhibit 11   Factor Portfolios

Risk Factor

Portfolios

A B C D E F

Confidence risk 0.50 0.00 1.00 0.00 0.00 0.80

Time horizon risk 1.92 0.00 1.00 1.00 1.00 1.00

Inflation risk 0.00 0.00 1.00 0.00 0.00 −1.05

Business cycle risk 1.00 1.00 0.00 0.00 1.00 0.30

Market timing risk 0.90 0.00 1.00 0.00 0.00 0.75

Note: Entries are factor sensitivities.

1 A portfolio manager wants to place a bet that real business activity will 

increase.

A Determine and justify the portfolio among the six given that would be 

most useful to the manager.

B Would the manager take a long or short position in the portfolio cho-

sen in Part A?

2 A portfolio manager wants to hedge an existing positive (long) exposure 

to time horizon risk.

A Determine and justify the portfolio among the six given that would be 

most useful to the manager.

B What type of position would the manager take in the portfolio chosen 

in Part A?

Solution to 1A:

Portfolio B is the most appropriate choice. Portfolio B is the factor portfolio for 

business cycle risk because it has a sensitivity of 1 to business cycle risk and a 

sensitivity of 0 to all other risk factors. Portfolio B is thus efficient for placing a 

pure bet on an increase in real business activity.

Solution to 1B:

The manager would take a long position in Portfolio B to place a bet on an 

increase in real business activity.

Solution to 2A:

Portfolio D is the appropriate choice. Portfolio D is the factor portfolio for time 

horizon risk because it has a sensitivity of 1 to time horizon risk and a sensitivity 

of 0 to all other risk factors. Portfolio D is thus efficient for hedging an existing 

positive exposure to time horizon risk.

Solution to 2B:

The manager would take a short position in Portfolio D to hedge the positive 

exposure to time horizon risk.
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5.4 How Factor Considerations Can Be Useful in Strategic 

Portfolio Decisions

Multifactor models can help investors recognize considerations that are relevant in 

making various strategic decisions. For example, given a sound model of the sys-

tematic risk factors that affect assets’ mean returns, the investor can ask, relative to 

other investors,

 ■ What types of risk do I have a comparative advantage in bearing?

 ■ What types of risk am I at a comparative disadvantage in bearing?

For example, university endowments, because they typically have very long invest-

ment horizons, may have a comparative advantage in bearing business cycle risk of 

traded equities or the liquidity risk associated with many private equity investments. 

They may tilt their strategic asset allocation or investments within an asset class to 

capture the associated risk premiums for risks that do not much affect them. However, 

such investors may be at a comparative disadvantage in bearing inflation risk to the 

extent that the activities they support have historically been subject to cost increases 

running above the average rate of inflation.

This is a richer framework than that afforded by the CAPM, according to which 

all investors optimally should invest in two funds: the market portfolio and a risk- free 

asset. Practically speaking, a CAPM- oriented investor might hold a money market 

fund and a portfolio of capitalization- weighted broad market indexes across many 

asset classes, varying the weights in these two in accordance with risk tolerance. These 

types of considerations are also relevant to individual investors. An individual inves-

tor who depends on income from salary or self- employment is sensitive to business 

cycle risk, in particular to the effects of recessions. If this investor compared two 

stocks with the same CAPM beta, given his concern about recessions, he might be 

very sensitive to receiving an adequate premium for investing in procyclical assets. 

In contrast, an investor with independent wealth and no job- loss concerns would 

have a comparative advantage in bearing business cycle risk; his optimal risky asset 

portfolio might be quite different from that of the investor with job- loss concerns 

in tilting toward greater- than- average exposure to the business cycle factor, all else 

being equal. Investors should be aware of which priced risks they face and analyze 

the extent of their exposure.

A multifactor approach can help investors achieve better- diversified and possibly 

more efficient portfolios. For example, the characteristics of a portfolio can be better 

explained by a combination of SMB, HML, and WML factors in addition to the market 

factor than by using the market factor alone.

Thus, compared with single- factor models, multifactor models offer a richer context 

for investors to search for ways to improve portfolio selection.

SUMMARY

In this reading, we have presented a set of concepts, models, and tools that are key 

ingredients to quantitative portfolio management and are used to both construct 

portfolios as well as to attribute sources of risk and return.

 ■ Multifactor models permit a nuanced view of risk that is more granular than 

the single- factor approach allows.
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 ■ Multifactor models describe the return on an asset in terms of the risk of the 

asset with respect to a set of factors. Such models generally include systematic 

factors, which explain the average returns of a large number of risky assets. 

Such factors represent priced risk—risk for which investors require an addi-

tional return for bearing.

 ■ The arbitrage pricing theory (APT) describes the expected return on an asset 

(or portfolio) as a linear function of the risk of the asset with respect to a set of 

factors. Like the CAPM, the APT describes a financial market equilibrium, but 

the APT makes less strong assumptions.

 ■ The major assumptions of the APT are as follows:

 ● Asset returns are described by a factor model.

 ● There are many assets, so asset- specific risk can be eliminated.

 ● Assets are priced such that there are no arbitrage opportunities.

 ■ Multifactor models are broadly categorized according to the type of factor used 

as follows:

 ● Macroeconomic factor models

 ● Fundamental factor models

 ● Statistical factor models

 ■ In macroeconomic factor models, the factors are surprises in macroeconomic 

variables that significantly explain asset class (equity in our examples) returns. 

Surprise is defined as actual minus forecasted value and has an expected value 

of zero. The factors can be understood as affecting either the expected future 

cash flows of companies or the interest rate used to discount these cash flows 

back to the present and are meant to be uncorrelated.

 ■ In fundamental factor models, the factors are attributes of stocks or companies 

that are important in explaining cross- sectional differences in stock prices. 

Among the fundamental factors are book- value- to- price ratio, market capital-

ization, price- to- earnings ratio, and financial leverage.

 ■ In contrast to macroeconomic factor models, in fundamental models the factors 

are calculated as returns rather than surprises. In fundamental factor models, 

we generally specify the factor sensitivities (attributes) first and then estimate 

the factor returns through regressions, in contrast to macroeconomic factor 

models, in which we first develop the factor (surprise) series and then estimate 

the factor sensitivities through regressions. The factors of most fundamental 

factor models may be classified as company fundamental factors, company 

share- related factors, or macroeconomic factors.

 ■ In statistical factor models, statistical methods are applied to a set of historical 

returns to determine portfolios that explain historical returns in one of two 

senses. In factor analysis models, the factors are the portfolios that best explain 

(reproduce) historical return covariances. In principal- components models, 

the factors are portfolios that best explain (reproduce) the historical return 

variances.

 ■ Multifactor models have applications to return attribution, risk attribution, 

portfolio construction, and strategic investment decisions.

 ■ A factor portfolio is a portfolio with unit sensitivity to a factor and zero sensi-

tivity to other factors.

 ■ Active return is the return in excess of the return on the benchmark.

 ■ Active risk is the standard deviation of active returns. Active risk is also called 

tracking error or tracking risk. Active risk squared can be decomposed as the 

sum of active factor risk and active specific risk.

© CFA Institute. For candidate use only. Not for distribution.



References 323

REFERENCES

Bodie, Zvi, Alex Kane, and Alan J. Marcus. 2017. Investments, 

11th ed. New York: McGraw-Hill Education.

Burmeister, Edwin, Richard Roll, and Stephen A. Ross. 1994. 

“A Practitioner’s Guide to Arbitrage Pricing Theory.” In A 

Practitioner’s Guide to Factor Models. Charlottesville, VA: 

Research Foundation of the Institute of Chartered Financial 

Analysts.

Carhart, Mark M. 1997. “On Persistence in Mutual Fund 

Performance.” Journal of Finance, vol. 52, no. 1: 57–82. 

Connor, Gregory. 1995. “The Three Types of Factor Models: A 

Comparison of Their Explanatory Power.” Financial Analysts 

Journal, vol. 51, no. 3: 42–46. 

Fama, Eugene F., and Kenneth R. French. 1992. “The Cross- 

Section of Expected Stock Returns.” Journal of Finance, vol. 

47, no. 2: 427–465. 

Fischer, B., and R. Wermers. 2013. Performance Evaluation and 

Attribution of Security Portfolios. Oxford, UK: Elsevier.

Grinold, Richard, and Ronald N. Kahn. 1994. “Multi-Factor 

Models for Portfolio Risk.” In A Practitioner’s Guide to Factor 

Models. Charlottesville, VA: Research Foundation of the 

Institute of Chartered Financial Analysts.

Roll, Richard, and Stephen A. Ross. 2001. “What Is the Arbitrage 

Pricing Theory?” Retrieved 25 May 2001 from www.rollross.

com/apt.html.

Ross, S. A. 1976. “The Arbitrage Theory of Capital Asset Pricing.” 

Journal of Economic Theory, vol. 13, no. 3: 341–360. 

 ■ The information ratio (IR) is mean active return divided by active risk (tracking 

error). The IR measures the increment in mean active return per unit of active 

risk.

 ■ Factor models have uses in constructing portfolios that track market indexes 

and in alternative index construction.

 ■ Traditionally, the CAPM approach would allocate assets between the risk- free 

asset and a broadly diversified index fund. Considering multiple sources of sys-

tematic risk may allow investors to improve on that result by tilting away from 

the market portfolio. Generally, investors would gain from accepting above 

average (below average) exposures to risks that they have a comparative advan-

tage (comparative disadvantage) in bearing.
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PRACTICE PROBLEMS

1 Compare the assumptions of the arbitrage pricing theory (APT) with those of 

the capital asset pricing model (CAPM).

2 Last year the return on Harry Company stock was 5 percent. The portion of the 

return on the stock not explained by a two- factor macroeconomic factor model 

was 3 percent. Using the data given below, calculate Harry Company stock’s 

expected return.

Macroeconomic Factor Model for Harry Company Stock

Variable

Actual Value 

(%)

Expected Value 

(%)

Stock’s Factor 

Sensitivity

Change in interest rate 2.0 0.0 –1.5

Growth in GDP 1.0 4.0 2.0

3 Assume that the following one- factor model describes the expected return for 

portfolios:

E(Rp) = 0.10 + 0.12βp,1

 Also assume that all investors agree on the expected returns and factor sensi-

tivity of the three highly diversified Portfolios A, B, and C given in the following 

table:

Portfolio Expected Return Factor Sensitivity

A 0.20 0.80

B 0.15 1.00

C 0.24 1.20

 Assuming the one- factor model is correct and based on the data provided for 

Portfolios A, B, and C, determine if an arbitrage opportunity exists and explain 

how it might be exploited.

4 Which type of factor model is most directly applicable to an analysis of the style 

orientation (for example, growth vs. value) of an active equity investment man-

ager? Justify your answer.

5 Suppose an active equity manager has earned an active return of 110 basis 

points, of which 80 basis points is the result of security selection ability. Explain 

the likely source of the remaining 30 basis points of active return.

6 Address the following questions about the information ratio.

A What is the information ratio of an index fund that effectively meets its 

investment objective?

© 2017 CFA Institute. All rights reserved.
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B What are the two types of risk an active investment manager can assume in 

seeking to increase his information ratio?

7 A wealthy investor has no other source of income beyond her investments and 

that income is expected to reliably meet all her needs. Her investment advisor 

recommends that she tilt her portfolio to cyclical stocks and high- yield bonds. 

Explain the advisor’s advice in terms of comparative advantage in bearing risk.

The following information relates to Questions 

8–13

Carlos Altuve is a manager- of- managers at an investment company that uses quanti-

tative models extensively. Altuve seeks to construct a multi- manager portfolio using 

some of the funds managed by portfolio managers within the firm. Maya Zapata is 

assisting him. 

Altuve uses arbitrage pricing theory (APT) as a basis for evaluating strategies 

and managing risks. From his earlier analysis, Zapata knows that Funds A and B in 

Exhibit 1 are well diversified. He has not previously worked with Fund C and is puz-

zled by the data because it is inconsistent with APT. He asks Zapata gather additional 

information on Fund C’s holdings and to determine if an arbitrage opportunity exists 

among these three investment alternatives. Her analysis, using the data in Exhibit 1, 

confirms that an arbitrage opportunity does exist. 

Exhibit 1   Expected Returns and Factor Sensitivities (One- 

Factor Model)

Fund Expected Return Factor Sensitivity

A 0.02 0.5

B 0.04 1.5

C 0.03 0.9

Using a two- factor model, Zapata now estimates the three funds’ sensitivity to 

inflation and GDP growth. That information is presented in Exhibit 2. Zapata assumes 

a zero value for the error terms when working with the selected two- factor model. 

Exhibit 2   Expected Returns and Factor Sensitivities (Two- 

Factor Model)

Fund

Expected 

Return

Factor Sensitivity

Inflation GDP Growth

A 0.02 0.5 1.0

B 0.04 1.6 0.0

C 0.03 1.0 1.1

Altuve asks Zapata to calculate the return for Portfolio AC, composed of a 60% 

allocation to Fund A and 40% allocation to Fund C, using the surprises in inflation 

and GDP growth in Exhibit 3. 
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Exhibit 3   Selected Data on Factors 

Factor

Research Staff 

Forecast Actual Value

Inflation 2.0% 2.2%

GDP Growth 1.5% 1.0%

Finally, Altuve asks Zapata about the return sensitivities of Portfolios A, B, and C 

given the information provided in Exhibit 3. 

8 Which of the following is not a key assumption of APT, which is used by Altuve 

to evaluate strategies and manage risks?

A A factor model describes asset returns.

B Asset- specific risk can be eliminated through diversification.

C Arbitrage opportunities exist among well- diversified portfolios.

9 The arbitrage opportunity identified by Zapata can be exploited with:

A Strategy 1: Buy $50,000 Fund A and $50,000 Fund B; sell short $100,000 

Fund C.

B Strategy 2: Buy $60,000 Fund A and $40,000 Fund B; sell short $100,000 

Fund C.

C Strategy 3: Sell short $60,000 of Fund A and $40,000 of Fund B; buy 

$100,000 Fund 

10 The two- factor model Zapata uses is a:

A statistical factor model.

B fundamental factor model.

C macroeconomic factor model.

11 Based on the data in Exhibits 2 and 3, the return for Portfolio AC, given the 

surprises in inflation and GDP growth, is closest to:

A 2.02%.

B 2.40%.

C 4.98%.

12 The surprise in which of the following had the greatest effect on fund returns?

A Inflation on Fund B

B GDP growth on Fund A 

C GDP growth on Fund C 

13 Based on the data in Exhibit 2, which fund is most sensitive to the combined 

surprises in inflation and GDP growth in Exhibit 3?

A Fund A

B Fund B

C Fund C
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The following information relates to Questions 

14–19

Hui Cheung, a portfolio manager, asks her assistant, Ronald Lam, to review the 

macroeconomic factor model currently in use and to consider a fundamental factor 

model as an alternative. 

The current macroeconomic factor model has four factors:

Ri = ai + bi1FGDP + bi2FCAP + bi3FCON + bi4FUNEM + εi,

Where FGDP, FCAP, FCON, and FUNEM represent unanticipated changes in four factors: 

gross domestic product, manufacturing capacity utilization, consumer spending, and 

the rate of unemployment, respectively. Lam assumes the error term is equal to zero 

when using this model. 

Lam estimates the current model using historical monthly returns for three port-

folios for the most recent five years. The inputs used in and estimates derived from 

the macroeconomic factor model are presented in Exhibit 1. The US Treasury bond 

rate of 2.5% is used as a proxy for the risk- free rate of interest. 

Exhibit 1   Inputs for and Estimates from the Current Macroeconomic Model

Factor Sensitivities and Intercept Coefficients

Factor Portfolio 1 Portfolio 2 Portfolio 3 Benchmark

Factor 

Surprise (%)

Intercept (%) 2.58 3.20 4.33

FGDP 0.75 1.00 0.24 0.50 0.8

FCAP –0.23 0.00 –1.45 –1.00 0.5

FCON 1.23 0.00 0.50 1.10 2.5

FUNEM –0.14 0.00 –0.05 –0.10 1.0

Annual Returns, Most Recent Year

Return (%) 6.00 4.00 5.00 4.50

Lam uses the macroeconomic model to calculate the tracking error and the mean 

active return for each portfolio. He presents these statistics in Exhibit 2. 

Exhibit 2   Macroeconomic Factor Model Tracking Error and 

Mean Active Return

Portfolio Tracking Error Mean Active Return

Portfolio 1 1.50% 1.50%

Portfolio 2 1.30% –0.50%

Portfolio 3 1.00% 0.50%

Lam considers a fundamental factor model with four factors:

Ri = aj + bj1FLIQ + bj2FLEV + bj3FEGR + bj4FVAR + εj,
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where FLIQ, FLEV, FEGR, and FVAR represent liquidity, financial leverage, earnings 

growth, and the variability of revenues, respectively.

Lam and Cheung discuss similarities and differences between macroeconomic 

factor models and fundamental factor models, and Lam offers a comparison of those 

models to statistical factor models. Lam makes the following statements.

Statement 1 The factors in fundamental factor models are based on attributes 

of stocks or companies, whereas the factors in macroeconomic 

factor models are based on surprises in economic variables. 

Statement 2 The factor sensitivities are generally determined first in funda-

mental factor models, whereas the factor sensitivities are esti-

mated last in macroeconomic factor models. 

Lam also tells Cheung:

An advantage of statistical factor models is that they make minimal assump-

tions, and therefore, statistical factor model estimation lends itself to easier 

interpretation than macroeconomic and fundamental factor models. 

Lam tells Cheung that multifactor models can be useful in active portfolio manage-

ment, but not in passive management. Cheung disagrees; she tells Lam that multifactor 

models can be useful in both active and passive management. 

14 Based on the information in Exhibit 1, the expected return for Portfolio 1 is 

closest to:

A 2.58%.

B 3.42%.

C 6.00%.

15 Based on Exhibit 1, the active risk for Portfolio 2 is explained by surprises in:

A GDP.

B consumer spending.

C all four model factors. 

16 Based on Exhibit 2, which portfolio has the best information ratio?

A Portfolio 1

B Portfolio 2

C Portfolio 3

17 Which of Lam’s statements regarding macroeconomic factor models and funda-

mental factor models is correct?

A Only Statement 1 

B Only Statement 2

C Both Statements 1 and 2

18 Is Lam’s comment regarding statistical factor models correct?

A Yes

B No, because he is incorrect with respect to interpretation of the models’ 

results

C No, because he is incorrect with respect to the models’ assumptions

19 Whose statement regarding the use of multifactor models in active and passive 

portfolio management is correct?

A Lam only

B Cheung only

C Both Lam and Cheung 
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SOLUTIONS

1 APT and the CAPM are both models that describe what the expected return on 

a risky asset should be in equilibrium given its risk. The CAPM is based on a set 

of assumptions including the assumption that investors’ portfolio decisions can 

be made considering just returns’ means, variances, and correlations. The APT 

makes three assumptions:

1 A factor model describes asset returns.

2 There are many assets, so investors can form well- diversified portfolios that 

eliminate asset- specific risk.

3 No arbitrage opportunities exist among well- diversified portfolios.

2 In a macroeconomic factor model, the surprise in a factor equals actual value 

minus expected value. For the interest rate factor, the surprise was 2 percent; 

for the GDP factor, the surprise was –3 percent. The intercept represents 

expected return in this type of model. The portion of the stock’s return not 

explained by the factor model is the model’s error term.

 5% = Expected return – 1.5(Interest rate surprise) + 2(GDP surprise) + 

Error term

  = Expected return – 1.5(2%) + 2(–3%) + 3%

  = Expected return – 6%

 Rearranging terms, the expected return for Harry Company stock equals 5% + 

6% = 11%.

3 According to the one- factor model for expected returns, the portfolio should 

have these expected returns if they are correctly priced in terms of their risk:

Portfolio A E(RA) = 0.10 + 0.12βA,1 = 0.10 + (0.12)(0.80) = 0.10 + 0.10 = 

0.20

Portfolio B E(RB) = 0.10 + 0.12βB,1 = 0.10 + (0.12)(1.00) = 0.10 + 0.12 = 

0.22

Portfolio C E(RC) = 0.10 + 0.12βC,1 = 0.10 + (0.12)(1.20) = 0.10 + 0.14 = 

0.24

 In the table below, the column for expected return shows that Portfolios A and 

C are correctly priced but Portfolio B offers too little expected return for its 

risk, 0.15 or 15%. By shorting Portfolio B (selling an overvalued portfolio) and 

using the proceeds to buy a portfolio 50% invested in A and 50% invested in C 

with a sensitivity of 1 that matches the sensitivity of B, for each monetary unit 

shorted (say each euro), an arbitrage profit of €0.22 − €0.15 = €0.07 is earned.

Portfolio Expected Return Factor Sensitivity

A 0.20 0.80

B 0.15 1.00

C 0.24 1.20

0.5A + 0.5C 0.22 1.00

4 A fundamental factor model. Such models typically include many factors 

related to the company (e.g., earnings) and to valuation that are commonly used 

indicators of a growth orientation. A macroeconomic factor model may provide 

relevant information as well, but typically indirectly and in less detail.
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5 This remainder of 30 basis points would be attributable to the return from 

factor tilts. A portfolio manager’s active return is the sum of two components, 

factor tilts and security selection. Factor tilt is the product of the portfolio 

manager’s higher or lower factor sensitivities relative to the benchmark’s factor 

sensitivities and the factor returns. Security selection reflects the manager’s 

ability to overweight securities that outperform or underweight securities that 

underperform.

6 A An index fund that effectively meets its investment objective is expected to 

have an information ratio of zero, because its active return should be zero.

B The active manager may assume active factor risk and active specific risk 

(security selection risk) in seeking a higher information ratio.

7 This wealthy investor has a comparative advantage in bearing business cycle risk 

compared with the average investor who depends on income from employment. 

Because the average investor is sensitive to the business cycle and in particu-

lar the risk of recession, we would expect there to be a risk premium to hold 

recession- sensitive securities. Cyclical stocks and high- yield bonds are both 

very sensitive to the risk of recessions. Because the welfare of the wealthy inves-

tor is not affected by recessions, she can tilt her portfolio to include cyclical 

stocks and high yield bonds to attempt to capture the associated risk premiums.

8 C is correct. Arbitrage pricing theory (APT) is a framework that explains the 

expected return of a portfolio in equilibrium as a linear function of the risk of 

the portfolio with respect to a set of factors capturing systematic risk. A key 

assumption of APT is that, in equilibrium, there are no arbitrage opportunities. 

9 C is correct. The expected return and factor sensitivities of a portfolio with a 

60% weight in Fund A and a 40% weight in Fund B are calculated as weighted 

averages of the expected returns and factor sensitivities of Funds A and B:

 Expected return of Portfolio 60/40 = (0.60)(0.02) + (0.40)(0.04)

  = 0.028, or 2.8%

 Factor sensitivity of Portfolio 60/40 = (0.60)(0.5) + (0.40)(1.5)

  = 0.9

 

Fund Expected Return Factor Sensitivity

A 0.02 0.5

B 0.04 1.5

C 0.03 0.9

Portfolio 60/40

60%A + 40%B 0.028 0.900

Portfolio 50/50

50%A + 50%B 0.030 1.000

 The factor sensitivity of Portfolio 60/40 is identical to that of Fund C; therefore, 

this strategy results in no factor risk relative to Portfolio C. However, Fund C’s 

expected return of 3.0% is higher than Portfolio 60/40’s expected return of 2.8%. 

This difference supports Strategy 3: buying Fund C and selling short Portfolio 

60/40 to exploit the arbitrage opportunity. 
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10 C is correct. In a macroeconomic factor model, the factors are surprises in mac-

roeconomic variables, such as inflation risk and GDP growth, that significantly 

explain returns. 

11 A is correct. The macroeconomic two- factor model takes the following form:

Ri = ai + bi1FINF + bi2FGDP + εi,

 where FINF and FGDP represent surprises in inflation and surprises in GDP 

growth, respectively, and ai represents the expected return to asset i. Using this 

model and the data in Exhibit 2, the returns for Fund A and Fund C are repre-

sented by the following:

RA = 0.02 + 0.5FINF + 1.0FGDP + εA

RC = 0.03 + 1.0FINF + 1.1FGDP + εC

 Surprise in a macroeconomic model is defined as actual factor minus predicted 

factor. The surprise in inflation is 0.2% (= 2.2% – 2.0%). The surprise in GDP 

growth is –0.5% (= 1.0% – 1.5%). The return for Portfolio AC, composed of a 

60% allocation to Fund A and 40% allocation to Fund C, is calculated as the 

following:

 RAC = (0.6)(0.02) + (0.4)(0.03) + [(0.6)(0.5) + (0.4)(1.0)](0.002)+ [(0.6)(1.0) 

+ (0.4)(1.1)]( –0.005) + 0.6(0) + 0.4(0)

  = 2.02%

12 C is correct. Surprise in a macroeconomic model is defined as actual factor 

minus predicted factor. For inflation, the surprise factor is 2.2% – 2.0% = 0.2%; 

for GDP growth, the surprise factor is 1.0% – 1.5% = –0.5%. The effect on 

returns is the product of the surprise and the factor sensitivity. 

Change in Portfolio Return due to Surprise in

Fund Inflation GDP Growth

A 0.5 × 0.2% = 0.10% 1.0 × –0.5% = –0.50%

B 1.6 × 0.2% = 0.32% 0.0 × –0.5% = 0.00%

C 1.0 × 0.2% = 0.20% 1.1 × –0.5% = –0.55%

 The effect of the GDP growth surprise on Fund C was the largest single- factor 

effect on Fund returns (–0.55%).

13 A is correct. The effect of the surprises in inflation and GDP growth on the 

returns of the three funds is calculated as the following.

Change in Portfolio Return Because of Surprise in

Fund Inflation GDP Growth

A 0.5 × 0.2% = 0.10% 1.0 × –0.5% = –0.50%

B 1.6 × 0.2% = 0.32% 0.0 × –0.5% = 0.00%

C 1.0 × 0.2% = 0.20% 1.1 × –0.5% = –0.55%

 The combined effects for the three funds are the following.

Fund A: 0.10% + (–0.50%) = –0.40%

Fund B: 0.32% + (0.00%) = 0.32%

Fund C: 0.20% + (–0.55%) = –0.35%
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 Therefore, Fund A is the most sensitive to the surprises in inflation and GDP 

growth in Exhibit 3. 

14 A is correct. When using a macroeconomic factor, the expected return is the 

intercept (when all model factors take on a value of zero). The intercept coeffi-

cient for Portfolio 1 in Exhibit 1 is 2.58.

15 C is correct. Active risk, also referred to as tracking risk or tracking error, is 

the sample standard deviation of the time series of active returns, where the 

active returns consist of the differences between the portfolio return and the 

benchmark return. Whereas GDP is the only portfolio non- zero sensitivity for 

Portfolio 2, the contribution to the portfolio’s active return is the sum of the 

differences between the portfolio’s and the benchmark’s sensitivities multiplied 

by the factor return. Because all four of the factor sensitivities of Portfolio 2 are 

different from the factor sensitivities of the benchmark, all four factors contrib-

ute to the portfolio’s active return and, therefore, to its active risk. 

16 A is correct. Portfolio 1 has the highest information ratio, 1.0, and thus has the 

best mean active return per unit of active risk:

 IR = 
R R
s R R
P B

P B

−
−( )

 

  = 
1 50
1 50

. %

. %
 

  = 1.00

 This information ratio exceeds that of Portfolio 2 (–0.38) or Portfolio 3 (0.50).

17 C is correct. In a macroeconomic factor model, the factors are surprises in mac-

roeconomic variables that significantly explain returns. Factor sensitivities are 

generally specified first in fundamental factor models, whereas factor sensitivi-

ties are estimated last in macroeconomic factor models. 

18 B is correct. An advantage of statistical factor models is that they make minimal 

assumptions. However, the interpretation of statistical factors is generally more 

difficult than the interpretation of macroeconomic and fundamental factor 

models. 

19 B is correct. Analysts can use multifactor models in passively managed portfo-

lios to replicate an index fund’s factor exposures. 
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. explain the use of value at risk (VaR) in measuring portfolio risk;

b. compare the parametric (variance–covariance), historical 

simulation, and Monte Carlo simulation methods for estimating 

VaR;

c. estimate and interpret VaR under the parametric, historical 

simulation, and Monte Carlo simulation methods;

d. describe advantages and limitations of VaR;

e. describe extensions of VaR;

f. describe sensitivity risk measures and scenario risk measures and 

compare these measures to VaR;

g. demonstrate how equity, fixed- income, and options exposure 

measures may be used in measuring and managing market risk 

and volatility risk;

h. describe the use of sensitivity risk measures and scenario risk 

measures;

i. describe advantages and limitations of sensitivity risk measures 

and scenario risk measures;

j. describe risk measures used by banks, asset managers, pension 

funds, and insurers;

k. explain constraints used in managing market risks, including risk 

budgeting, position limits, scenario limits, and stop- loss limits;

l. explain how risk measures may be used in capital allocation 

decisions.
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INTRODUCTION

This reading is an introduction to the process of measuring and managing market 

risk. Market risk is the risk that arises from movements in stock prices, interest rates, 

exchange rates, and commodity prices. Market risk is distinguished from credit risk, 

which is the risk of loss from the failure of a counterparty to make a promised payment, 

and also from a number of other risks that organizations face, such as breakdowns in 

their operational procedures. In essence, market risk is the risk arising from changes 

in the markets to which an organization has exposure.

Risk management is the process of identifying and measuring risk and ensuring that 

the risks being taken are consistent with the desired risks. The process of managing 

market risk relies heavily on the use of models. A model is a simplified representa-

tion of a real world phenomenon. Financial models attempt to capture the important 

elements that determine prices and sensitivities in financial markets. In doing so, 

they provide critical information necessary to manage investment risk. For example, 

investment risk models help a portfolio manager understand how much the value 

of the portfolio is likely to change given a change in a certain risk factor. They also 

provide insight into the gains and losses the portfolio might reasonably be expected 

to experience and the frequency with which large losses might occur.

Effective risk management, though, is much more than just applying financial 

models; it requires the application of judgment and experience not only to know how 

to use the models appropriately, but also to appreciate the strengths and limitations 

of the models and to know when to supplement or substitute one model with another 

model or approach.

Financial markets operate more or less continuously and new prices are constantly 

being generated. As a result, there is a large amount of data on market risk and a lot 

of collective experience dealing with this risk, making market risk one of the easier 

financial risks to analyze. Still, market risk is not an easy risk to capture. Although a 

portfolio’s exposures can be identified with some certainty, the potential losses that 

could arise from those exposures are unknown. The data used to estimate potential 

losses are generated from past prices and rates, not the ones to come. Risk manage-

ment models allow the experienced risk manager to blend that historical data with 

their own forward- looking judgment and they provide a framework within which to 

test that judgment.

This reading is organized as follows: Section 2 lays a foundation for understanding 

value at risk, discusses three primary approaches to estimating value at risk, and covers 

the primary advantages and limitations as well as extensions of value at risk. Section 

3 addresses the sensitivity measures used for equities, fixed- income securities, and 

options and also covers historical and hypothetical scenario risk measures. Section 4 

describes various applications and limitations of risk measures as used by different types 

of market participants. Section 5 discusses the use of constraints in risk management, 

such as risk budgeting, position limits, scenario limits, stop- loss limits, and capital 

allocation as risk management tools. Section 6 provides a summary of the reading.

1
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UNDERSTANDING VALUE AT RISK

In the late 1980s, value at risk (VaR)1 was developed and, over the next decade, it 

emerged as one of the most important risk measures in global financial markets. 

Despite its widespread use, VaR has been the source of much controversy. Critics 

often express the fear that VaR is used unwisely and unsafely. We will explore the 

limitations of VaR later, but first, let us establish a definition of this important concept.

2.1 Value at Risk: Formal Definition

Value at risk is the minimum loss that would be expected a certain percentage of the 

time over a certain period of time given the assumed market conditions. It can be 

expressed in either currency units or as a percentage of portfolio value. Although 

this statement is an accurate definition of VaR, it does not provide sufficient clarity 

to fully comprehend the concept. To better understand what VaR means, let us work 

with an example. Consider the statement:

The 5% VaR of a portfolio is €2.2 million over a one- day period.

The following three points are important in understanding the concept of VaR:

 ■ VaR can be measured in either currency units (in this example, the euro) or 

in percentage terms. In this example, if the portfolio value is €400 million, the 

VaR expressed in percentage terms would be 0.55% (€2.2 million/€400 million = 

0.0055).

 ■ VaR is a minimum loss. This point cannot be emphasized enough. VaR is 

often mistakenly assumed to represent how much one can lose. If the question 

is, “how much can one lose?” there is only one answer: the entire portfolio. 

In a €400 million portfolio, assuming no leverage, the most one can lose is 

€400 million.

 ■ A VaR statement references a time horizon: losses that would be expected to 

occur over a given period of time. In this example, that period of time is one 

day. (If VaR is measured on a daily basis, and a typical month has 20–22 busi-

ness days, then 5% of the days equates to about one day per month.)

These are the three explicit elements of a VaR statement—the frequency of losses of 

a given minimum magnitude expressed either in currency or percentage terms. Thus, 

the VaR statement can be rephrased as follows: A loss of at least €2.2 million would 

be expected to occur about once every month.

A 5% VaR is often expressed as its complement—a 95% level of confidence.2 In this 

reading, we will typically refer to the notion as a 5% VaR, but we should be mindful 

that it does imply a 95% level of confidence.

2

1 The term “value at risk” is expressed a number of ways. It is sometimes capitalized and sometimes put 

in all lower case. It is sometimes hyphenated and sometimes not. It is usually abbreviated as “VaR” and 

sometimes as “VAR.” In this reading, we will express it as either “value at risk” or “VaR.”

2 Using the example given in the text, it is correct to say

 • €2.2 million is the minimum loss we would expect 5% of the time; or

 • 5% of the time, losses would be at least €2.2 million; or

 • we would expect a loss of no more than €2.2 million 95% of the time.

 The last sentence is sometimes mistakenly phrased as “95% of the time we would expect to lose less 

than €2.2 million,” but this statement could be taken to mean that 95% of the time we would incur losses, 

although those losses would be less than €2.2 million. In fact, a large percentage of the time we will make 

money.
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Exhibit 1 illustrates the concept of VaR, using the 5% case. It depicts a probability 

distribution of returns from a hypothetical portfolio. The distribution chosen is the 

familiar normal distribution, known sometimes as the bell curve, but that distribution 

is only one curve that might be used. In fact, there are compelling arguments that the 

normal distribution is not the right one to use for financial market returns, and we 

will take up these arguments later.

Exhibit 1   Illustration of 5% VaR in the Context of a Probability Distribution

5% of VaR μ

5% of the area under 
the probability curve is
to the left of this point.

Note that the distribution in Exhibit 1 is centered on the value μ. [The symbol 

μ (Greek: mu) is a common symbol used to represent an expected value.] Near the 

left tail of the distribution there is the notation “5% VaR” with an indication that 5% 

of the area under the curve is to the left of the point of the VaR, meaning that the 

probability of observing a value less than the VaR is 5%.

Thus, it is apparent that VaR is simply a point on the probability distribution of 

profits or returns from a portfolio. Given the characteristics of the normal distribution, 

a 5% VaR is equivalent to the point on the distribution that is 1.65 standard deviations 

below the expected value. Although the concept of VaR can be easily visualized in 

this manner, actually measuring the VaR is a challenge.

Before we take on that challenge, however, note that there is no formal requirement 

that VaR be measured at a 5% threshold. It is also common to use a 1% threshold, 

which is 2.33 standard deviations from the expected value, and some investment man-

agers use a one standard deviation movement (equal to a 16% VaR), both assuming a 
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normal distribution.3 There is no definitive rule for what VaR cutoff should be used. 

A specification with a higher confidence level will produce a higher VaR. It is up to 

the decision maker to choose an appropriate level.

Just as there is no formal requirement that VaR be measured at a 5% cutoff, there 

is also no formal requirement that VaR be measured using a daily loss estimate. One 

could reasonably measure VaR on a weekly, bi- weekly, monthly, quarterly, semiannually, 

or annual basis. Choosing the VaR threshold and the time horizon are examples of 

why VaR is not a precise measure but in fact entails considerable judgment.

We should also reiterate that VaR can be expressed as a rate of return or in monetary 

terms. It is typically easier to process the data necessary to estimate VaR in terms of 

returns, but VaR is most frequently expressed in terms of profits or losses. This point 

will become clearer as we work through examples.

EXAMPLE 1  

Definition of VaR

1 Given a VaR of $12.5 million at 5% for one month, which of the following 

statements is correct?

A There is a 5% chance of losing $12.5 million over one month.

B There is a 95% chance that the expected loss over the next month is 

less than $12.5 million.

C The minimum loss that would be expected to occur over one month 

5% of the time is $12.5 million.

2 Which of the following statements is not correct?

A A 1% VaR implies a downward move of 1%.

B A one standard deviation downward move is equivalent to a 16% VaR.

C A 5% VaR implies a move of 1.65 standard deviations less than the 

expected value.

Solution to 1:

C is correct because it is the only statement that accurately expresses the VaR. A 

is incorrect because VaR does not give the likelihood of losing a specific amount. 

B is incorrect because VaR is not an expected loss—it is a minimum loss.

Solution to 2:

A is correct. A 1% VaR (99% confidence) is the point on the distribution 2.33 

standard deviations below the expected value. Answers B and C correctly describe 

a 16% and 5% VaR, respectively.

To this point, we have given only the conceptual definition of VaR. Defining some-

thing is one thing, measuring it can be quite challenging. Such is the case for VaR.

3 The 16% VaR relates to a one standard deviation move as follows: In a normal distribution, 50% of the 

outcomes are to the right of the expected value and 50% are to the left. A one standard deviation interval 

implies that 68% of the outcomes lie within one standard deviation of the expected value; thus, 34% of 

the outcomes lie one standard deviation to the left of the expected value, and 34% of the outcomes lie one 

standard deviation to the right. Adding the 50% of the outcomes that lie to the right of the expect value 

to the 34% of the outcomes that lie one standard deviation below the expected value means that 84% of 

all outcomes lie to the right of the point that is one standard deviation to the left of the expected value. 

Therefore, 16% of all outcomes lie below this point. Thus, a one standard deviation VaR is equivalent to 

a 16% confidence VaR.
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2.2 Estimating VaR

There are typically three methods to estimate VaR: the parametric (variance–cova-

riance) method, the historical simulation method, and the Monte Carlo simulation 

method. Each of these will be discussed in turn.

The first step of every VaR calculation, regardless of the VaR method used, is to 

convert the set of holdings in the portfolio into a set of exposures to risk factors, a 

process called risk decomposition. In some instances, this process can be very sim-

ple—an equity security can be the risk factor itself. In other instances, the process 

can be highly complex. For example, a convertible bond issued by a foreign entity 

has both currency and equity risk factors as well as exposures to multiple points 

on a yield curve of a given credit quality. Fixed- income instruments and derivative 

products often contain distinct risk exposures that require decomposition in order 

to accurately capture their loss potential.

The second step of VaR estimation requires gathering a data history for each of 

the risk factors in the VaR model. The three methods use different approaches to 

specifying these inputs, which will be discussed in the following sections.4

The third step of each method is where the differences between the three VaR 

methods are most apparent: how each method uses the data to make an estimate of 

the VaR.

Although most portfolios contain a large number of individual securities and 

other assets, we will use a two- asset portfolio to illustrate the three VaR methods. 

Using a limited number of assets permits us to closely observe the essential elements 

of the VaR estimation procedure without getting mired in the complex mathematics 

required to accommodate a large number of assets. The objective is to understand the 

concept of VaR, be aware of how it is estimated, know how it is used, appreciate the 

benefits of VaR, and be attentive to its limitations. We can achieve these objectives 

by keeping the portfolio fairly simple.

Our example portfolio has a market value of $150  million and consists of two 

ETFs—SPDR S&P 500 ETF (SPY), representing the US equity exposure, and SPDR 

Bloomberg Barclays Long- Term Corporate Bond ETF (LWC), representing a corporate 

bond exposure. We will allocate 80% of the portfolio to SPY and 20% of the portfolio 

to LWC. For the sake of simplicity, the two securities will represent the risk factors, 

and the return history of each ETF will serve as the risk factor history used in the VaR 

model. We have collected a set of two years of daily total return data, reflecting both 

capital appreciation and dividends on each ETF. The period used for this historical 

data set is called the lookback period.5

Exhibit 2 provides statistical summary information based on the two years of daily 

data in the lookback period, covering the period of 2 July 2012 through 30 June 2014.

4 The parametric and Monte Carlo methods do not formally require a data history. They require only that 

the user enter estimates of certain parameters into the computational procedure (expected return, standard 

deviation, and for some models, skewness and kurtosis). One of the most common sources for estimating 

parameter inputs for any financial model is historical data, but the user could substitute estimates based on 

judgement or alternative forecasting models. Indeed, shortly we will override some historical estimates with 

our own judgement. Nonetheless, the collection of a data history is typically used at least as a starting point 

in the parametric and Monte Carlo methods and absolutely required for the historical simulation method.

5 Exactly how much data are required to be a representative data set is a complex question that is common 

to all estimation problems in economics and finance. We will discuss some of the issues on this matter 

later in this reading.
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Exhibit 2   Statistical Estimates from Daily Return Data, 2 July 2012–30 

June 2014

Daily Annualized

Average 

Return

Standard 

Deviation

Average 

Return

Standard 

Deviation

SPY 0.08% 0.70% 20.72% 11.14%

LWC 0.02% 0.55% 4.21% 8.68%

Correlation of LWC and SPY = –0.1902

SPY produced an annualized average return of almost 21% with a standard deviation 

of about 11%, significantly different from the long- term historical performance of the 

S&P 500 Index of approximately 10.5% average return and 20% standard deviation. 

LWC produced an annualized average return of 4.2% with a standard deviation of 

about 8.7%. These numbers compare with an average annual return for long- term 

corporate bonds of slightly more than 6% and a standard deviation of about 8.5%.6 

Although the average return of LWC in the last two years was lower than that of the 

overall long- term corporate bond sector, the standard deviations were similar.

The risk and return parameters for each risk factor in Exhibit 2 illustrate how one 

might collect historical data. It is necessary, however, to critically assess the data and 

apply judgment to modify the inputs if the lookback period is not representative of 

the expected performance of the securities (or risk factors) going forward. Exercising 

our judgment, and believing that we have no information to suggest that future per-

formance will deviate from the long- run historical performance, we adjust our inputs 

and use returns of 10.5% for SPY and 6% for LWC, with standard deviations of 20% 

for SPY and 8.5% for LWC. These adjustments align the inputs more closely with the 

long- run historical performance of each sector.7

Although the returns and standard deviations experienced over the lookback 

period have been adjusted to more closely align with long- run historical experience, 

we will use a correlation estimate approximately equal to the observed correlation 

over our lookback period. We are assuming that the recent historical relationship of 

equity and fixed- income returns is a reasonable assumption moving forward. To keep 

the numbers simple, we round the observed correlation of –0.1902 to –0.20.

Exhibit 3 illustrates our input assumptions for the VaR estimations.

Exhibit 3   Input Assumptions, 2 July 2012–30 June 2014

Annualized

Allocation Return Standard Deviation

SPY 80% 10.5% 20.0%

LWC 20% 6.0% 8.5%

Correlation of LWC and SPY = –0.20

6 Historical data are drawn from Burton Malkiel’s A Random Walk Down Wall Street (New York: W.W. 

Norton, 2007).

7 In practice, users will want to use estimates they believe are reflective of current expectations, though 

clearly one user’s estimates could differ widely from another’s.
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2.2.1 The Parametric Method of VaR Estimation

The parametric method of estimating VaR is sometimes referred to as the analytical 

method and sometimes the variance–covariance method. The parametric method 

begins, as does each method, with a risk decomposition of the portfolio holdings. It 

typically assumes that the return distributions for the risk factors in the portfolio are 

normal. It then uses the expected return and standard deviation of return for each 

risk factor to estimate the VaR.

Note that we said that this method typically uses the normal distribution. Indeed, 

that is the common case in practice, but there is no formal requirement that the normal 

distribution be used. The normal distribution conveniently requires only two parame-

ters—the expected value and standard deviation—to encompass everything there is to 

know about it. If other distributions are used, additional parameters of the distribution, 

such as skewness and kurtosis, would be required. We will limit the presentation here 

to the normal distribution, but be aware that other, more accurately representative 

distributions could be used but would add complexity to the VaR estimation process.

Recall that in defining VaR, we identified a VaR threshold—a point in the left tail 

of the distribution, typically either the 5% left tail, the 1% left tail, or a one standard 

deviation move (16%). If the portfolio is characterized by normally distributed returns 

and the expected value and standard deviation are known, it is a simple matter to 

identify any point on the distribution. A normal distribution with expected value μ 

and standard deviation σ can be converted to a standard normal distribution, which 

is a special case of the normal distribution in which the expected value is zero and the 

standard deviation is one. A standard normal distribution is also known as a z-dis-

tribution. If we have observed a return R from a normal distribution, we can convert 

to its equivalent z-distribution value by the transformation:

z R
=

− μ
σ

In a standard normal (z) distribution, a 5% VaR is 1.65 standard deviations below 

the expected value of zero. A 1% VaR is 2.33 standard deviations below the expected 

value of zero. A 16% VaR is one standard deviation below the expected value of zero. 

Thus, in our example, for a 5% VaR, we wish to know the return that is 1.65 standard 

deviations to the left of the expected return.

To estimate this VaR, we need the expected return and volatility of the portfolio. 

The expected return is estimated from the following equation:

E(Rp) = wSPYE(RSPY) + wLWCE(RLWC)

where the expected return of the portfolio, E(Rp), is equal to the portfolio weights of 

SPY (wSPY) and LWC (wLWC) multiplied by the expected return of each asset, E(RSPY) 

and E(RLWC).

The volatility of the portfolio, σp, is estimated from the following equation:

σ σ σ ρ σ σp SPY SPY LWC LWC SPY LWC SPY LWC SPY LWCw w w w= + +2 2 2 2 2 ,

where σSPY and σLWC are the standard deviations (volatilities) of SPY and LWC, respec-

tively; ρSPY,LWC is the correlation between the returns on SPY and LWC, respectively; 

and ρSPY,LWCσSPYσLWC is the covariance between SPY and LWC.

Recall that we estimated these parameters from the historical data, with some 

modifications to make them more consistent with long- run values. The formal calcu-

lations for our portfolio based on these adjusted estimates are as follows:

 E(Rp) = 0.8(0.105) + 0.2(0.06) = 0.096000

 σp = 0 8 0 2 0 2 0 085 2 0 8 0 2 0 20 0 2 0 0852 2 2 2. . . . . . . . .( ) ( ) + ( ) ( ) + ( )( ) −( )( )( ) == 0 157483.

(1)

(2)
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Thus, our portfolio, consisting of an 80% position in SPY and a 20% position in LWC, is 

estimated to have an expected return of 9.6% and a volatility of approximately 15.75%.

But these inputs are based on annual returns. If we want a one- day VaR, we should 

adjust the expected returns and volatilities to their daily counterparts. Assuming 

250 trading days in a year, the expected return is adjusted by dividing by 250 and the 

standard deviation is adjusted by dividing by the square root of 250.8 Thus, the daily 

expected return and volatility are

E Rp( ) = =
0 096
250

0 000384. .  and

σ p = =
0 157483

250
0 009960. .

It is important to note that we have assumed that the statistical properties of the 

return distribution are constant across the year. Earlier, we annualized the daily data 

in Exhibit 2 in order to see how our estimates compared with long- term estimates. 

We made some modest adjustments to the annualized data and then, in Equations 3 

and 4, returned to using daily data. To estimate an annual VaR, we would need to use 

annual data, but we would need a longer lookback period in order to have sufficient 

data points.9

The parametric VaR is now easily obtained. With the distribution centered at the 

expected return of 0.0384%, and a one standard deviation move equal to 0.996%, a 

5% VaR is obtained by identifying the point on the distribution that lies 1.65 standard 

deviations to the left of the mean. It is now easy to see why parametric VaR is so 

named—the expected values, standard deviations, and covariances are the parameters 

of the distributions.

The following step- by- step procedure shows how the VaR is derived:

[(E(Rp) – 1.65σp)(–1)]($150,000,000)

Step 1 Multiply the portfolio standard deviation by 1.65.

0.009960 × 1.65 = 0.016434

Step 2 Subtract the answer obtained in Step 1 from the expected return.

0.000384 – 0.016434 = –0.016050

Step 3 Because VaR is expressed as an absolute number (despite representing 

an expected loss), change the sign of the value obtained in Step 2.

Change –0.016050 to 0.016050

Step 4 Multiply the result in Step 3 by the value of the portfolio.10

$150,000,000 × 0.016050 = $2,407,500

(3)

(4)

8 If this adjustment sounds confusing, just note that the variance is converted by dividing by time (250 

days). Thus, the standard deviation must be adjusted by using the square root of time (250 days). The 

adjustment (dividing by the square root of 250) makes the simplifying assumption that daily returns are 

serially uncorrelated.

9 It is important to note that we cannot estimate a daily VaR and annualize it to arrive at an annual VaR 

estimate. First, to assume that a daily distribution of returns can be extrapolated to an annual distribution 

is a bold assumption. Second, annualizing the daily VaR is not the same as adjusting the expected return 

and the standard deviation to annual numbers and then calculating the annual VaR. The expected return is 

annualized by multiplying the daily return by 250 and the standard deviation is annualized by multiplying 

the daily standard deviation by the square root of 250. Thus, we can annualize the data and estimate an 

annual VaR, but we cannot estimate a daily VaR and annualize it without assuming a zero expected return.

10 Asset managers may stop at Step 3 because at that point the measure is expressed as a percentage of 

the value of the portfolio, which is the unit this group more commonly uses.
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Thus, using the parametric method, our estimate of VaR is $2,407,500, meaning that on 

5% of trading days the portfolio would be expected to incur a loss of at least $2,407,500.

EXAMPLE 2  

Parametric VaR

1 The parameters of normal distribution required to estimate parametric 

VaR are:

A expected value and standard deviation.

B skewness and kurtosis.

C standard deviation and skewness.

2 Assuming a daily expected return of 0.0384% and daily standard deviation 

of 0.9960% (as in the example in the text), which of the following is closest 

to the 1% VaR for a $150 million portfolio? Express your answer in dollars.

A $3.4 million

B $2.4 million

C $1.4 million

3 Assuming a daily expected return of 0.0384% and daily standard deviation 

of 0.9960% (as in the example in the text), the daily 5% parametric VaR 

is $2,407,530. Rounding the VaR to $2.4 million, which of the following 

values is closest to the annual 5% parametric VaR? Express your answer in 

dollars.

A $38 million

B $25 million

C $600 million

Solution to 1:

A is correct. The parameters of a normal distribution are the expected value 

and standard deviation. Skewness, as mentioned in B and C, and kurtosis as 

mentioned in B, are characteristics used to describe a non-normal distribution.

Solution to 2:

A is correct and is obtained as follows:

Step 1 2.33 × 0.009960 = 0.023207

Step 2 0.000384 – 0.023207 = –0.022823

Step 3 Convert –0.022823 to 0.022823

Step 4 0.022823 × $150 million = $3,423,450.

B is the estimated VaR at a 5% threshold, and C is the estimated VaR using a 

one- standard deviation threshold.

Solution to 3:

B is correct. It is found by annualizing the daily return and standard deviation 

and using these figures in the calculation. The annual return and standard devi-

ation are, respectively, 0.096000 (0.000384 × 250) and 0.157483 (0.009960 × 250).

Step 1 0.157483 × 1.65 = 0.259847

Step 2 0.096000 – 0.259847 = –0.163847

Step 3 Convert –0.163847 to 0.163847
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Step 4 0.163847 × $150 million = $24,577,050.

A incorrectly multiplies the daily VaR by the square root of the number of trading 

days in a year ( 250 ), and C incorrectly multiplies the daily VaR by the approx-

imate number of trading days in a year (250). Neither A nor C make the appro-

priate adjustment to annualize the standard deviation.

To recap, we see that the parametric VaR method generally makes the assumption 

that the distribution of returns on the risk factors is normal. Under that assumption, 

all of the information about a normal distribution is contained in the expected value 

and standard deviation. Therefore, finding the 5% VaR requires only that we locate the 

point in the distribution beyond which 5% of the outcomes occur. Although normality 

is the general assumption of the parametric method, it is not an absolute requirement. 

Other distributions could be accommodated by incorporating skewness and kurtosis, 

the third and fourth parameters of the distribution, but that added complexity is not 

needed to demonstrate the general approach to parametric VaR and is rarely done 

in practice.

The major advantage of the parametric method is its simplicity and straightfor-

wardness. The assumption of the normal distribution allows us to easily estimate 

the parameters using historical data, although judgment is required to adjust the 

parameters when the historical data may be misleading. The parametric method is 

best used in situations in which one is confident that the normal distribution can be 

applied as a reasonable approximation of the true distribution, and the parameter 

estimates are reliable or can be turned into reliable estimates by suitable adjustments. 

It is important to understand that VaR under the parametric method is very sensitive 

to the parameter estimates, especially the covariances.

One of the major weaknesses of the parametric method is that it can be difficult 

to use when the investment portfolio contains options. When options are exercised, 

they pay off linearly with the underlying, but if never exercised, an option loses 100% 

of its value. This characteristic leads to a truncated, non- normal distribution that does 

not lend itself well to the parametric method. But there are some adjustments that 

can render options more responsive to the parametric method. These adjustments 

are helpful but not perfect, limiting the usefulness of the parametric method when 

there are options in the portfolio. Additionally, although the expected return and 

volatility of the underlying fixed income or equity security may be stable over the 

life of the option, the distribution of the option changes continuously as the value of 

the underlying, the volatility of the underlying, and the time to expiration all change.

2.2.2 The Historical Simulation Method of VaR Estimation

The historical simulation method of VaR uses the current portfolio and reprices it 

using the actual historical changes in the key factors experienced during the lookback 

period. We begin, as with the parametric method, by decomposing the portfolio into 

risk factors and gathering the historical returns of each risk factor from the chosen 

lookback period. Unlike the parametric method, however, we do not characterize 

the distribution using estimates of the mean return, the standard deviation, or the 

correlations among the risk factors in the portfolio. Instead, we reprice the current 

portfolio given the returns that occurred on each day of the historical lookback period 

and sort the results from largest loss to greatest gain. To estimate a one- day VaR at 

a 5% confidence interval, we choose the point on the resulting distribution beyond 

which 5% of the outcomes result in larger losses.
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Illustrating this point using a full two years of daily observations would be tedious 

and consume a great deal of space, so we will condense the process quite a bit and then 

extrapolate the methodology. Exhibit 4 shows the daily returns on the SPY, the LWC, 

and our 80% SPY/20% LWC portfolio over the first five days of our historical data set.11

Exhibit 4   First Five Days of Historical Returns on the SPY/LWC Portfolio 

Using the 2 July 2012–30 June 2014 Data

Day SPY Return LWC Return Portfolio Returna

1 0.66% –0.54% 0.42%

2 –0.45% –0.05% –0.37%

3 –0.95% 0.78% –0.60%

4 –0.13% 0.32% –0.04%

5 –0.87% 0.49% –0.60%

a The Day 1 portfolio return is obtained by multiplying each holding (SPY, LWC) by its respective 

weight in the portfolio (80%/20%) and adding the two results together: 0.80(0.0066) + 0.20(–0.0054). 

Although Exhibit 4 shows only five days of returns, we would, of course, use all of the data at our 

disposal that is reasonably representative of possible future outcomes.

The historical simulation VaR extracts the portfolio return that lies at the appro-

priate confidence interval along the distribution. Using Excel’s “=percentile(x,y)” func-

tion, we calculated the following historical simulation VaRs for our sample portfolio:

 ■ 1% VaR (99% confidence) $2,314,998

 ■ 5% VaR (95% confidence) $1,205,127

 ■ 16% VaR (84% confidence) $618,287

Now, it will be interesting to compare this result with the parametric VaR estimates. 

Exhibit  5 shows the results side- by- side with the parameters used. The historical 

simulation method does not directly use these parameters, but it uses the data itself, 

and these numbers are the parameters implied by the data itself.

Exhibit 5   Comparison of Historical and Parametric VaR Estimates Using 2 July 2012–30 June 2014 Data

Historical Simulation Method Parametric Method

1% VaR $2,314,998 $3,423,462

5% VaR $1,205,127 $2,407,998

16% VaR $618,287 $1,441,800

Average 

Return

Standard 

Deviation

Average 

Return

Standard 

Deviation

SPY 20.72% 11.14% 10.50% 20.00%

LWC 4.21% 8.68% 6.00% 8.50%

Correlation of SPY and LWC –0.1902 –0.2000

11 Fixed weights are assumed for all days. Neither historical simulation nor Monte Carlo simulation is 

intended to be a replication of sequences of prices. They are intended to create a sample of one- day returns 

for a portfolio of given weights.
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The historical simulation VaRs are much smaller, and the differences stem pri-

marily from the adjustments we made to the historical parameters. We adjusted the 

volatility and the average return estimates of SPY to more closely reflect the historical 

norms and slightly raised the average return of LWC. Recall, in particular, that our 

factor history for the S&P 500 exhibited abnormally low volatility relative to the long 

run experience.

Additionally, our calculations using the historical simulation method were not 

constrained by the assumption of a normal distribution as was the case with the para-

metric method. Exhibit 6 is a histogram of the portfolio returns used in the historical 

simulation results, overlaid with a normal distribution.

Exhibit 6   Histogram of Historical Portfolio Returns (80% SPY and 20% LWC) 

Using 2 July 2012–30 June 2014 Data
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As can be seen, the resulting distribution under the historical simulation method 

is a departure from a normal distribution. This point again highlights the importance 

of understanding the underlying assumptions of any VaR model.

There is no single right way of estimating VaR. Each method provides an estimate 

of VaR and is highly sensitive to the input parameters, and similar to many estimation 

models, they will disagree.

Both the parametric and historical simulation methods in their most basic forms 

have the limitation that, as with most samples, all observations are weighted equally. 

The historical simulation method can adjust for this problem, however, by using a 

weighting methodology that gives more weight to more recent observations and less 

weight to more distant observations.

The primary advantage of the historical simulation method compared with the para-

metric method is that the historical simulation method estimates VaR based on what 

actually happened, so it cannot be dismissed as introducing impossible outcomes. Yet, 

therein also lies the primary weakness of the historical simulation method: There can 

be no certainty that a historical event will re- occur, or that it would occur in the same 

manner or with the same likelihood as represented by the historical data. If one uses a 

relatively short historical data set, such as from January 1987 through December 1988 

(a period encompassing the “Black Monday” of 19 October 1987, when stock markets 

around the world collapsed in a very short time), an occurrence of this magnitude 
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might be projected to occur once every two years, surely an overstatement of its 

probability. Thus, the historical simulation method is best used when the distribution 

of returns during the lookback period are expected to be representative of the future.

The historical method is capable of handling the adjustment of one time horizon 

to another; that is, the information derived from daily data can be extrapolated to 

estimate an annual VaR, provided the distribution can be assumed to be stationary. 

In other words, one can convert each daily return to an annual return and then esti-

mate the annual VaR. Although using annual data to estimate an annual VaR is always 

preferred, that would require a much longer lookback period.

We noted earlier that the parametric method is not well suited for options. Because 

the historical simulation method captures the returns that actually occurred, regardless 

of the type of financial instrument used, it can accommodate options.

EXAMPLE 3  

Historical Simulation VaR

1 Which of the following statements about the historical simulation method 

of estimating VaR is most correct?

A A 5% historical simulation VaR is the value that is 5% to the left of the 

expected value.

B A 5% historical simulation VaR is the value that is 1.65 standard devia-

tions to the left of the expected value.

C A 5% historical simulation VaR is the fifth percentile, meaning the 

point on the distribution beyond which 5% of the outcomes result in 

larger losses.

2 Which of the following is a limitation of the historical simulation method?

A The past may not repeat itself.

B A reliance on the normal distribution.

C Estimates of the mean and variance could be biased.

Solution to 1:

C is correct. In the historical method, the portfolio returns are arrayed lowest 

to highest and the observation at the fifth percentile (95% of the outcomes are 

better than this outcome) is the VaR. A is not correct because it draws a point 

on the distribution relative to the expected value rather than the using the 5% 

of the outcomes that are in the left- most of the distribution. B confuses the 

parametric and historical methods. In the parametric method, the 5% VaR lies 

1.65 standard deviations below the mean.

Solution to 2:

A is correct. The historical simulation method estimates VaR based on the 

historical distribution of the risk factors. B is not correct; the historical simula-

tion method does not rely on any particular distribution because it simply uses 

whatever distribution applied in the past. C is not correct because the historical 

distribution does not formally estimate the mean and variance.

2.2.3 The Monte Carlo Simulation Method of VaR Estimation

Monte Carlo simulation is a method of estimating VaR in which the user develops 

his own assumptions about the statistical characteristics of the distribution and uses 

those characteristics to generate random outcomes that represent hypothetical returns 
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to a portfolio with the specified characteristics. This method is widely used in the 

sciences to estimate the statistical distribution of scientific phenomena and has many 

applications in business and finance.12 The reference to the famous Mediterranean 

casino city allegedly came from an observation made by a scientist that the method 

is similar to tossing dice at a casino.

Monte Carlo simulation avoids the complexity inherent in the parametric method 

when the portfolio has a large number of assets. (A large number of assets makes the 

parameters of the distribution difficult to extract.) There can be many risk factors, and 

the interactions among these risk factors can be too complex to specify. Moreover, 

Monte Carlo simulation does not need to be constrained by the assumption of normal 

distributions. Rather than attempt to determine the expected return and volatility of 

a combination of multiple statistical processes, one would simply simulate these pro-

cesses, tabulate the statistical results of the simulations, and thereby gain a measure 

of the combined effects of these complex component processes on the overall risk.

Monte Carlo simulation requires the generation of random values of the underly-

ing unknowns. In our example, the unknowns are the returns on the two risk factors, 

represented by the SPY and LWC ETFs. We can, of course, assume that the statistical 

properties of the historical returns—their averages, volatilities, and correlation—are 

appropriate for use in a simulation or we can modify those values to conform to what 

we expect to be relevant for the future. For illustrative purposes here, we will simply 

use the inputs we used in the parametric method.

Recall that we previously assumed for the sake of simplicity that the two securities 

represent the risk factors. We now decompose the portfolio holdings into these risk 

factors. First we simulate the returns of these two risk factors, and then we re- price 

our exposures to the risk factors under the range of simulated returns, recording the 

results much as we do in the historical simulation method. We then sort the results in 

order from worst to best. A 5% Monte Carlo VaR would simply be the fifth percentile 

of the simulated values instead of the historical values.

Yet, it is not quite that simple. We must first decide how many random values to 

generate. There is no industry standard; the more values we use, the more reliable 

our answers are, but the more time- consuming the procedure becomes. In addition, 

we cannot just simulate values of two random variables without accounting for the 

correlation between the two. For example, if you spin two roulette wheels, you can 

assume they are independent of each other in much the same manner as are two 

uncorrelated assets. But most assets have at least a small degree of correlation. In our 

example, we used the historical correlation of about –0.20. Monte Carlo simulation 

must take that relationship into account.

For simplicity, this reading will not go into detail on either the mathematical tech-

niques that can account for the correlations among risk factor returns, or the specific 

method used to simulate outcomes given average values and volatilities for each risk 

factor; both are beyond the scope of this reading.

For this example, we will use 10,000 simulated returns on SPY and LWC drawn 

from a normal distribution. Of course, non- normal distributions can be used and they 

commonly are in practice, but we want to keep the illustration simple to facilitate 

comparisons between methods. Each set of simulated returns combines to produce 

a sample with the expected returns and volatilities as we specified. In addition, the 

returns will have the pre- specified correlation of –0.20. Each pair of returns is weighted 

80/20 as desired. We generate the 10,000 outcomes, sort them from worst to best, 

12 For example, a corporation considering the investment of a large amount of capital in a new project 

with many uncertain variables could simulate the possible values of these variables and thus gain an under-

standing of the distribution of the possible returns from this investment. Complex options can often be 

priced by simulating outcomes of the underlying, determining the payoffs of the option, and then averaging 

the option payoffs and discounting that value back to the present.
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and select the outcome at the 5th percentile for a 5% VaR, or the outcome at the 1st 

percentile for a 1% VaR, or the outcome at the 16th percentile if we want to evaluate 

the impact of a one standard deviation move. Using the parameters specified in our 

example, the simulation returns a distribution from which we can draw the following 

VaR numbers:

1% VaR = $3,426,424

5% VaR = $2,422,533

16% VaR = $1,429,011

Note that these results are fairly close to VaR under the parametric VaR method, 

where the 5% VaR was $2,407,530. The slight difference arises from the fact that Monte 

Carlo simulation only samples from a population with certain parameters, and the para-

metric method assumes those parameters. A sample of a distribution will not produce 

statistics that match the parameters precisely except in extremely large sample sizes, 

much larger than the 10,000 used here. Exhibit 7 displays a histogram of the simulated 

returns overlaid with a bell curve representing a normal distribution. Note how the 

simulated returns appear more normally distributed than do the historical values as 

illustrated in Exhibit 6. This is because we explicitly assumed a normal distribution 

when running the simulation to generate the values in our example.

Exhibit 7   Monte Carlo Simulated Returns 80/20 Portfolio of SPY and LWC
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Although we conveniently assumed a normal distribution, one of the advantages 

of the Monte Carlo method is that it can accommodate virtually any distribution. In 

fact, the flexibility of the Monte Carlo method to handle more complex distributions 

is its primary attraction. The Monte Carlo and historical simulation methods are much 

more capable than the parametric method of accurately incorporating the effects of 

option positions or bond positions with embedded options.

Similar to the historical simulation method, you can scale daily returns to annual 

returns and extrapolate an estimate of the annual VaR by running a Monte Carlo 

simulation on these annual returns.
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At one time, calculating VaR using the Monte Carlo simulation method was slow, 

but with the speed of today’s computers, it is relatively easy and fast to simulate 

extremely complex processes for portfolios with thousands of exposures.

EXAMPLE 4  

Monte Carlo Simulation VaR

1 When will the Monte Carlo method of estimating VaR produce virtually 

the same results as the parametric method?

A When the Monte Carlo method assumes a non- normal distribution.

B When the Monte Carlo method uses the historical return and distri-

bution parameters.

C When the parameters and the distribution used in the parametric 

method are the same as those used in the Monte Carlo method, and 

the Monte Carlo method uses a sufficiently large sample.

2 Which of the following is an advantage of the Monte Carlo method?

A The VaR is easy to calculate with a simple formula.

B It is flexible enough to accommodate many types of distributions.

C The number of necessary simulations is determined by the parameters.

Solution to 1:

C is correct. The Monte Carlo method simulates outcomes using whatever distri-

bution is specified by the user. If a normal distribution is used and a sufficiently 

large number of simulations are run, the parameters of the Monte Carlo sample 

will converge with those used in the parametric method, and the overall VaR 

should be very close to that of the parametric method. A is incorrect because 

the parametric method is not well- adapted to a non- normal distribution. B is 

not correct because neither the Monte Carlo method nor the parametric method 

focus on historical outcomes.

Solution to 2:

B is correct. The method can handle any distribution. A is incorrect because 

Monte Carlo simulation is not a simple formula. C is incorrect; there is no 

industry- wide agreement as to the necessary number of simulations.

2.3 Advantages and Limitations of VaR

The concept of VaR is solidly grounded in modern portfolio analysis. Nonetheless, 

the implementation of VaR, both in the estimation procedure and in the application 

of the concept, presents a number of advantages and limitations.

2.3.1 Advantages of VaR

The use of VaR as a risk measure has the following advantages:

 ■ Simple concept. VaR is relatively easy to understand. Although the methodol-

ogy is fairly technical, the concept itself is not very difficult, so decision makers 

without technical backgrounds should be able to grasp the likelihood of possi-

ble losses that might endanger the organization. Reporting that a daily 5% VaR 

is, for example, €2.2 million allows the user to assess the risk in the context of 
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the capital deployed. If a portfolio is expected to incur losses of a minimum of 

€2.2 million on 5% of the trading days, about once a month, this information is 

valuable in the context of the size of the portfolio.

 ■ Easily communicated concept. VaR captures a considerable amount of informa-

tion into a single number. If the recipient of the information fully understands 

the meaning and limitations of VaR, it can be a very significant and practical 

piece of information.

 ■ Provides a basis for risk comparison. VaR can be useful in comparing risks 

across asset classes, portfolios, and trading units, giving the risk manager a 

better picture of which constituents are contributing the least and the most to 

the overall risk. As such, the risk manager can be better informed as he looks 

for potential hot spots in the organization. This point will be discussed further 

in Section 2.4.

 ■ Facilitates capital allocation decisions. The ability to compare VaR across 

trading units or portfolio positions provides management with a benchmark 

that can be used in capital allocation decisions. A proprietary trading firm, 

for example, can find that its VaR in equity trading is $20 million, and its VaR 

in fixed- income trading is $10 million. If its equity trading portfolio is not 

expected to take more risk than its fixed- income trading portfolio, then the 

equity trading activities are taking too much risk or there is too much capital 

allocated to equity trading. The firm should either make adjustments to realign 

its VaR or allocate capital in proportion to the relative risks. If a firm is looking 

to add a position to a portfolio or change the weights of existing portfolio posi-

tions, certain extensions of VaR allow the manager to assess the risk of these 

changes. This topic will be covered in more detail in Section 2.4.

 ■ Can be used for performance evaluation. Risk- adjusted performance measure-

ment requires that return or profit be adjusted by the level of risk taken. VaR 

can serve as the basis for risk adjustment. Without this adjustment, more prof-

itable units could be perceived as more successful but, when adjusted by VaR, a 

less profitable unit that poses less risk of loss may be judged more desirable.

 ■ Reliability can be verified. VaR is easily capable of being verified, a process 

known as backtesting. For example, if the daily VaR is $5 million at 5%, we 

would expect that on 5% of trading days, a loss of at least $5 million would 

be incurred. To determine whether a VaR estimate is reliable, one can deter-

mine over a historical period of time whether losses of at least $5 million were 

incurred on 5% of trading days, subject to reasonable statistical variation.

 ■ Widely accepted by regulators. In the United States, the SEC requires that 

the risk of derivatives positions be disclosed either in the form of a summary 

table, by sensitivity analysis (a topic we cover later), or by VaR. Thus, VaRs are 

frequently found in annual reports of financial firms. Global banking regulators 

also encourage banks to use VaR. These regulations require or encourage the 

use of VaR, but they do not prescribe how it is implemented, which estimation 

method is used, or the maximum acceptable VaR.

2.3.2 Limitations of VaR

Despite its many advantages, users of VaR must also understand its limitations. The 

primary limitations of VaR are the following:

 ■ Subjectivity. In spite of the apparent scientific objectivity on which it is based, 

VaR is actually a rather subjective method. As we saw in the descriptions of the 

three methods of estimating VaR, there are many decisions to make. At the fun-

damental level, a decision must be made as to the desired VaR cutoff (5%, 1%, 
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or some other cutoff); over what time horizon the VaR will be measured; and 

finally, which estimation method will be used. As we have seen here, for each 

estimation method, there are numerous other discretionary choices to make 

about inputs, source of data, and so on.

 ■ Underestimating the frequency of extreme events. In particular, use of the nor-

mal distribution in the parametric method and sometimes in the Monte Carlo 

method commonly underestimates the likelihood of extreme events that occur 

in the left tail of the distribution. In other words, there are often more extreme 

adverse events, called “left tail events,” than would be expected under a normal 

distribution. As mentioned previously, there is no particular requirement that 

one use the normal distribution. Although the historical simulation method 

uses whatever distribution the data produce, we chose to illustrate the Monte 

Carlo method with a normal distribution, and it is virtually always used in the 

parametric method. Nonetheless, the tendency to favor the normal distribution 

and other simple and symmetrical distributions often leads to an understate-

ment of the frequency of left tail events.

 ■ Failure to take into account liquidity. If some assets in a portfolio are relatively 

illiquid, VaR could be understated, even under normal market conditions. 

Additionally, liquidity squeezes are frequently associated with tail events and 

major market downturns, thereby exacerbating the risk. Although illiquidity in 

times of stress is a very general problem that affects virtually all of the financial 

decisions of a firm, reliance on VaR in non- normal market conditions will lead 

the user to underestimate the magnitude of potential losses.

 ■ Sensitivity to correlation risk. Correlation risk is the risk that during times of 

extreme market stress, correlations among all assets tend to rise significantly. 

Thus, markets that provide a reasonable degree of diversification under normal 

conditions tend to decline together under stressed market conditions, thereby 

no longer providing diversification.

 ■ Vulnerability to trending or volatility regimes. A portfolio might remain under 

its VaR limit every day but lose an amount approaching this limit each day. 

Under such circumstances, the portfolio could accumulate substantial losses 

without technically breaching the VaR constraint. Also, during periods of low 

volatility, VaR will appear quite low, underestimating the losses that could occur 

when the environment returns to a normal level of volatility.

 ■ Misunderstanding the meaning of VaR. VaR is not a worst- case scenario. Losses 

can and will exceed VaR.

 ■ Oversimplification. Although we noted that VaR is an easily communicated 

concept, it can also oversimplify the picture. And although VaR does indeed 

consolidate a considerable amount of information into a single number, that 

number should be interpreted with caution, with an awareness of the other 

limitations, and supported by additional risk measures.

 ■ Disregard of right- tail events. VaR focuses so heavily on the left tail (the losses) 

that the right tail (potential gains) are often ignored. By examining both tails 

of the distribution, the user can get a better appreciation of the overall risk–

reward trade- off, which is often missed by concentrating only on VaR.

These limitations are not unique to VaR; they apply equally to any technique or 

measure used to quantify the expected rewards and risks of investing.
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EXAMPLE 5  

Advantages and Limitations of VaR

1 Which of the following is not an advantage of VaR?

A It is a simple concept to communicate.

B There is widespread agreement on how to calculate it.

C It can be used to compare risk across portfolios or trading units.

2 Which of the following is a limitation of VaR?

A It requires the use of the normal distribution.

B The maximum VaR is prescribed by federal securities regulators.

C It focuses exclusively on potential losses, without considering potential 

gains.

Solution to 1:

B is correct. There is no consensus on how to calculate VaR. A and C are both 

advantages of VaR, as we noted that VaR is fairly simple to communicate and it 

can show the contribution of each unit to the overall VaR.

Solution to 2:

C is correct. VaR deals exclusively with left- tail or adverse events. A is wrong 

because although parametric VaR does generally use the normal distribution, 

the historical simulation method uses whatever distribution occurred in the 

past and Monte Carlo simulation uses whatever distribution the user chooses. 

B is incorrect because regulators do not specify maximum VaRs, although they 

may encourage and require that the measure be used.

2.4 Extensions of VaR

Clearly no single risk model can answer all of the relevant questions a risk manager 

may have. As a result, VaR has laid a foundation for a number of variations, each of 

which provides additional information.

As discussed previously, VaR is a minimum loss, typically expressed as the minimum 

loss that can be expected to occur 5% of the time. An important and related question 

is to determine the average loss that would be incurred if the VaR cutoff is exceeded. 

This measure is sometimes referred to as the conditional VaR (CVaR), although it 

is not technically a VaR measure. It is the average loss conditional on exceeding the 

VaR cutoff. So, although VaR answers the question of “what is the minimum loss I 

can expect at a certain confidence,” CVaR answers the question of “how much can I 

expect to lose if VaR is exceeded.” CVaR is also sometimes referred to as the expected 

tail loss or expected shortfall. CVaR is best derived using the historical simulation 

or Monte Carlo methods, in which one can observe all of the returns throughout the 

distribution and calculate the average of the losses beyond the VaR cutoff. The para-

metric method uses a continuous distribution and obtaining the average loss beyond 

the VaR cutoff would require a level of mathematics beyond the scope of this reading.

Using our earlier example, in the historical simulation method, our sample of 500 

historical returns was sorted from lowest to highest and the 5% VaR was $1,205,127. 

With 500 returns in the sample, there are 25 observations (5% of 500) that lie below 

the VaR estimate. The average of these losses is $1,867,681. Thus, when the VaR is 

exceeded, we would expect an average loss of about $1.9 million.
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For the Monte Carlo method, we generated 10,000 random values and obtained a 

5% VaR of $2,422,533. Given 10,000 random values, there are 500 observations in the 

lowest 5% of the VaR distribution. The CVaR using the Monte Carlo method would 

be the average of the 500 lowest values, which is $3,058,381.

Note that once again, the CVaR derived using the historical simulation method 

is lower than the CVaR derived using the Monte Carlo method. As explained earlier, 

this result can largely be attributed to the lower volatility of the S&P 500 component 

in the historical data series.

Beyond assessing tail loss, a risk manager often wants to know how the portfolio 

VaR will change if a position size is changed relative to the remaining positions. This 

effect can be captured by a concept called incremental VaR (IVaR). Using our example, 

suppose the portfolio manager is contemplating increasing the risk by increasing the 

investment in SPY to 90% of the portfolio. We recalculate the VaR under the pro-

posed allocation, and the incremental VaR is the difference between the “before” and 

“after” VaR. As an example, using the parametric method, the VaR would be expected 

to increase from $2,407,530 to $2,733,722, thus the IVaR for the 5% case would be 

$326,192. Or the portfolio manager might wish to add a new asset, thereby reducing 

the exposure to the existing assets. The risk manager would calculate the VaR under 

the assumption that the change is made, and the difference between the new VaR 

and the old VaR is the IVaR. This measure is useful in that it reflects the effect of an 

anticipated change on the VaR. The risk manager could find that the new VaR will be 

unacceptably high or that it has possibly even decreased.

A related concept is called marginal VaR (MVaR). It is conceptually similar to 

incremental VaR in that it reflects the effect of an anticipated change in the portfolio, 

but it uses formulas derived from calculus to reflect the effect of a very small change 

in the position. Some people interpret MVaR as a change in the VaR for a $1 or 1% 

change in the position, although that is not strictly correct. Nonetheless, this inter-

pretation is a reasonable approximation of the concept behind marginal VaR, which 

is to reflect the impact of a small change. In a diversified portfolio, marginal VaR may 

be used to determine the contribution of each asset to the overall VaR; the marginal 

VaRs for all positions may be proportionately weighted to sum to the total VaR.

Both incremental and marginal VaR address the question of what impact a change 

in the portfolio holdings might have on the total VaR of the portfolio. Both take into 

account the potential diversifying effects of various positions or subportfolios, and 

thus they both can be useful in evaluating the potential effect of a trade before the 

trade is done.

Another related measure is ex ante tracking error, also known as relative VaR, 

which is a measure of the degree to which the performance of a given investment 

portfolio might deviate from its benchmark. It is computed using any of the stan-

dard VaR models, described earlier, but the portfolio to which VaR is applied contains 

the portfolio’s holdings minus the holdings in the specified benchmark. In other 

words, the benchmark’s holdings, weighted in proportion to the value of the subject 

portfolio, are entered into the VaR modeling process as short positions. VaR for this 

measure is typically expressed as a one standard deviation annualized measure. If 

the portfolio is a perfect match to the benchmark, ex ante tracking error will be at or 

near zero. The more the portfolio differs from the benchmark, the larger the ex ante 

tracking error will be.

EXAMPLE 6  

Extensions of VaR

1 Conditional VaR measures the:
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A VaR over all possible losses.

B VaR under normal market conditions.

C average loss, given that VaR is exceeded.

2 Which of the following correctly identifies incremental VaR?

A The change in VaR from increasing a position in an asset.

B The increase in VaR that might occur during extremely volatile 

markets.

C The difference between the asset with the highest VaR and the asset 

with the second highest VaR.

3 Which of the following statements is correct about marginal VaR?

A The marginal VaR is the same as the incremental VaR.

B The marginal VaR is the VaR required to meet margin calls.

C Marginal VaR estimates the change in VaR for a small change in a 

given portfolio holding.

Solution to 1:

C is correct. Conditional VaR is the average loss conditional on exceeding the 

VaR. A is not correct because CVaR is not concerned with losses that do not 

exceed the VaR threshold, and B is incorrect as because VaR does not distinguish 

between normal and non- normal markets.

Solution to 2:

A correctly defines incremental VaR. Incremental VaR is not a change in VaR 

from an increase in volatility. B is not correct because incremental volatility 

reflects the results of intentional changes in exposure, not from uncontrollable 

market volatility. C is not correct because incremental VaR is not the difference 

in the VaRs of the assets with the greatest and second greatest VaRs.

Solution to 3:

C is correct. In A, marginal VaR is a similar concept to incremental VaR in that 

they both deal with the effect of changes in VaR, but they are not the same con-

cept. B is incorrect because marginal VaR has nothing to do with margin calls.

OTHER KEY RISK MEASURES—SENSITIVITY AND 

SCENARIO MEASURES

Just as no single measure of a person’s health gives a complete picture of that person’s 

physical condition, no single risk measure gives a full picture of a portfolio’s risk profile. 

As we saw, although VaR has many advantages, it also has many limitations. Therefore, 

good risk managers will use a comprehensive set of risk tools. In this section, we will 

look at two additional classes of risk measures, one based on sensitivity analysis and 

the other based on the use of hypothetical or historical scenarios. The former enables 

us to estimate how our estimated gains and losses change with changes in the under-

lying risk factors, whereas the latter are based on situations involving considerable 

market stress, from which we estimate how our portfolio will perform.

3
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3.1 Sensitivity Risk Measures

Equity, fixed- income, and options positions can be characterized by a number of 

exposure measures that reflect the sensitivities of these positions to movements in 

underlying risk factors. Sensitivity measures examine how performance responds 

to a single change in an underlying risk factor. Understanding and measuring how 

portfolio positions respond to the underlying sources of risk is a primary objective 

in managing risk.

3.1.1 Equity Exposure Measures

The primary equity exposure measure is the beta. In a simple world, a single market 

factor drives equity returns; the return on a stock is given by the familiar capital asset 

pricing model (CAPM):

E(Ri) = RF + βi[E(RM) – RF]

where E(Ri) is the expected return on the asset or portfolio i, RF is the risk- free rate, 

E(Rm) is the expected return on the market portfolio, and βi is the beta, which is the 

risk measure. The expression E(Rm) – RF is the equity risk premium, which is the 

return investors demand for investing in equities rather than risk- free instruments. It 

should be apparent from this often- used equation that beta measures the sensitivity 

of the security’s expected return to the equity risk premium. The beta is defined as 

the covariance of the asset return with the market return divided by the variance of 

the market return. The broad market beta, which is an average of all individual betas 

is 1.0. Assets with betas more (less) than 1 are considered more (less) volatile than 

the market as a whole. The CAPM has a number of extensions, including multifactor 

models, and risk measures derived from those models can also provide more nuanced 

information on equity risk exposures.

3.1.2 Fixed- Income Exposure Measures

The primary sensitivity exposure measures for fixed- income investments are duration 

and convexity.13 Duration is sometimes described as the weighted- average time to 

maturity of a bond, in which the bond is treated as partially maturing on each coupon 

payment date. Duration is a sensitivity measure. Under the assumption that all interest 

rates that affect a bond change by the same percentage, the duration is a measure 

of the sensitivity of the bond price to the interest rate change that characterizes all 

rates.14 This single rate can be viewed as the bond’s yield, y. Given a bond priced at 

B and yield change of Δy, the rate of return or percentage price change for the bond 

is approximately given as follows:

Δ ΔB
B

D y
y

≈ −
+1

13 Obviously, credit is a major factor driving non- government fixed- income markets, but this reading is 

devoted to market risk, which in the fixed- income market is determined by interest rates. Credit risk is 

covered extensively in other readings and articles.

14 What we mean by all rates changing in an additive manner can be seen as follows. Consider a two- year 

bond that pays coupon interest in one year and again at the maturity date. The price of the bond is found 

by discounting the first coupon at the one- year rate and the second coupon and face value at the two- year 

rate. Duration assumes that the one- and two- year rates change by the same additive amount. To accom-

modate the assumption that all rates do not always change by the same amount, another concept called key 

rate duration is sometimes used. It captures the effects of varying rate changes along the term structure.

© CFA Institute. For candidate use only. Not for distribution.



Reading 45 ■ Measuring and Managing Market Risk356

where D is the duration.15 (The ≈ sign stands for the phrase “approximately equal,” and 

reflects the fact that the relationship is not exact.) In this expression, it is easy to see 

that duration does reflect the sensitivity of a bond’s price to its yield, although under 

the restrictive assumption of a single change to all rates.16 As previously mentioned, 

duration is a time measure, the weighted- average maturity of a bond, in which the 

bond is viewed as maturing progressively as it makes its coupon payments.

The relationship shown here is approximate. The formula is derived under the 

assumption that the yield change is infinitesimally small, and duration fails to accurately 

capture bond price movements when yield changes are relatively large. Thus, in the 

above expression, Δy is for small yield changes. It is not possible, however, to say how 

small a yield change must be before it is small enough for the expression to hold true. 

In addition, the expression holds only at any instant in time and only for that instant. 

Over longer periods, the relationship will be less accurate because of the passage of 

time and because Δy is likely to be larger. To accommodate longer periods of time 

and larger yield changes, we can incorporate a second factor called convexity, which 

is denoted C. Convexity describes the sensitivity of a bond’s duration to changes in 

interest rates. Adding convexity to the expression, we obtain the following formula:

Δ Δ ΔB
B

D y
y

C y

y
≈ −

+
+

+( )1
1
2 1

2

2

Convexity can play an important role as a risk measure for large yield changes and 

long holding periods.

Duration and convexity are essential tools in fixed- income risk management. They 

allow the risk manager to assess the potential losses to a fixed- income portfolio or 

position under a given change in interest rates.

3.1.3 Options Risk Measures

Derivatives have their own unique exposure measures. Because forwards, futures, and 

swaps have payoffs that are linear in relation to their underlying, they can often be 

evaluated using the same exposure measures as their underlying. Options, however, 

have non- linear payoffs, which result in them having their own family of exposure 

measures that incorporate this non- linear behavior.

Although options can be very risky instruments in and of themselves, they are a 

critical tool for effective risk management and are often used to create an exposure 

to offset an existing risk in the portfolio. The relative riskiness of an option arises 

from the high degree of leverage embedded in most options. An additional and very 

important risk can also arise from the sensitivity of an option to the volatility of the 

underlying security. We will expand on these points in the next few paragraphs.

The most fundamental risk of an option is its sensitivity to the price of the under-

lying. This sensitivity is called the option’s delta. Although delta is derived by using 

mathematics beyond the scope of this reading, we can provide a simple and reasonably 

effective definition as follows:

Δ delta Change in value of option
Change in value of under

( ) ≈
llying

15 Occasionally, the equation is adjusted so that duration is expressed in the form of modified duration, 

defined as Dm = D/(1 + y), and the equation then becomes 
Δ

Δ
B
B

D ym≈ − .

16 Although the assumption of a single change to all rates seems fairly restrictive, ultimately the assump-

tion is encapsulated by assuming that a single discount rate, the yield, drives the bond price. Duration is 

considered to be a fairly good sensitivity measure.
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Call option deltas range from a value of 0 to a value of 1, whereas put option deltas 

range from a value of 0 to a value of –1. A value of 0 means that the option value does 

not change when the value of underlying changes, a condition that is never absolutely 

true but can be roughly true for a very deep out- of- the- money option. A call delta 

of 1 means that the price of the call option changes in unison with the underlying, a 

condition that is also never absolutely true but is approximately true for very deep 

in- the- money calls. A put delta of –1 means that the price of the put option changes 

in unison with the underlying but in the opposite direction, a condition that is also 

never absolutely true but is approximately true for very deep in- the- money puts. As 

expiration approaches, an in- the- money call (put) delta approaches 1 (–1) and an 

out- of- the- money call (put) delta approaches 0.

Delta can be used to approximate the new price of an option as the underlying 

changes. For a call option, we can use the following formula:

c + Δc ≈ c + ΔcΔS

Here, c is the original price of the option and Δc is the change in the price. We approx-

imate the change in the price as the product of the call’s delta, Δc, and the change in 

the value of the underlying, ΔS. The same relationship would hold for puts, simply 

changing the c’s to p’s.

The delta of an option is somewhat analogous to the duration of a fixed- income 

security. It is a first- order effect, reflecting the direct change in the value of the option 

or fixed- income security when the underlying price or yield, respectively, changes. Just 

as duration captures the effect of only small changes in the yield over a short period 

of time, delta captures the effect of only small changes in the value of the underlying 

security over a short period of time. Similar to duration, which has the second- order 

effect of convexity, we can add a second- order effect for options called gamma. Gamma 

is a measure of how sensitive an option’s delta is to a change in the underlying. It is 

a second- order effect in that it is measuring the sensitivity of the first- order effect, 

delta. There are several ways to interpret gamma. The delta reflects the direct change 

in the value of the underlying position, whereas gamma reflects the indirect change, 

meaning the change in the change. Technically it reflects the change in the delta, as 

indicated by the following:

Γ gamma Change in delta
Change in value of underlying

( ) ≈

As with convexity, gamma itself is not simple to interpret. For example, a call option 

might have a delta of 0.6 and a gamma of 0.02. It is not easy to determine whether the 

gamma is large or small. Using the equation just given, if the value of the underlying 

increases by 0.10 and the gamma is 0.02, then the delta would increase by 0.002 (0.10 × 

0.02), from 0.6 to 0.602. Gammas get larger as the option approaches at- the- money and 

they are large when options approach expiration, unless the option is deeply in or out 

of the money. Gamma reflects the uncertainty of whether the option will expire in or 

out of the money. When an option is close to expiration and roughly at the money, a 

small change in the price of the underlying will determine whether the option expires 

worthless or in the money. The uncertainty associated with this win- or- lose situation 

over a very short time frame leads to a large gamma.

Using delta and gamma, the new call price is

c c c S Sc c+ ≈ + + ( )Δ Δ Δ Γ Δ
1
2

2

where Γc is the gamma of the call. This equation is similar to the corresponding expres-

sion that relates yield changes to bond price changes through duration and convexity. 

Indeed, as we said, gamma is a second- order effect, like convexity.
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A third important sensitivity measure for options is vega and it reflects the effect 

of volatility.17 Vega is a first- order effect reflecting the relationship between the option 

price and the volatility of the underlying. Vega is expressed by the following relationship:

Vega Change in value of option
Change in volatility of unde

≈
rrlying

 

Most options are very sensitive to the volatility of the underlying security. The effect of 

changing volatility can have a material impact on the value of the option, even when 

the value of the underlying is not changing.

Using delta, gamma, and vega, the new value of an option given an old value, a 

change in the value of the underlying, and a change in the volatility can be estimated 

as follows:

c c c S Sc c+ ≈ + + ( ) + ( )Δ Δ Δ Γ Δ Δ
1
2

2 vega σ

where Δσ is the change in volatility.

The expression represents a composite sensitivity relationship for options. It reflects 

the expected response of an option value to changes in the value and volatility of the 

underlying, the two primary factors that change in an unpredictable manner and 

influence the option value. For portfolios that contain options, understanding these 

relationships and using them to assess the portfolio’s response to market movements 

is an essential element of effective risk management.

These option measures are applicable not only to options but also to portfolios 

that contain options. For example, the delta of a portfolio consisting of a long position 

in an S&P 500 ETF and a short position in a call option on the ETF has a delta that 

is determined by both the ETF and the option. The ETF has a delta of 1; it changes 

one- for- one with the S&P 500. The option delta, as noted, has a delta between 0 and 

1, though technically 0 and –1 because the option position is short. The ETF has no 

gamma or vega, so the portfolio gamma and vega are determined by the option. The 

overall deltas, gammas, and vegas are sums of the deltas, gammas, and vegas of the 

component positions, taking into account the relative amounts of money invested in 

each position. Risk managers need to know the overall deltas, gammas, vegas, dura-

tions, convexities, and betas to get a comprehensive picture of the sensitivity of the 

entire portfolio to the prices and volatilities of the underlying.

EXAMPLE 7  

Sensitivity Risk Measures

1 Which of the following most accurately characterizes duration and 

convexity?

A Sensitivity of bond prices to interest rates

B First- and second- order effects of yield changes on bond prices

C Weighted- average time to maturity based on the coupon payments 

and principal

17 You may have noticed a pattern in that the option sensitivity measures with respect to the underlying 

are called delta and gamma, both Greek words. Vega is not a Greek word, but is often considered one of 

the so- called option Greeks. There are other Greeks—rho, the effect of interest rates, and theta, the effect 

of time—but we do not cover these here. Other than options in which the underlying is an interest rate or 

bond price, the effect of interest rates on options is fairly minor. In addition, theta, which measures the rate 

at which options lose their value (referred to as the time–value decay) does not present a risk management 

issue because changes in the market environment do not affect the rate of decay.
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2 Which of the following statements about the delta of a call option is not 

correct?

A It ranges between 0 and 1.

B It precisely captures the change in the call value when the underlying 

changes.

C It approaches 1 for an in- the- money option and 0 for an out- of- the- 

money option.

3 Which of the following statements about gamma and vega are correct?

A Gamma is a second- order effect and vega is a first- order effect.

B Gamma is the effect of volatility and vega is the effect of changes in 

volatility.

C Gamma is a second- order effect arising from changes in the sensitivity 

of volatility to the underlying price.

Solution to 1:

B is correct. Duration is the first- order effect and convexity is the second- order 

effect of a change in interest rates on the value of a bond. A and C are correct 

with respect to duration, but not for convexity.

Solution to 2:

B is correct. A and C correctly characterize delta, whereas B states that delta is 

precise, which is incorrect because it gives an approximate relationship.

Solution to 3:

A is correct. B is not correct because Gamma does not capture the effect of 

volatility. Vega is the effect of volatility, but it relates to the level and not the 

change in volatility. C is incorrect because, although gamma is a second- order 

effect on the option value, it is not related to the sensitivity of volatility to the 

underlying price.

3.2 Scenario Risk Measures

A scenario risk measure estimates the portfolio return that would result from a hypo-

thetical change in markets (a hypothetical scenario) or a repeat of an historical event 

(a historical scenario). As an example, the risk manager might want to understand 

how her current portfolio would perform if an event such as the Black Monday of 

October 1987 were to reoccur. The factor movements that characterized the historical 

event would be applied to the factor exposures of the current portfolio. Alternatively, 

the risk manager may develop a hypothetical scenario to describe a market event 

that has not occurred in the past, but which he or she believes has some probability 

of occurring in the future. The two elements of scenario risk measures that set them 

apart from sensitivity risk measures are (1) the use of multiple factor movements used 

in the scenario measures versus the single factors movements typically used in risk 

sensitivity measures and (2) the typically larger size of the factor movement used in 

the scenario measures. Scenario risk measures are related to VaR in that they focus 

on extreme outcomes, but they are not bound by either recent historical events or 

assumptions about parameters or probability distributions. Stress tests, which apply 

extreme negative stress to a particular portfolio exposure, are closely related to scenario 

risk measures. Scenario analysis is an open- ended exercise that could look at positive 

or negative events, although its most common application is to assess the negative 

outcomes. Stress tests intentionally focus on extreme negative events to assess the 

impact of such an event on the portfolio.
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The two types of scenario risk measures—historical scenarios and hypothetical 

scenarios—are discussed in the following sections.

3.2.1 Historical Scenarios

Historical scenarios are scenarios that measure the hypothetical portfolio return that 

would result from a repeat of a particular period of financial market history. Historical 

scenarios used in risk management include such events as the currency crisis of 

1997–1998, the market dislocation surrounding the failure of Long Term Capital 

Management, the market rout of October 1987, the bursting of the technology bubble 

in 2001, and the financial crisis of 2008–2009. In order to create an historical scenario, 

the current set of portfolio holdings is placed into the appropriate valuation models.

Equity positions can often be modeled using their price histories as proxies for 

their expected behavior, although some practitioners model equities using factor 

analysis. Valuation models are needed for fixed- income and derivative products 

because they have a maturity or an expiration feature that must be accommodated 

when modeling the portfolio. Historical prices for the fixed- income and derivatives 

positions currently held in the portfolio may not exist, as in the case of a bond that 

was issued after the historical period being modeled. Even when historical prices for 

specific instruments do exist, they may not be relevant to the current characteristics 

of the instrument. Take the case of a 5- year historical price series for a 10- year bond 

with 1 year remaining to maturity; the historical price series reflects the price vol-

atility of what used to be a longer bond (e.g., five years ago, the bond had six years 

remaining to maturity; three years ago, the bond had four years remaining to matu-

rity). The volatility of the bond when it had six years remaining to maturity would be 

higher than it is today, with only one year remaining to maturity. Using its historical 

price history would mis- characterize the risk of the current portfolio holding. For 

this reason, the historical yields, spreads, implied volatilities, prices of the underlying 

assets in derivative contracts, and the other input parameters that drive the pricing 

of these instruments are more important in explaining the risks of these instruments 

than the price history of the instrument itself.

Some examples may help to show how fixed- income or derivative valuation models 

are used in a historical scenario. In the case of a convertible bond, the bond’s terms 

and conditions (e.g., coupon, conversion ratio, maturity) are entered into a convertible 

bond pricing model. In the case of standard bonds, the terms and conditions of these 

instruments (e.g., coupon, call features, put features, any amortization or sinking fund 

features, maturity) are entered into fixed- income pricing models. These modeled 

fixed- income or derivative holdings, together with the equity holdings, are then re- 

priced under the conditions that prevailed during the “scenario period”—a given set 

of dates in the past. Changes in interest rates, credit spreads, implied volatility levels 

and any asset underlying a derivative product, as well as the historical price changes 

in the equity portfolio, would all be reflected in the re- priced portfolio. The value 

of each position is recorded before and after these changes in order to arrive at the 

gain or loss that would occur under the chosen scenario. Historical scenario events 

are specifically chosen to represent extreme market dislocations and often exhibit 

abnormally high correlations among asset classes. It is most common to run the 

scenario or stress test as if the total price action movement across the period occurs 

instantaneously, before any rebalancing or management action is possible. The output 

of the scenario can include

 ■ the total return of the portfolio;

 ■ for long- only asset managers, the total return of the portfolio relative to its 

benchmark;
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 ■ for pensions, insurers, and others whose liabilities are not already incorporated 

into the portfolio, the total return of the portfolio relative to the change in lia-

bilities under the scenario; and

 ■ any collateral requirements and other cash needs that will be driven by the 

changes specified in the scenario.

One variation of the historical scenario approach includes running the scenario 

over multiple days and incorporating actions that the manager might be expected to 

take during the period. Instead of assuming the shock is a single instant event, this 

approach assumes it takes place over a number of days, and on each day the portfolio 

manager can take such actions as selling assets or rebalancing hedges.

Many risk managers are skeptical of this approach because they produce smaller 

potential loss measures (by design) and do not answer important questions that have 

been relevant in real crises, such as, “What if the severe price action happens so quickly 

that the portfolio manager cannot take remedial actions?” Generally, risk managers 

prefer that a stress testing exercise be tailored to the initial outcome of a large shock 

to ensure that the event is survivable by a portfolio that uses leverage, and that there 

will not be any unacceptable counterparty exposures or portfolio concentrations before 

action can be taken to improve the situation. This method also helps to simulate the 

possibility that liquidity may be unavailable.

Risk managers seeking to measure the impact of a historical scenario need to 

ensure all relevant risk factors are included. For instance, foreign equities will need to 

be decomposed into foreign exchange exposure and equity exposure in the analysis. 

Stress tests typically take the explicit currency approach, which measures the currency 

exposure of each foreign equity. Alternatively, the risk manager may use an approach 

that incorporates implicit currency risks, such as companies that may be registered in 

one country but have earnings flowing in from other countries, and may hedge some 

of those revenues back to their base currency.

When the historical simulation fully revalues securities under rate and price 

changes that occurred during the scenario period, the results should be highly accu-

rate. Sometimes, however, scenarios are applied to risk sensitivities rather than the 

securities themselves. This approach is a simpler form of analysis, but should not be 

used for options or option- embedded securities. Although it may be tempting to use 

delta and gamma or duration and convexity to estimate the impact of a scenario on 

options or option- embedded securities, these measures are not suited for handling 

the kinds of extreme movements analyzed in scenario analysis. Although gamma and 

convexity are second- order adjustments that work with delta and duration to estimate 

extreme movements, they are inadequate for scenario analysis.

Even in simpler fixed- income cases in which there are no options present, care 

needs to be taken to ensure the analysis does not oversimplify. Duration sensitivities 

can be used as the inputs to a scenario analysis for straightforward fixed- income 

instruments, but these sensitivities need to be mapped to the most relevant sectors, 

credit curves, and yield curve segments before beginning the analysis. If assets are 

mapped too broadly, the analysis will miss the important differences that could drive 

the most meaningful outcomes in a given scenario.

It is also important to pay careful attention to how securities or markets that did 

not yet exist at the time of the scenario are modeled. If, for instance, an analyst is 

measuring a current portfolio’s sensitivity to a recurrence of the 1987 US stock market 

crash, the analyst needs to determine how to treat stocks in the portfolio that had 

an initial public offering after 1987. They may need to be mapped to a relevant index 

or to a similar company, or decomposed into the relevant statistical factors (such as 

growth, value, volatility, or momentum) by using a factor model before beginning the 
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analysis. Similarly, because credit default swaps did not come into widespread use until 

2002, historical scenarios for dates preceding this time would need to be adapted to 

appropriately reflect the impact of a repeat of that scenario on these new securities.

3.2.2 Hypothetical Scenarios

Scenarios have a number of benefits—they can reflect the impact of extreme market 

movements and they make no specific assumptions regarding normality or correlation. 

Historical scenarios also have the benefit of being uncontroversial; no one can claim 

it is impossible for such events to occur, because they did. One problem with scenario 

analysis lies in ascribing the probability of a given scenario. Most would agree that it 

is improbable to assume that the exact historical scenario specified will actually occur 

in precisely the same way in the future. Another potential problem is that, because it 

has happened (particularly when it has happened recently), risk managers or portfolio 

managers are inclined to take precautions that make their portfolios safer for a replay 

of that historical crisis—and, in the process, make their portfolios more vulnerable to 

a crisis that has not yet happened.

For that reason, risk managers also use hypothetical scenarios—extreme movements 

and co- movements in different markets that have not necessarily previously occurred. 

The scenarios used are somewhat difficult to believe, and it is difficult to assess their 

probability, but they represent the only real method to assess portfolio outcomes under 

market movements that might be imagined but that have not yet been experienced.

To design an effective hypothetical scenario, it is necessary to identify the portfolio’s 

most significant exposures. Targeting these material exposures and assessing their 

behavior in various environments is a process called reverse stress testing. The risk 

manager is seeking answers to such questions as the following: What are the top 10 

exposures or risk drivers in my portfolio? What would make them risky? What are the 

top 10 benchmark- relative exposures? Under what scenario would hedges not hedge? 

Under what scenario would my securities lending activity, ordinarily thought to be 

riskless, be risky? This is an ideal use of hypothetical scenarios; not to model every 

possible future state of every market variable, but rather to target those that are highly 

significant to the portfolio in order to assess, and potentially address, vulnerabilities.

Reverse stress testing is particularly helpful in estimating potential losses if more 

than one important exposure is affected in a market crisis, as often happens when 

participants “crowd” into the same exposures; sometimes, apparently unrelated mar-

kets experience stress at the same time.

The risk manager might also choose to design a hypothetical geopolitical event, 

estimating its potential effect on markets and the resulting impact on the portfolio. 

To develop these scenarios, individuals with varying areas of expertise posit an event 

such as earthquake in Country Y, or Country X invades Country Z, or banking system 

implodes in Region A. The group conducting the analysis identifies which markets 

are most likely to be affected, as well as any identifiable secondary effects. The next 

step is to establish a potential range of movement for the affected markets. The final 

scenario is intended to meet the standard of “rare, but not impossible.” The exercise is 

unlikely to be truly accurate in the face of the real event, but it will often help to identify 

unexpected portfolio vulnerabilities and outcomes and to think through counterparty 

credit and operational considerations that could exacerbate or accelerate the scenario.

Hypothetical scenarios are particularly beneficial in being able to stress correlation 

parameters. The scenario is not constrained to assume that assets will co- move as they 

have done in the past, which can help identify dangers that other forms of risk analysis 

may miss. Scenarios can be designed to highlight that, in times of stress, correlations 

often increase; this is often achieved by subjecting markets that typically have little or 

no correlation with one another to the same or similar movements, thereby simulating 

a temporarily higher correlation. Scenarios can also be devised to pinpoint times when 

hedging might work poorly—when assets, such as a bond and the credit default swap 
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used to hedge it, that normally have a high correlation, might temporarily decouple 

and move by different percentages or even in different directions. This often occurs 

when markets experience a “flight to quality”—the swap rate may move down as a 

result of their relative credit strength, whereas the bond yield might increase given 

its perceived credit risk.

Once a risk manager has completed a scenario analysis, a common question may be, 

“What do you do with a scenario analysis; what are the action steps?” If the portfolios 

are within all other rules and guidelines, their exposures have been kept within desired 

limits and their VaR or ex ante tracking error is within the desired range, scenario 

analysis provides one final opportunity to assess the potential for negative surprises 

during a given stress event. The action steps might be to trim back positions that are 

otherwise within all limits and that appear to present comfortable risk exposures under 

the current environment but would perform unacceptably during a plausible stress 

environment. In the case of asset management, where clients have elected to be in a 

given asset class and the asset manager is constrained by that investment mandate, 

action steps may include adjusting benchmark- relative risk, disclosing to clients the 

manager’s concerns regarding the risks in the portfolio, or changing counterparty or 

operational procedures to avoid an unwanted event.

But a caution is in order: A portfolio that has no sensitivity to any stress event is 

unlikely to earn more than the risk- free rate, or in the case of long- only asset managers, 

outperform the benchmark index. Stress tests and scenarios analyses are best used in 

the effort to understand a portfolio’s risk exposures, not to eliminate them. Effective 

risk management sets a tolerance range for a stress test or scenario that reflects a 

higher loss possibility than the investment manager would normally find acceptable. 

Scenarios should be periodically run again, and action should be taken only if the 

portfolio exceeds this relatively high tolerance level. It is also important to continually 

evaluate new threats and new market developments and to periodically refresh the 

set of scenarios, removing scenarios that are no longer meaningful for the portfolio.

Note also that scenario risk measures and stress tests are best used as the final 

screen in a series of position constraints that include position size limits, exposure 

limits, and VaR or ex ante tracking error limits. They do not serve well as the initial 

or primary screen, for reasons that will be discussed shortly.

Parties that use leverage, such as banks and hedge funds, are more likely to use 

single- factor stress tests rather than multifactor scenario analyses. The focus on a single 

factor helps in assessing whether a given exposure is likely to impair their capital under 

a given stress movement; these are pass/fail tests. If capital falls below an acceptable 

level, it could set off a chain reaction of margin calls, withdrawal of financing, and 

other actions that threaten the viability of the business.

EXAMPLE 8  

Scenario Analysis

1 Which of the following is an example of a reverse stress test?

A Identify the top 10 exposures in the portfolio and then generate a 

hypothetical stress that could adversely affect all 10 simultaneously.

B Find the worst single day’s performance that could have occurred for 

the current portfolio had it been held throughout the past five years.

C Find the returns that occurred in all risk factors in the 2008 global 

financial crisis, reverse the sign on these, and apply them to today’s 

portfolio.
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2 Which kind of market participant is least likely to use scenario analysis as 

a pass/fail stress test?

A Bank

B Long- only asset manager

C Hedge fund using leverage

3 What is the most accurate approach to scenario analysis for a portfolio 

that uses options?

A Apply the scenario to option delta.

B Apply the scenario to option delta + gamma.

C Fully reprice the options using the market returns specified under the 

scenario.

Solution to 1:

A is correct. B is not a reverse stress test because reverse stress tests focus more 

narrowly on trouble spots for a specific portfolio. C would illustrate how the 

portfolio would have performed in an extremely strong market, quite unlike 

what occurred in 2008.

Solution to 2:

B is correct. Long- only asset managers do not typically use leverage and are thus 

less likely to become insolvent, making a pass/fail test for solvency less relevant 

to them. A and C are not correct because parties that use leverage, such as 

hedge funds and banks, are likely to use stress tests to determine what market 

movements could impair their capital and lead to insolvency.

Solution to 3:

C is correct. Both A and B risk misestimating the actual results of the scenario 

because both delta and gamma estimate how an option’s value might change for 

a small move in the underlying asset, not the large movements typically used 

in a scenario analysis.

3.3 Sensitivity and Scenario Risk Measures and VaR

Although both VaR and sensitivity risk measures deal with related concepts, they have 

their own distinctions. VaR is a measure of losses and the probability of large losses. 

Sensitivity risk measures capture changes in the value of an asset in response to a 

change in something else, such as a market index, an interest rate, or an exchange rate; 

they do not, however, tell us anything about the probability of a given change in value 

occurring. For example, we could use duration to measure the change in a bond price 

for an instantaneous 1 bps change in the yield, but duration does not tell us anything 

about the likelihood of such a change occurring. Similar statements could be made 

about equities and the various option measures: Betas and deltas do not tell us how 

likely a change might be in the underlying risk factors, but given a change, they tell 

us how responsive the asset or derivative would be.

VaR gives us a broader picture of the risk in the sense that it accounts for the 

probability of losses of certain amounts. In this sense, it incorporates what we know 

about the probability of movements in the risk factors. Nonetheless, these sensitivity 

measures are still very useful in that they allow us to take a much more detailed look 

at the relationships driving the risk. It is one thing to say that a VaR is $2 million for 

one day at 5%. We know what that means. But it is equally important to understand 

what is driving the risk. Is it coming from high beta stocks, high duration bonds, or 
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high delta options? If we find our VaR unacceptable, we have to know where to look 

to modify it. If we simply use VaR by itself, we will blindly rely on a single number 

without understanding what factors are driving the number.

VaR has much in common with scenario risk measures in that both types of 

measures estimate potential loss. VaR tends to do so using a model for which input 

parameters are created based on market returns from a particular time in history, and 

thus the VaR estimate is vulnerable if correlation relationships and market volatility 

during the period in question are not representative of the conditions the portfolio 

may face in the future. VaR does, however, allow a disciplined method for stressing 

all factors in the portfolio. Scenario analysis allows the risk assessment to be fully 

hypothetical, or to be linked to a different and more extreme period of history, helping 

reduce some of the biases imposed by the VaR model. But there is no guarantee that 

the scenario chosen will be the “right” one to estimate risk for future markets, and it 

is particularly difficult to stress all possible risk factors in a hypothetical scenario in 

a way that does not embed biases similar to those that occur in VaR modeling.

Each of these measures—sensitivity risk measures, scenario risk measures, and 

VaR—has distinct limitations, but distinct benefits. They are best used in combina-

tion because no one measure has the answer, but all provide valuable information 

that can help risk managers understand the portfolio and avoid unwanted outcomes 

and surprises.

3.3.1 Advantages and Limitations of Sensitivity Risk Measures and Scenario Risk 

Measures

Before portfolios began using risk measures based on modern portfolio theory, the 

very first risk measure was “position size”—the value invested in a given type of asset. 

Position size is a very effective risk measure for homogeneous, long- only portfolios, 

particularly for those familiar with the homogenous asset class in question; an experi-

enced person can assess what the loss potential of such a portfolio is just by knowing 

its size. But position size is less useful for assessing interest rate risk, even less useful 

for summarizing the risk of a multi- asset class portfolio, and less useful still at assessing 

net risk in a portfolio that uses hedging instruments, short positions, and liabilities.

Sensitivity measures address some of the shortcomings of position size measures. 

Duration, for example, addresses the difference between a 1- year note and a 30- year 

note; it measures the level of interest rate risk. Option delta and duration (for fixed 

income) helps to display net risk in a portfolio that has hedging or short positions 

with optionality or interest rate risk.

Sensitivities typically do not often distinguish assets by volatility, though. When 

measured as the sensitivity to a 1 bp or 1% move, they do not tell the user which port-

folio has greater loss potential any more than position size measures do; a high- yield 

bond portfolio might have the same sensitivity to a 0.01% credit spread movement as 

an investment- grade portfolio, but they do not have the same risk because the credit 

spreads of the high- yield portfolio are more likely to move 0.01%, or more, than are the 

credit spreads of the investment- grade bonds. Sensitivity measures do not distinguish 

by standard deviation/volatility or other higher confidence loss measures. Measuring 

sensitivity to a one standard deviation movement in an asset’s price or yield, however, 

is one way to overcome this shortcoming of sensitivity.

 

Granularity: Too Much or Too Little?

Sensitivity measures are aggregated in categories or “buckets.” (A bucket is a risk factor 
description such as “one- to five- year French sovereign debt.”) When a number of fixed- 
income positions are assigned to the same bucket, the effect is an assumption of perfect 
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correlation across the risks encompassed by that bucket. For the “one- to five- year French 
sovereign debt” risk factor, a short duration position in four- year French sovereign debt 
will be assumed to fully offset a long duration position in two- year French sovereign debt. 
However, this may not be true in the case of a non- parallel interest rate change; these 
points on the yield curve do not have a correlation coefficient of 1 to one another. The 
broader the buckets used, the more they can hide this kind of correlation risk; but the 
narrower the buckets used, the greater the complexity, and the more difficult to portray 
portfolios in simple, accessible ways. The width or the narrowness of the risk- factor 
buckets used to portray sensitivity measures is referred to as granularity.

Scenario analysis and stress testing have well- deserved popularity, and they 

address many of the shortcomings of VaR described earlier. Sensitivity and scenario 

risk measures can complement VaR in the following ways:

 ■ They do not need to rely on history. Sensitivity and scenario risk measures can 

be constructed to test the portfolio’s vulnerability to a truly never- before- seen 

market movement. In this way, they can be free of the volatility and correlation 

behavior of recent market history, which may simply not be representative of 

stress conditions. In a scenario analysis, assets that typically have a low correla-

tion with one another can be modeled under an assumption of perfect positive 

correlation simply by simulating an identical price movement for these assets. 

Alternatively, they can be modeled under an assumption of perfect negative 

correlation by simulating identical price movements, but in the opposite direc-

tion. A scenario might be designed in which a market that typically exhibits an 

annual standard deviation of 15% moves by 20% in a single day.

 ■ Scenarios can be designed to overcome any assumption of normal distributions; 

the shock used could be the equivalent of 1, 10, or 1,000 standard deviations, at 

the choice of the analyst—or as provided by an actual moment in history.

 ■ Scenarios can be tailored to expose a portfolio’s most concentrated positions to 

even worse movement than its other exposures, allowing liquidity to be taken 

into account.

But scenario measures are not without their own limitations:

 ■ Historical scenarios are interesting, and illuminating, but are not going to hap-

pen in exactly the same way again, making hypothetical scenarios necessary to 

truly fill the gaps identified with the other risk measures listed.

 ■ Hypothetical scenarios may incorrectly specify how assets will co- move, they 

may get the magnitude of movements wrong, and they may attempt to adjust 

for the effects of liquidity and concentration, but might do so incorrectly.

 ■ Hypothetical scenarios can be very difficult to create and maintain—getting all 

factors and their relationships accurately represented in the suite of scenarios is 

a painstaking and possibly never- ending exercise. Accordingly, it is necessary to 

draw a line of “reasonableness” at which to curtail the scenario analysis, and by 

the very act of being curtailed, the scenario might miss the real risk.

 ■ It is very difficult to know how to establish the appropriate limits on a scenario 

analysis or stress test. Because we are proposing hypothetical movements in 

markets and risk factors, we cannot use history to assign a probability of such a 

move occurring. What if rates rise instantaneously 0.50%, 1.00%, or 3.00%? How 

should the short end of the yield curve move versus the long end? How much 

should credit spreads of different qualities move? It is difficult to choose.

The more extreme the scenario, and the farther from historical experience, the 

less likely it is to be found believable or actionable by management of a company or a 

portfolio. This issue tends to lead scenario constructors to underestimate movement 
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in order to appear credible. As an example, prior to the very large drop in real estate 

values that prevailed in the United States from 2008 to 2010, no similar nationwide 

price decline had occurred in history. Risk measurement teams at a number of firms 

did prepare scenarios that estimated the potential outcome if real estate prices 

declined meaningfully, but their scenarios in many cases were only half as large as 

the movements that subsequently occurred. Because these large market movements 

had never before occurred, there was no historical basis for estimating them, and to 

do so appeared irresponsible. This is an additional risk of scenario analysis: The need 

to keep the scenario plausible may lead to it being incorrect.

In sum, scenario analyses and stress tests have the opportunity to correct the 

failings of probabilistic risk measures, such as VaR and ex ante tracking error; but 

because the version of the future they suggest may be no more accurate than that 

used in VaR, they may also fail to predict potential loss accurately.

As we can see, each risk measure has elements that are better than the others—and 

each has important failings. No one measure is the “solution” to risk management; 

each is useful and necessary to answer certain questions, but not sufficient to answer 

all possible questions, or to prevent all forms of unexpected loss. Using the measures 

in combination, to correct each other’s failings, is as close to a solution as we come. 

Designing constraints by using multiple measures is the key practice used by success-

ful risk managers. Viewing a portfolio through these multiple lenses provides a more 

solid framework for a risk manager or an investor to exercise judgment and can help 

reduce conceptual bias in portfolio management.

EXAMPLE 9  

Limitations of Risk Measures

1 Which of the following is not a limitation of VaR?

A It does not adjust for bonds of different durations.

B It largely relies on recent historical correlations and volatilities.

C It can be inaccurate if the size of positions held is large relative to 

available liquidity.

2 Which of the following statements about sensitivities is true?

A When duration is measured as the sensitivity to a 1 bp change in inter-

est rates, it can be biased by choice of the historical period preceding 

this measure.

B Sensitivity measures are the best way to determine how an option can 

behave under extreme market movements.

C Duration effectively assumes that the correlation between a fixed- 

income exposure and the risk- free rate is 1, whereas beta takes into 

account the historical correlation between an equity and its compari-

son index.

3 Which of the following is not a limitation of scenario measures?

A It is difficult to ascribe probability to a given scenario.

B Scenario measures assume a normal distribution, and market returns 

are not necessarily normal.

C They risk being an infinite task; one cannot possibly measure all of the 

possible future scenarios.

4 Which measures are based on market returns during a particular histori-

cal period?
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A Hypothetical scenario analysis and duration sensitivity

B Historical scenario analysis and VaR

C Option delta and vega

Solution to 1:

A is correct. Well- executed VaR measures do adjust for bonds of differing 

duration, and therefore it is not a limitation of VaR. B is incorrect because VaR 

ordinarily uses some period of recent history as part of the calculation, and this 

reliance on history is one of its limitations. C is incorrect because VaR can be 

inaccurate and underestimate risk if portfolio positions are too large relative to 

the available market liquidity, and this inability to account for the illiquidity of 

an individual investor’s position is an additional limitation of VaR.

Solution to 2:

C is correct. Duration assumes that all interest rates that affect a bond change by 

the same percentage (an effective correlation of 1). A is incorrect because the 1 

bp change in rates is applied to current rates, not historical rates. B is incorrect 

because sensitivity measures are often too small to reveal the most extreme 

movements for option positions; the larger shocks used in scenario measures 

are preferable to reveal option characteristics.

Solution to 3:

B is correct. Scenario measures do not assume any given distribution, and thus 

this is not a limitation of scenario analysis. A is incorrect because it is in fact 

difficult to ascribe probability to many scenarios, and thus this is a limitation of 

scenario analysis. C is also incorrect because it is in fact impossible to measure 

all possible future scenarios, and this is a limitation of scenario analysis.

Solution to 4:

B is correct. Historical scenarios apply market returns from a particular period 

to the portfolio, and virtually all VaR methodologies use a historical period to 

underpin the VaR model, although certain methods may make adjustments if this 

historical period is seen to be anomalous in some way. A is incorrect because a 

hypothetical scenario is not based on an actual historical period, and duration 

sensitivity measures change in value for a given small change in rates, not for 

a given historical period. C is incorrect because option delta and vega measure 

how much an option’s value will change for a given change in the price of the 

underlying (delta) or implied volatility (vega), and these are sensitivity measures, 

not measures based on a particular historical period.

APPLICATIONS OF RISK MEASURES

In this section, we examine the practical applications of risk measures. First, we will 

look at how different types of market participants use risk measures. An understand-

ing of how various market participants use these measures will help as we move to a 

discussion of their limitations.

4
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4.1 Market Participants and the Different Risk Measures They 

Use

Three factors tend to greatly influence the types of risk measures used by different 

market participants:

 ■ The degree to which the market participant is leveraged and the resulting need 

to assess minimum capitalization/maximum leverage ratios;

 ■ The mix of risk factors to which their business is exposed (e.g., the degree of 

equity or fixed- income concentration in their portfolios);

 ■ The accounting or regulatory requirements that govern their reporting.

Market participants who use a high degree of leverage typically need to assess 

their sensitivity to shocks to ensure that they will remain a going concern under very 

severe, but foreseeable, stresses. This leads them to focus on potential loss measures 

with a high confidence interval or to focus on rare events that might occur in a short 

period of time, such as two weeks. Those who use minimal (or no) leverage, such as 

long- only asset managers, are interested in shock sensitivity as well, but are likely 

less concerned with trying to discern the difference between a 99.99% (0.01% VaR) 

worst case and a 99.95% (0.05% VaR) worst case; their focus is more likely on avoiding 

underperformance; for example, failing to keep pace with their market benchmark 

when markets are doing well. For this reason, they are often more interested in lower 

confidence intervals—events that are more likely to occur and lead to underperfor-

mance for a given strategy. Unleveraged asset managers may also prefer to measure 

potential underperformance over longer periods of time, such as a quarter or a year, 

rather than shorter periods.

For portfolios dominated by fixed- income investments, risk managers focus on 

how sensitive the portfolios are to instantaneous price and yield changes in a variety 

of categories and typically emphasize duration, credit spread duration, and key rate 

duration measures.18 Risk measurement for fixed- income portfolios is conducted 

using bond pricing models, and by shifting each market rate assumption in the model 

and aggregating their portfolio’s sensitivity to these market rates. Often, these factors 

are combined into scenarios representing expected central bank policies, inflation 

expectations, and/or anticipated fiscal policy changes. When portfolios are dominated 

by equities, risk managers typically categorize the equities by broad country markets, 

industries, and market capitalization levels, and they may additionally regress the 

returns of their portfolios against fundamental factor histories (such as those for 

growth, value, momentum, and capitalization size) to understand their exposure to 

such factors.

Portfolios with full fair value accounting,19 such as US mutual funds, European 

UCITS funds, and the held- for- sale portfolios of banks, are very well suited to such 

risk measures as VaR, economic capital (the amount of capital a firm needs to hold 

if it is to survive severe losses from the risks in its businesses), duration, and beta, all 

of which rely on measuring the changes in the fair values of assets. Asset/liability gap 

models are more meaningful when portfolios are subject to book value accounting 

in whole or in part.

18 Credit spread duration measures the impact on an instrument’s value if credit spreads move while risk- 

free rates remain unchanged, and key rate duration (also sometimes called partial duration) measures the 

sensitivity of a bond’s price to changes in specific maturities on the benchmark yield curve.

19 Entities that use fair value accounting, also called mark- to- market accounting, recognize changes in 

the market value of their holdings each time they prepare a balance sheet and profit and loss statement. 

Entities that use book value accounting do not recognize these changes, carrying assets at their original 

value and recording the income provided by that holding on the profit and loss statement; but from time to 

time, they may have to recognize impairment in an asset and boost reserves if impairments are more likely.
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4.1.1 Banks

Banks need to balance a number of sometimes competing aspects of risk to manage 

their business and meet the expectations of equity investors/equity analysts, bond 

investors, credit rating agencies, depositors, and regulatory entities. Some banks 

apply risk measures differently depending on whether the portfolio being assessed is 

designated as a “held- to- maturity” portfolio, which requires book value accounting, 

or a “held- for- sale” or “trading book” portfolio, which requires fair value accounting. 

Other banks will use fair value measures for all risk assessments regardless of the 

designation used for accounting purposes. In the following list are some of the factors 

that banks seek to address through their use of risk tools. In compiling this list, we 

have assumed that banks may treat measures differently depending on accounting 

treatment.

 ■ Liquidity gap: The extent of any liquidity and asset/liability mis- match. The abil-

ity to raise sufficient cash for foreseeable payment needs; a view of the liquidity 

of assets, as well as the expected repayment date of debt.

 ■ VaR: The value at risk for the held- for- sale or trading (fair value) portion of the 

balance sheet.

 ■ Leverage: A leverage ratio is typically computed, sometimes according to a reg-

ulatory requirement as well as to an internally determined measure. Leverage 

ratios will weight risk assets using a variety of methods and rules and divide this 

weighted asset figure by equity. The result is that riskier assets will be assigned a 

greater weighting, and less risky assets a lower weighting, so that more equity is 

required to support riskier assets.

 ■ Sensitivities: For the held- for- sale portion of their balance sheet, banks measure 

duration, key rate duration or partial duration, and credit spread duration for 

interest rate risk positions. Banks will also measure foreign exchange exposure 

and any equity or commodity exposures. All these exposure measures will 

include the delta sensitivities of options with any other exposures to the same 

underlying asset and will also monitor gamma and vega exposures of options. 

Gamma and vega exposures can be broken out by term to identify how much of 

these risks come from long- dated versus short- dated options.

 ■ Economic capital: This is measured by blending the company’s market, credit, 

and operational risk measures to estimate the total loss the company could suf-

fer at a very high level of confidence (e.g., 99% to 99.99%), usually in one year’s 

time. Economic capital measures are applied to the full balance sheet, including 

both the held- for- sale and held- for- investment portfolios, and include market, 

credit, and operational risk capital.

 ■ Scenario analysis: Stress tests are applied to the full balance sheet and augment 

economic capital and liquidity; they are used to identify whether capital is suf-

ficient for targeted, strong negative shocks. Outside of stress testing, significant 

scenario analysis takes places. Scenario analysis is used to examine how the full 

balance sheet might be affected by different interest rate, inflation, and credit 

environments, such as unemployment levels for credit card lenders, home price 

appreciation/depreciation for mortgage lenders, and business cycle stresses for 

corporate lenders.

It is common for banks to compute risk measures in distinct business units and geog-

raphies and then to aggregate these measures to the parent company entity.
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4.1.2 Asset Managers

Asset managers are not typically regulated with regard to sufficient capital or liquidity; 

they are more commonly regulated for fair treatment of investors—that disclosures 

are full and accurate, that marketing is not misleading, that one client is not favored 

over the other. In some jurisdictions, certain market risk measures may be used to 

define risk limits for different fund types.

In asset management portfolios, risk management efforts are focused primarily on 

volatility, probability of loss, or probability of underperforming a benchmark rather 

than insolvency. A diversified, unleveraged, long- only fund is unlikely to see asset 

values decline below zero in the absence of a wholesale withdrawal of assets by the 

firm’s clients. Although service costs and other items make insolvency a technical 

possibility, in practice, insolvency is a much higher threat for leveraged portfolios. 

Although derivative use by asset managers can create effective leverage, these positions 

are often balanced by an amount of cash in the portfolio equal to the notional exposure 

created by the derivative mitigating, if not fully eliminating, the impact of leverage.

Asset managers typically measure and view each portfolio separately with respect 

to its own constraints and limits. However, there are a few exceptions:

 ■ Long- only asset managers: If the adviser has invested its own capital in any of 

the funds that it manages, these investments may need to be aggregated for the 

firm to assess its risk exposures across portfolios.

 ■ Hedge funds: A hedge fund manager needs to aggregate the adviser’s side- by- 

side investment in the various funds it advises.

 ■ Funds of funds: Risk measures for these portfolios typically aggregate the risks 

of the underlying hedge funds to the master fund level.

An asset manager may choose to aggregate exposures across all funds and strat-

egies to determine if it has any unusual concentrations in individual securities or 

counterparties that would make management actions across all portfolios difficult to 

carry out (e.g., a single portfolio’s holdings in a given security may not pose a liquidity 

risk, but if the firm were to aggregate all of its holdings in that security, it may find 

that the portfolio fails to meet the desired liquidity target).

It is important when observing risk measures for asset managers to determine 

whether they represent the backward- looking variability of realized returns in the 

portfolio as it was then constituted, or use the current portfolio and measure its 

potential loss. Backward- looking returns- based measures (typically including stan-

dard deviation, ex post tracking error, Sharpe ratio, information ratio, and historical 

beta) have the value of showing the fund’s behavior over time and help assess the 

skill of the manager. Only an analysis of the current holdings, however, will reveal 

current risk exposures. Measures that use current holdings typically include VaR, 

ex ante tracking error, duration and forward- looking beta, stress tests, and scenario 

analyses. All risk and performance measures can be conducted on past portfolio 

holdings or current portfolio holdings; it is important for the user of any measure to 

determine which ingredients (which set of portfolio holdings, and for market history, 

what length and smoothing techniques) have been used, in order to use it correctly. 

Assessing the trends in risk exposures, including whether risk has recently risen or 

if other important changes have taken place in the strategy, can be accomplished by 

tracking the risk measures through time.

4.1.2.1 Traditional Asset Managers Asset managers that use little leverage typically 

find relative risk measures most meaningful and actionable; the decision to invest in 

a given asset class is normally the client’s, not the adviser’s; the adviser seeks to out-

perform the benchmark representative of the asset class. Exceptions include absolute 

return funds and asset allocation strategies, but even these can be measured relative 

to a benchmark. For absolute return strategies, the benchmark is typically cash or a 
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cash- like hurdle rate; when cash is the benchmark, VaR and ex ante tracking error, if 

measured using the same holding period and confidence interval, will be effectively the 

same.20 Asset allocation funds can use an asset allocation index as the benchmark for 

a relative risk measure, or they can use a custom combination of market benchmarks.

Although banks, insurers, and other market participants favor measuring VaR in 

currency terms relevant for the institution (e.g., dollars for a US- based insurer, yen 

for a Japanese bank) and measure duration and similar statistics as the value change 

for a 1 bps interest rate change, long- only asset managers generally prefer to express 

VaR in percentage terms and will divide VaR and duration by the net assets of the 

portfolio being analyzed.21

A typical sample of risk measures used by asset managers includes the following:

 ■ Position limits: Asset managers use position limits as the most frequent form of 

risk control for the portfolios they manage, particularly in fund offering doc-

uments that need to be understandable to a broad range of investors. Position 

limits include restrictions on country, currency, sector, and asset class; they may 

measure them in absolute terms or relative to a benchmark, and they are almost 

always expressed as a percentage of the portfolio’s value.

 ■ Sensitivities: Asset managers use the full range of sensitivity measures, includ-

ing option adjusted duration, key rate duration, and credit spread duration, 

and they will typically include the delta exposure of options in these measures. 

Measures can be expressed in absolute terms as well as relative to a benchmark.

 ■ Beta sensitivity: Beta is frequently used for equity- only accounts.

 ■ Liquidity: Asset managers often look at the liquidity characteristics of the assets 

in their portfolios; it is common to measure, for equity portfolios, what percent-

age of daily average trading volume the portfolio holds of each equity security 

and how many days it would take to liquidate a security if the manager did 

not want it to be too large a portion of trading volume to avoid taking a price 

concession.

 ■ Scenario analysis: When long- only asset managers use stress tests or scenario 

analyses, they typically do so to verify that the risks in the portfolio are as they 

have been disclosed to investors and to identify any unusual behavior that could 

arise in stressed markets.

 ■ Active share: Active share is the measure of that percentage of the portfolio 

that differs from the benchmark index.

 ■ Redemption risk: Open- end fund managers often assess what percentage of the 

portfolio could be redeemed at peak times and track this behavior across the 

funds and asset classes they manage.

 ■ Ex post versus ex ante tracking error: Limits on ex ante tracking error are often 

used by traditional asset managers as a key risk metric for the portfolios they 

manage. It provides an estimate of the degree to which the current portfolio 

could underperform its benchmark. It is worth noting the distinction between 

ex post tracking error22 and ex ante tracking error. Although asset managers 

use ex post tracking error to identify sources of performance and manager skill, 

they use ex ante tracking error to identify whether today’s positions could give 

20 The reason is because cash has no volatility; adding a cash benchmark into a relative VaR calculation 

does not affect the calculation because its zero volatility cancels out its impact, and the resulting calculation 

is the same as the VaR of the portfolio.

21 When using returns as the fundamental source of data, it removes the last step in calculating VaR: 

multiplying by the size of the portfolio.

22 Ex post tracking error is the annual standard deviation of a portfolio’s historical benchmark- relative 

returns.
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rise to unexpected potential performance. Ex post tracking error measures the 

historical deviation between portfolio returns and benchmark returns, and thus 

both the portfolio holdings and market returns are historical in this measure. 

Ex ante tracking error takes today’s benchmark- relative position and exposes 

it to the variability of past markets to estimate what kind of benchmark rela-

tive performance could arise from the current portfolio. Ex post tracking error 

is a useful tool for assessing manager skill and behavior. But the day after a 

large change in portfolio strategy, ex ante tracking will immediately reflect the 

portfolio’s new return profile, whereas ex post tracking error will not do so until 

the new strategy has been in place long enough to dominate the data history. 

(If ex post tracking error is computed using 200 days of history, the day after a 

large strategy change, only 1 of the 200 data points will reflect the current risk 

positioning.) Some asset managers focus on maintaining ex ante tracking error 

boundaries for the portfolios they manage to monitor and balance the potential 

performance impact of the active risks they are taking.

 ■ VaR: VaR is less commonly used as a risk measure than ex ante tracking error 

by traditional asset managers, but it is used by some, particularly for portfolios 

that are characterized as “absolute return” strategies, for which a given market 

benchmark may not serve as the portfolio objective.

4.1.2.2 Hedge Funds Similar to banks, hedge funds that use leverage need to observe 

sources and uses of cash through time, including when credit lines could be withdrawn, 

and need to simulate the interplay between market movements, margin calls, and the 

redemption rights of investors in order to understand worst- case needs for cash. A 

sample of the typical range of hedge fund market risk measures includes the following:

 ■ Sensitivities: All hedge fund strategies will display some form of sensitivity or 

exposure, so the full range of sensitivity measures are useful for hedge fund risk 

management.

 ■ Gross exposure: Long–short, market neutral, and arbitrage strategies will typ-

ically measure long exposure, short exposure, and gross exposure (the sum of 

the absolute value of long plus short positions) separately; gross position risk is 

an important guide to the importance of correlation risk for the portfolio.

 ■ Leverage: Leverage measures are common for hedge funds; it is important to 

understand how the measure is treating derivatives and what elements appear 

in the numerator versus the denominator because there are many different ways 

to execute the measure.

 ■ VaR: Hedge funds that use VaR measures tend to focus on high confidence 

intervals (more than 90%) and short holding periods, and they rarely use a 

benchmark- relative measure.

 ■ Scenarios: Hedge funds commonly use scenario/stress tests that are well tuned 

to the specific risks of their strategy, such as for merger arbitrage strategies, the 

chance that the merger will not take place.

 ■ Drawdown: In the case of the following types of hedge fund strategies, standard 

deviation and historical beta measures can be particularly misleading when 

seeking to understand what the more extreme risks can be. This is because the 

strategies listed frequently display decidedly non- normal return distributions 

and, when this is true, standard deviation is not a good guide to worse- case out-

comes. For the following strategies, any historical standard deviation or histor-

ical beta measures should be supplemented by a measure of what has been the 

maximum drawdown, often defined as the worst- returning month or quarter 

for the portfolio or the worst peak- to- trough decline in a portfolio’s returns:
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 ● Strategies that focus on credit risk taking, such as long–short credit, credit 

arbitrage, or bankruptcy investing

 ● Strategies that focus on events, such as merger arbitrage

 ● Strategies that make meaningful investments in non- publicly issued assets 

or other assets that do not reliably have a daily, independent fair value 

determination

 ● Strategies that invest in illiquid asset classes or take large positions relative 

to market size in any asset class

 ● Strategies that sell options or purchase bonds with embedded options

 ● Strategies that are highly reliant on correlation relationships, such as equity 

market neutral

In addition, it is not uncommon for those investing in hedge funds to look at 

the returns of the hedge fund during a relevant historical period, such as the 2008 

financial crisis.

4.1.3 Pension Funds

A defined benefit pension plan is required to make payments to its pensioners in 

the future that are typically determined as a function of a retiree’s final salary. This 

differs from a defined contribution plan, in which the plan’s sponsor may be required 

to make contributions currently, but is not responsible to ensure that they grow to a 

particular future amount. To meet the required payouts, defined benefit plans have 

significant market risk management responsibilities; this section describes the prac-

tices of defined benefit pension plans only, and all mentions in this section of “pension 

funds” or “pension plans” refer to defined benefit pensions.

The risk management goal for pension funds is to be sufficiently funded to make 

future payments to pensioners. The requirements for sufficient funding vary from 

country to country. Different jurisdictions will have regulations concerning such items 

as how to compute the present value of pension liabilities, including which interest 

rates are permitted to be used as a discount rate, and what the sponsor of the pension 

plan is required to contribute when the assets in the pension fund are lower than the 

present value of the liabilities. In addition, some jurisdictions impose taxes when 

surplus—the value of the assets less the value of the liabilities—is withdrawn for other 

use by the plan sponsor. Although these regional differences will shape the practice 

of pension plan risk management in different countries, it is typically an exercise in 

ensuring that the plan is not likely to become significantly under- or overfunded. 

Overfunding occurs when the funding ratio (the assets divided by the present value 

of the liabilities) is greater than 100%; underfunding occurs when the funding ratio is 

under 100%. Overfunding may be cured over time by the plan sponsor not needing 

to make regular contributions to the plan while the number of employees and their 

salary levels, which drive the pension benefit, may be growing. Underfunding, if not 

cured by growth in the assets in the fund over a suitable time horizon as permitted by 

regulation, is cured by the plan sponsor contributing to the fund. The pension plan’s 

actions will also vary depending on its age (whether it is a new or established plan) 

and whether it is currently meaningfully under- or overfunded. Important market risk 

measures or methods for pension funds often include the following:

 ■ Interest rate and curve risk: The first step of risk measurement for pension 

funds is the analysis of expected payments to pensioners in the future. The 

expected future cash flows are grouped by maturity and, in the case of an 

international pension fund that must make future payouts in multiple curren-

cies, they may also be grouped by currency. In cases in which the jurisdiction 

requires a particular fixed- income instrument or curve be used to provide the 

discount rate for arriving at the present value of the pension liability (such 
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as corporate bonds in the United States, inflation- linked gilts in the United 

Kingdom, or government bonds in the Netherlands), the liability cash flows will 

be expressed as a short position at the relevant points on the curve.

 ■ Surplus at risk: This measure is an application of VaR. It is computed by enter-

ing the assets in the portfolio into a VaR model as long positions and the pen-

sion liabilities as short fixed- income positions. It estimates how much the assets 

might underperform the liabilities, usually over one year, and pension plan 

sponsors may vary with respect to how high a level of confidence they choose 

to use (e.g., 84%, 95%, 99%). If the assets in the portfolio were invested precisely 

in the same fixed- income instruments to which the liabilities have been appor-

tioned, in the same amounts, it would result in zero surplus at risk. In practice, 

however, it may be impossible to invest in the sizes required in the particular 

fixed- income instruments specified in the liability analysis, so the pension will 

invest in other, non- fixed- income investments, such as equities or real assets. 

The more volatile the investments in the pension fund, and the less well cor-

related these assets are with the liabilities, the higher the surplus at risk will be. 

The pension fund may set a threshold level or limit on surplus at risk; when the 

pension fund’s surplus at risk exceeds this limit, pension staff will change the 

fund’s asset allocation to make the assets in the fund better match the liabili-

ties. This liability- focused form of pension investing is commonly referred to as 

“liability driven investing.”

 ■ Glide path: In cases in which a pension fund is meaningfully under- or over-

funded, or has a high surplus at risk, it may be difficult to make all the changes 

needed to improve the funded status or to allocate assets to better match 

liabilities in a short period of time. A glide path, as a tool for managing surplus 

at risk, charts multi- year stages to change the portfolio from its current state to 

its target state.

 ■ Liability hedging exposures versus return generating exposures: Although 

matching liabilities is an important goal of pension fund management, it is not 

the only goal. Pension staff may separate their investment portfolio into invest-

ments designed to match the pension liability versus those meant to generate 

excess returns. The precise instruments linked to the liability cannot always be 

directly invested in, so a separate portion of the portfolio may be necessary and 

should perform the function of earning returns that can minimize the chance 

of having an over- or underfunded status greater than the pension fund’s risk 

tolerance. The return- generating portion of the portfolio also helps to hedge 

the potential for future changes in the size of the liability that could be caused 

by longevity risk or by wage growth that exceeds the forecasts currently used to 

compute the liability.

4.1.4 Insurers

Insurers in the largest global economies are subject to significant regulation and 

accounting oversight regarding how they must retain reserves and reflect their liabil-

ities. Regulation may also affect the pricing permitted by product line. It is common 

for insurers to aggregate risk from underlying business units to arrive at a firm- wide 

view of risk.

Insurance liabilities vary in their correlation with financial markets. The risk metrics 

of property and casualty insurance differ significantly from those used for life insur-

ance and annuity products. Property and casualty insurance, including home, auto, 

corporate liability insurance, and health insurance, are typically not highly correlated 

with financial asset markets.
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Insurers focus on managing a number of forms of insurance risk, for which they 

may use such tools as reinsurance and geographic dispersion. The market risk man-

agement measures in the property and casualty lines of business include the following:

 ■ Sensitivities and exposures: Insurers often design an asset allocation for these 

portfolios and monitor current exposures to remain within the target ranges set 

forth in the target asset allocation.

 ■ Economic capital and VaR: The risk measurement focus for these lines of 

business is capital at risk and VaR. The premiums earned in these areas are 

typically set to compensate for the expected payouts (usually defined as a range 

of possible payouts), so it is only in cases of greater- than- expected payouts that 

capital is tapped. The risk modeling effort is to estimate what that catastrophic 

loss amount could be at a given level of probability. Assessment of the risk to 

economic capital will include the market risks in the portfolio, as well as char-

acteristics of the insurance exposures and reinsurance coverage.

 ■ Scenario analysis: Insurers use scenario analysis like other market participants 

that have capital at risk, such as banks and hedge funds. For the property and 

casualty lines, these scenarios may stress the market risks and the insurance 

risks in the same scenario.

Insurers do not focus on matching assets with liabilities in their property and casu-

alty lines of business. Investment portfolios are not designed to pay out insurance claims 

in property and casualty insurance businesses—the premium income is primarily used 

for that purpose. These investments are designed to achieve a good absolute return 

within the constraints imposed under regulatory reserve requirements; riskier assets 

are discounted relative to safer, fixed- income assets in measuring required reserves.

Life insurance and annuities have stronger ties to the financial markets, even 

while retaining distinct mortality- based risk profiles. Life liabilities are very long and 

the reserves that insurers are required to maintain by insurance regulators are highly 

dependent on discount rate assumptions. Non- financial inputs include assumptions 

about mortality and which policyholders will either tap into options in their policy to 

add coverage at a given level or cancel their policy. Annuities produce returns based 

on financial assets, with some extra optionality driven by any life insurance elements 

embedded in the policy. These activities are paired with long- term investment port-

folios in a variety of assets that are designed to help the insurer meet future claims.

For life portfolios, market risk measures include the following:

 ■ Sensitivities: The exposures of the investment portfolio and the annuity liability 

are measured and monitored.

 ■ Asset and liability matching: The investment portfolio is not designed to be a 

perfect match to the liabilities; but it is more closely matched to liabilities than 

is the case in property and casualty insurance.

 ■ Scenario analysis: The main focus of risk measurement for the life lines of 

insurance are measures of potential stress losses based on the differences 

between the assets in which the insurance company has invested and the liabil-

ities driven by the insurance contracts it has written to its customers. Scenario 

analyses need to stress both market and non- market sources of cash flow 

change (in which non- market changes can include changes in longevity).
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EXAMPLE 10  

Uses of Risk Measures by Market Participants

1 Which type of market participant is most likely to consistently express risk 

measures as a percentage of assets and relative to a benchmark?

A Banks

B Corporations

C Long- only asset managers

2 How does ex ante tracking error differ from ex post tracking error?

A Ex ante tracking error takes into account the behavior of options 

whereas ex post tracking error does not.

B Ex post tracking error uses a more accurate forecast of future markets 

than the forecast used for ex ante tracking error.

C Ex ante tracking error uses current portfolio holdings exposed to 

the variability of historical markets, whereas ex post tracking error 

measures the variability of historical portfolio holdings in historical 

markets.

Solution to 1:

C is correct. Long- only asset managers most commonly express risk measures in 

percentage terms and relative to a benchmark, whereas the entities in answers 

A and B measure risk more commonly in currency units and in absolute terms 

(not relative to a benchmark). Banks occasionally express risk measures, such 

as economic capital, as a percentage of assets or other balance sheet measures, 

but bank risk measures are typically expressed in currency units.

Solution to 2:

C is correct. A is incorrect because although ex post tracking error accounts for 

the options that were in the portfolio in the past, ex ante tracking error might 

actually misstate the risk of options if it is computed using the parametric 

method. B is incorrect because ex post tracking error is not aiming to forecast 

the future, it is only measuring the variability of past results.

USING CONSTRAINTS IN MARKET RISK 

MANAGEMENT

Designing suitable constraints to be used in market risk management is essential to 

managing risk effectively. Risk measurements in and of themselves cannot be said 

to be restrictive or unrestrictive—it is the limits placed on the measures that drive 

action. VaR can be measured to a very high confidence level (for example, 99%) or 

to a low level (for example, 84%); but placing a loose limit on a 99% confidence VaR 

measure could be less of a constraint than placing a tight limit on an 84% confidence 

measure. It is not the confidence interval that drives conservatism as much as the 

limit that is placed on it.

If constraints are too tight, they may limit the pursuit of perceived opportunities 

and might shrink returns or profitability to a sub- optimal level. If constraints are too 

loose, outsized losses can occur, threatening the viability of the portfolio or business. 

The concept of “restrictive” or “unrestrictive” relates to the risk appetite of the firm 

5
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or portfolio and the sizes of losses it can tolerate. Unrestrictive limits are typically 

set far from current risk levels and permit larger losses than restrictive limits. As 

an example, for a leveraged portfolio in which insolvency could occur if cumulative 

daily losses exceed $10 million, and the portfolio’s current two week, 1% VaR measure 

is $3 million, an unrestrictive limit might be one set at $10 million. If the portfolio 

increased positions and went right up to its limit, a mis- estimation of VaR could result 

in insolvency; and the fact that losses are expected to exceed the measure at least 1% 

of the time could mean disaster. But if the limit were set at $4 million, the portfolio 

might under- allocate the capital it has to invest and fail to make a high enough return 

on equity to thrive in a competitive environment.

Before applying constraints, particularly those involving potential loss measures 

such as VaR or a scenario analysis, it is worth considering how far down in the orga-

nizational hierarchy to impose them. If applied exclusively to lower level business 

units, the firm’s aggregate risk exposure fails to take advantage of offsetting risks that 

may occur at higher levels of the organization. As a result, the overall company may 

never be able to invest according to its risk tolerance because it is “stopped out” by 

rules lower in the organization. For example, imagine a bank with five trading desks: 

It might have an overall VaR tolerance of €10 million and might set each trading desk’s 

limit for its standalone VaR at €2 million, which seems reasonable. If there is anything 

lower than perfect correlation across these desks’ positions, however, and particularly 

if one desk has a short position that to some degree serves as an offset to another 

desk’s long position, the firm will never be able to use its €10 million risk appetite in 

full. The cure for this problem is over- allocation, but with the caveat that a given desk 

might need to be cut back to its pro rata share in the event that correlations among 

trading desks are higher than, or the short positions across the different portfolios are 

not as offsetting as, the over- allocation assumes. Alternatively, some firms might use 

marginal VaR for each trading desk, allocating each desk a VaR budget such that the 

total VaR is the sum of each individual desk’s marginal VaR. This approach permits each 

trading desk to “reinvest” the diversification benefits obtained at the aggregate level.

Among the constraints most often used in risk management are risk budgeting, 

position limits, scenario limits, and stop- loss limits. As is the case in risk measure-

ment, for which multiple measures work better than any one measure alone does, so 

it is in risk constraints: No one approach on its own works perfectly; they are most 

effective in combination.

5.1 Risk Budgeting

In risk budgeting, the total risk appetite of the firm or portfolio is agreed on at the 

highest level of the entity and then allocated to sub- activities. Risk budgeting typically 

rests on a foundation of VaR or ex ante tracking error.

A bank might establish limit on total economic capital or VaR, and describe this 

limit as its risk appetite. Next, it might allocate this risk appetite among the basic risk 

types (market, credit, and operational) and different business units, geographies, and 

activities. It allocates to the business unit and/or risk type by specifying a limit, using 

its chosen measure, for that given activity. For example, it might allow its European 

business to use 20% of its market risk capital (the portion of its economic capital 

expected to be used to support market risk taking) and 40% of its credit risk capital, 

whereas its Asian business might have a different limit. It will set these limits based on 
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the expected long- term profitability of the opportunity set and the demonstrated skill 

of a business at delivering profitable results, taking into consideration shareholders’ 

expectations regarding the activities the bank is engaged in.23

A pension fund sponsor might begin with its tolerance for how much of a mismatch 

it is willing to tolerate overall between the total value of assets and its liabilities—its 

surplus at risk. Surplus at risk can be the starting point for its asset allocation decision 

making. Once the broad asset allocation is established, usually expressed via a set of 

benchmarks, the pension fund sponsor might further establish its tolerance for under-

performance in a given asset class and allocate that tolerance to the asset managers 

selected to manage the assets by assigning each an ex ante tracking error budget.

A portfolio manager might have an ex ante tracking error budget explicitly provided 

by the client, or if none is provided by the client, it might instead develop a tracking 

error budget based on her investment philosophy and market practice. Given this 

budget, she will seek to optimize the portfolio’s exposures relative to the benchmark 

to ensure that the strategies that generate the most tracking error for the portfolio 

are those for which she expects the greatest reward.

5.2 Position Limits

Risk budgeting follows a clear logic; but as we have noted, VaR- based measures have 

a number of drawbacks. One of them is that they perform poorly if portfolios are 

unusually concentrated, particularly with respect to market liquidity.

Position limits are limits on the market value of any given investment, or the 

notional principal amount for a derivative contract. They can be expressed in cur-

rency units or as a percentage of some other value, such as net assets. Position limits 

do not take into account duration, volatility, and correlation, as VaR does, but they 

are excellent controls on overconcentration. Like risk budgeting, position limits need 

to be used carefully; if every asset type that a portfolio manager could invest in is 

constrained, he will have no room to succeed in outperforming the benchmark or 

generating absolute returns, assuming that is the mandate. Position limits should not 

be overly prescriptive but should address the event risk and single name risk that VaR 

handles so poorly, such as

 ■ limits per issuer;

 ■ limits per currency or country;

 ■ limits on categories expected to be minimized in a given strategy, such as high- 

yield credit or emerging market equities;

 ■ limits on gross size of long–short positions or derivative activity; and

 ■ limits on asset ownership that correspond to market liquidity measures, such as 

daily average trading volume.

5.3 Scenario Limits

A scenario limit is a limit on the estimated loss for a given scenario, which if exceeded, 

would require corrective action in the portfolio.

23 As an example of potential shareholder expectations, consider a case in which a firm’s shareholder 

disclosure suggests that the firm’s predominant market risk- taking activities are in the Asian markets and 

that there is less risk- taking activity in Europe. Shareholders will be surprised if greater losses are incurred 

from its European business than its Asian business. Market risk capital limits for the European business 

should be lower than for the Asian business to be consistent with shareholder disclosures. 
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As discussed in Section 3.3, scenarios also address shortcomings of VaR, such as 

the potential for changes in correlation or for extreme movements that might not be 

predicted using a normal distribution or the historical lookback period used for the 

VaR measure. Just producing scenario analysis, however, without having any related 

action steps is not a very valuable exercise.

The action steps that generally follow a scenario analysis are to examine (1) whether 

the results are within risk tolerance and, in the case of asset managers, (2) whether the 

results are well incorporated into investor disclosures. To determine whether results 

are within the established risk tolerance, a tolerance level for each scenario must be 

developed. It is better to establish a higher tolerance for potential loss under the most 

extreme scenarios. If the same limit is applied to all scenarios, even extremely unlikely 

scenarios (e.g., “interest rates rise 1,000,000%”), then the portfolio will simply not be 

able to take any risk. The risk manager then observes over time whether the portfolio’s 

sensitivity to the scenario is increasing, or crosses, this high- tolerance bound.

5.4 Stop- Loss Limits

A stop- loss limit requires a reduction in the size of a portfolio, or its complete liqui-

dation, when a loss of a particular size occurs in a specified period.

One of the limitations of VaR described in Section 2.3.2 was “trending,” in which 

a portfolio remains under its VaR limit each day but cumulatively loses more than 

expected. This trending can be managed by imposing and monitoring stop- loss limits 

in addition to the VaR constraints. In one form of a stop- loss limit, the portfolio’s 

positions are unwound if its losses over a pre- specified period exceed a pre- specified 

level. (Those levels are typically defined to align with the overall risk tolerance.) As 

an example, a portfolio might have a 10 day, 1% VaR limit of $5 million, but it will 

be liquidated if its cumulative monthly loss ever exceeds $8 million. The relationship 

between the stop- loss and the VaR measure can vary, depending on management 

preferences as well as the differing time periods with which the measures are specified.

An alternative approach to a stop- loss limit might instead be to impose a require-

ment to undertake hedging activity, which may include purchases of protective options, 

after losses of a given magnitude, with the magnitude of the hedge increasing as losses 

increase. This approach, called drawdown control or portfolio insurance, is more 

dynamic and more sophisticated than the simpler stop- loss limit.

5.5 Risk Measures and Capital Allocation

In market risk management, capital allocation is the practice of placing limits on 

each of a company’s activities in order to ensure that the areas in which it expects 

the greatest reward and has the greatest expertise are given the resources needed to 

accomplish their goals. Allocating capital wisely ensures that an unproven strategy 

does not use up all of the firm’s risk appetite and, in so doing, deprive the areas most 

likely to be successful of the capital they need to execute on their strategy.

Economic capital is often used to estimate how much of shareholders’ equity could 

be lost by the portfolio under very unfavorable circumstances. Capital allocation may 

start with a measurement of economic capital (the amount of capital a firm needs 

to hold if it is to survive severe losses from the risks in its businesses). The compa-

ny’s actual, physical on- balance- sheet capital must exceed the measure of economic 

capital, and a minimum level of economic capital must be established to ensure that 

the company does not take on a risk of loss that will exceed its available capital. The 

company first establishes its overall risk appetite in economic capital terms, and then 

subdivides this appetite among its units. This exercise is similar to risk budgeting, 

but in the case of corporations, banks, insurers, or hedge funds, it is more likely to be 

called “capital allocation.” Capital allocation is often used in cases in which leverage is 
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used by the portfolio or in which the strategy has meaningful tail risk, meaning that 

losses in extreme events could be far greater than would be expected for a portfolio of 

assets with a normal distribution. Economic capital is designed to measure how much 

shareholders’ equity could be required to meet tail risk losses. Strategies that have 

greater- than- expected tail risk include those that sell options, sell insurance, take sub-

stantial credit risk, or have unique liquidity or exposure concentration risks. Although 

risk budgeting more commonly focuses on losses at the one standard deviation level, 

capital allocation focuses on losses at a very high confidence level in order to capture 

the magnitude of capital that is placed at risk by the strategy. Capital allocation seeks 

to understand how much of an investor’s scarce resources are, or could be, used by a 

given portfolio, thereby making it unavailable to other portfolios.

Because a company’s capital is a scarce resource and relatively expensive, it should 

be deployed in activities that have the best chance of earning a superior rate of return. 

It also should be deployed in a way that investors expect, in activities in which the 

company has expertise, and in strategies that investors believe the company can 

successfully execute.

To optimize the use of capital, the “owner” of the capital will typically establish a 

hurdle rate over a given time horizon; this is often expressed as the expected rate of 

return per unit of capital allocated. Two potential activities, Portfolio A and Portfolio 

B, might require different amounts of capital. Portfolio A might require €325,000, 

and its expected return might be €50,000 per year (15.4%). Portfolio B might have a 

reasonable expectation of earning €100,000 per year, but it might require €1,000,000 

in capital (a 10% return). If the investor has an annualized hurdle rate of 15%, Portfolio 

A will exceed the hurdle rate and appear a better user of capital than Portfolio B, even 

though the absolute income for Portfolio B is higher.

Beyond measuring and limiting economic capital, capital allocation is sometimes 

used as a broad term for allocating costly resources. In some cases, the costly resource 

is cash; if, for instance, the portfolio has invested in options and futures trading strat-

egies that require heavy use of margin and overcollateralization, its use of economic 

capital could be low and available cash may be the constraining factor. For other types 

of investors, such as banks or insurance companies, the capital required by regulatory 

bodies could be relatively large and these capital measures may be the most onerous 

constraint and thus the basis of capital allocation.

When the current measure of economic capital is a smaller number than the 

portfolio’s cash or regulatory capital needs, it may not be the binding constraint. But 

when it is higher than other measures, it can become the binding constraint, and the 

one to which hurdle rates should be applied.

EXAMPLE 11  

Creating Constraints with Risk Measures

1 Which of the following is not an example of risk budgeting?

A Giving a foreign exchange trading desk a VaR limit of $10 million

B Allowing a portfolio manager to have an ex ante tracking error up to 

5% in a given portfolio

C Reducing the positions in a portfolio after a loss of a 5% of capital has 

occurred in a single month

2 Which statement is true regarding risk budgeting in cases in which mar-

ginal VaR is used?

A The total risk budget is never equal to the sum of the individual sub- 

portfolios’ risk budgets.
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B The total risk budget is always equal to the sum of the individual sub- 

portfolios’ risk budgets.

C If the total risk budget is equal to the sum of the individual sub- 

portfolios’ risk budgets, there is a risk that this approach may cause 

capital to be underutilized.

Solution to 1:

C is correct. This is an example of a stop- loss limit, not risk budgeting. The other 

choices are both examples of risk budgeting.

Solution to 2:

B is correct. When using marginal VaR, the total risk budget will be equal to the 

sum of the individual risk budgets. Choice A is not correct. C is also incorrect; 

it would be correct if each sub- portfolio’s individual VaR measure, not adjusted 

for its marginal contribution, were used, which could lead to underutilization 

of capital.

SUMMARY

This reading on market risk management models covers various techniques used to 

manage the risk arising from market fluctuations in prices and rates. The key points 

are summarized as follows.

 ■ Value at risk (VaR) is the minimum loss in either currency units or as a percent-

age of portfolio value that would be expected to be incurred a certain percent-

age of the time over a certain period of time given assumed market conditions.

 ■ VaR requires the decomposition of portfolio performance into risk factors.

 ■ The three methods of estimating VaR are the parametric method, the historical 

simulation method, and the Monte Carlo simulation method.

 ■ The parametric method of VaR estimation typically provides a VaR estimate 

from the left tail of a normal distribution, incorporating the expected returns, 

variances, and covariances of the components of the portfolio.

 ■ The parametric method exploits the simplicity of the normal distribution but 

provides a poor estimate of VaR when returns are not normally distributed, as 

might occur when a portfolio contains options.

 ■ The historical simulation method of VaR estimation uses historical return data 

on the portfolio’s current holdings and allocation.

 ■ The historical simulation method has the advantage of incorporating events 

that actually occurred and does not require the specification of a distribution or 

the estimation of parameters, but it is only useful to the extent that the future 

resembles the past.

 ■ The Monte Carlo simulation method of VaR estimation requires the speci-

fication of a statistical distribution of returns and the generation of random 

outcomes from that distribution.

 ■ The Monte Carlo simulation method is extremely flexible but can be complex 

and time consuming to use.

 ■ There is no single right way of estimating VaR.
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 ■ The advantages of VaR include the following: It is a simple concept; it is rel-

atively easy to understand; it is easily communicated, capturing much infor-

mation in a single number; it can be useful in comparing risks across asset 

classes, portfolios, and trading units and, as such, it facilitates capital allocation 

decisions; it can be used for performance evaluation; it can be verified by using 

backtesting; it is widely accepted by regulators.

 ■ The primary limitations of VaR are that it is a subjective measure and highly 

sensitive to numerous discretionary choices made in the course of computation; 

it can underestimate the frequency of extreme events; it fails to account for the 

lack of liquidity; it is sensitive to correlation risk; it is vulnerable to trending 

or volatility regimes; it is often misunderstood as a worst- case scenario; it can 

oversimplify the picture of risk; it focuses heavily on the left tail.

 ■ There are numerous variations and extensions of VaR, including conditional 

VaR (CVaR), incremental VaR (IVaR), and marginal VaR (MVaR) that can pro-

vide additional useful information.

 ■ Conditional VaR is the average loss conditional on exceeding the VaR cutoff.

 ■ Incremental VaR measures the change in portfolio VaR as a result of adding or 

deleting a position from the portfolio or if a position size is changed relative to 

the remaining positions.

 ■ MVaR measures the change in portfolio VaR given a small change in the portfo-

lio position. In a diversified portfolio, MVaRs can be summed to determine the 

contribution of each asset to the overall VaR.

 ■ Ex ante tracking error measures the degree to which the performance of a given 

investment portfolio might deviate from its benchmark.

 ■ Sensitivity measures quantify how a security or portfolio will react if a sin-

gle risk factor changes. Common sensitivity measures are beta for equities; 

duration and convexity for bonds; and delta, gamma, and vega for options. 

Sensitivity measures do not indicate which portfolio has greater loss potential.

 ■ Risk managers can use deltas, gammas, vegas, durations, convexities, and betas 

to get a comprehensive picture of the sensitivity of the entire portfolio.

 ■ Stress tests apply extreme negative stress to a particular portfolio exposure.

 ■ Scenario measures, including stress tests, are risk models that evaluate how a 

portfolio will perform under certain high- stress market conditions.

 ■ Scenario measures can be based on actual historical scenarios or on hypotheti-

cal scenarios.

 ■ Historical scenarios are scenarios that measure the portfolio return that would 

result from a repeat of a particular period of financial market history.

 ■ Hypothetical scenarios model the impact of extreme movements and co- 

movements in different markets that have not previously occurred.

 ■ Reverse stress testing is the process of stressing the portfolio’s most significant 

exposures.

 ■ Sensitivity and scenario risk measures can complement VaR; they do not need 

to rely on history, and scenarios can be designed to overcome an assumption of 

normal distributions.

 ■ Limitations of scenario measures include the following: Historical scenarios are 

unlikely to re- occur in exactly the same way; hypothetical scenarios may incor-

rectly specify how assets will co- move and may get the magnitude of move-

ments wrong; and it is difficult to establish appropriate limits on a scenario 

analysis or stress test.

© CFA Institute. For candidate use only. Not for distribution.



Reading 45 ■ Measuring and Managing Market Risk384

 ■ The degree of leverage, the mix of risk factors to which the business is exposed, 

and accounting or regulatory requirements influence the types of risk measures 

used by different market participants.

 ■ Banks use risk tools to assess the extent of any liquidity and asset/liability 

mis- match, the probability of losses in their investment portfolios, their overall 

leverage ratio, interest rate sensitivities, and the risk to economic capital.

 ■ Asset managers’ use of risk tools focus primarily on volatility, probability of 

loss, or the probability of underperforming a benchmark.

 ■ Pension funds use risk measures to evaluate asset/liability mis- match and sur-

plus at risk.

 ■ Property and casualty insurers use sensitivity and exposure measures to ensure 

exposures remain within defined asset allocation ranges, economic capital 

and VaR measures to estimate the impairment in the event of a catastrophic 

loss, and scenario analysis to stress the market risks and insurance risks 

simultaneously.

 ■ Life insurers use risk measures to assess the exposures of the investment portfo-

lio and the annuity liability, the extent of any asset/liability mis- match, and the 

potential stress losses based on the differences between the assets in which they 

have invested and the liabilities resulting from the insurance contracts they 

have written.

 ■ Constraints are widely used in risk management in the form of risk budgets, 

position limits, scenario limits, stop- loss limits, and capital allocation.

 ■ Risk budgeting is the allocation of the total risk appetite across sub- portfolios.

 ■ A scenario limit is a limit on the estimated loss for a given scenario, which, if 

exceeded, would require corrective action in the portfolio.

 ■ A stop- loss limit requires a reduction in the size of a portfolio, or its complete 

liquidation, when a loss of a particular size occurs in a specified period.

 ■ Position limits are limits on the market value of any given investment.

 ■ Risk measurements and constraints in and of themselves are not restrictive or 

unrestrictive; it is the limits placed on the measures that drive action.
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PRACTICE PROBLEMS

The following information relates to Questions 

1–5

Randy Gorver, chief risk officer at Eastern Regional Bank, and John Abell, assistant 

risk officer, are currently conducting a risk assessment of several of the bank’s indepen-

dent investment functions. These reviews include the bank’s fixed- income investment 

portfolio and an equity fund managed by the bank’s trust department. Gorver and 

Abell are also assessing Eastern Regional’s overall risk exposure.

Eastern Regional Bank Fixed- Income Investment 
Portfolio

The bank’s proprietary fixed- income portfolio is structured as a barbell portfolio: 

About half of the portfolio is invested in zero- coupon Treasuries with maturities in 

the 3- to 5- year range (Portfolio P1), and the remainder is invested in zero- coupon 

Treasuries with maturities in the 10- to 15- year range (Portfolio P2). Georges Montes, 

the portfolio manager, has discretion to allocate between 40% and 60% of the assets 

to each maturity “bucket.” He must remain fully invested at all times. Exhibit 1 shows 

details of this portfolio.

Exhibit 1   US Treasury Barbell Portfolio

Maturity

P1 P2

3–5 Years 10–15 Years

Average duration 3.30 11.07

Average yield to maturity 1.45% 2.23%

Market value $50.3 million $58.7 million

Trust Department’s Equity Fund

a Use of Options: The trust department of Eastern Regional Bank manages an 

equity fund called the Index Plus Fund, with $325 million in assets. This fund’s 

objective is to track the S&P 500 Index price return while producing an income 

return 1.5 times that of the S&P 500. The bank’s chief investment officer (CIO) 

uses put and call options on S&P 500 stock index futures to adjust the risk 

exposure of certain client accounts that have an investment in this fund. The 

portfolio of a 60- year- old widow with a below- average risk tolerance has an 

investment in this fund, and the CIO has asked his assistant, Janet Ferrell, to 

propose an options strategy to bring the portfolio’s delta to 0.90.

b Value at Risk: The Index Plus Fund has a one- day 95% value at risk (VaR) of 

$6.5 million. Gorver asks Abell to write a brief summary of the portfolio VaR 

for the report he is preparing on the fund’s risk position.
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Combined Bank Risk Exposures

The bank has adopted a new risk policy, which requires forward- looking risk assessments 

in addition to the measures that look at historical risk characteristics. Management 

has also become very focused on tail risk since the subprime crisis and is evaluating 

the bank’s capital allocation to certain higher- risk lines of business. Gorver must 

determine what additional risk metrics to include in his risk reporting to address the 

new policy. He asks Abell to draft a section of the risk report that will address the 

risk measures’ adequacy for capital allocation decisions.

1 If Montes is expecting a 50 bp increase in yields at all points along the yield 

curve, which of the following trades is he most likely to execute to minimize his 

risk?

A Sell $35 million of P2 and reinvest the proceeds in three- year bonds

B Sell $15 million of P2 and reinvest the proceeds in three- year bonds.

C Reduce the duration of P2 to 10 years and reduce the duration of P1 to 3 

years

2 Which of the following options strategies is Ferrell most likely to recommend 

for the client’s portfolio?

A Long calls

B Short calls

C Short puts

3 Which of the following statements regarding the VaR of the Index Plus Fund is 

correct?

A The expected maximum loss for the portfolio is $6.5 million.

B Five percent of the time, the portfolio can be expected to experience a loss 

of at least $6.5 million.

C Ninety- five percent of the time, the portfolio can be expected to experience 

a one- day loss of no more than $6.5 million.

4 To comply with the new bank policy on risk assessment, which of the following 

is the best set of risk measures to add to the chief risk officer’s risk reporting?

A Conditional VaR, stress test, and scenario analysis

B Monte Carlo VaR, incremental VaR, and stress test

C Parametric VaR, marginal VaR, and scenario analysis

5 Which of the following statements should not be included in Abell’s report to 

management regarding the use of risk measures in capital allocation decisions?

A VaR measures capture the increased liquidity risk during stress periods.

B Stress tests and scenario analysis can be used to evaluate the effect of outlier 

events on each line of business.

C VaR approaches that can accommodate a non- normal distribution are criti-

cal to understand relative risk across lines of business.
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The following information relates to Questions 

6–11

Hiram Life (Hiram), a large multinational insurer located in Canada, has received 

permission to increase its ownership in an India- based life insurance company, LICIA, 

from 26% to 49%. Before completing this transaction, Hiram wants to complete a risk 

assessment of LICIA’s investment portfolio. Judith Hamilton, Hiram’s chief financial 

officer, has been asked to brief the management committee on investment risk in its 

India- based insurance operations.

LICIA’s portfolio, which has a market value of CAD 260  million, is currently 

structured as shown in Exhibit 1. Despite its more than 1,000 individual holdings, the 

portfolio is invested predominantly in India. The Indian government bond market is 

highly liquid, but the country’s mortgage and infrastructure loan markets, as well as 

the corporate bond market, are relatively illiquid. Individual mortgage and corporate 

bond positions are large relative to the normal trading volumes in these securities. 

Given the elevated current and fiscal account deficits, Indian investments are also 

subject to above- average economic risk.

Hamilton begins with a summary of the India- based portfolio. Exhibit 1 presents 

the current portfolio composition and the risk and return assumptions used to esti-

mate value at risk (VaR).

Exhibit 1   Selected Assumptions for LICIA’s Investment Portfolio

Allocation

Average 

Daily 

Return

Daily 

Standard 

Deviation

India government securities 50% 0.015% 0.206%

India mortgage/infrastructure loans 25% 0.045% 0.710%

India corporate bonds 15% 0.025% 0.324%

India equity 10% 0.035% 0.996%

Infrastructure is a rapidly growing asset class with limited return history; the first 

infrastructure loans were issued just 10 years ago.

Hamilton’s report to the management committee must outline her assumptions 

and provide support for the methods she used in her risk assessment. If needed, she 

will also make recommendations for rebalancing the portfolio to ensure its risk profile 

is aligned with that of Hiram.

Hamilton develops the assumptions shown in Exhibit 2, which will be used for 

estimating the portfolio VaR.

Exhibit 2   VaR Input Assumptions for Proposed CAD 260 Million Portfolio

Method

Average Return 

Assumption

Standard Deviation 

Assumption

Monte Carlo simulation 0.026% 0.501%

Parametric approach 0.026% 0.501%

Historical simulation 0.023% 0.490%
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Hamilton elects to apply a one- day, 5% VaR limit of CAD 2 million in her risk 

assessment of LICIA’s portfolio. This limit is consistent with the risk tolerance the 

committee has specified for the Hiram portfolio.

The markets’ volatility during the last 12 months has been significantly higher 

than the historical norm, with increased frequency of large daily losses, and Hamilton 

expects the next 12 months to be equally volatile.

She estimates the one- day 5% portfolio VaR for LICIA’s portfolio using three 

different approaches:

Exhibit 3   VaR Results over a One- Day Period for Proposed 

Portfolio

Method 5% VaR

Monte Carlo simulation CAD 2,095,565

Parametric approach CAD 2,083,610

Historic simulation CAD 1,938,874

The committee is likely to have questions in a number of key areas—the limitations 

of the VaR report, potential losses in an extreme adverse event, and the reliability of 

the VaR numbers if the market continues to exhibit higher- than- normal volatility. 

Hamilton wants to be certain that she has thoroughly evaluated the risks inherent in 

the LICIA portfolio and compares them with the risks in Hiram’s present portfolio.

Hamilton believes the possibility of a ratings downgrade on Indian sovereign debt 

is high and not yet fully reflected in securities prices. If the rating is lowered, many of 

the portfolio’s holdings will no longer meet Hiram’s minimum ratings requirement. 

A downgrade’s effect is unlikely to be limited to the government bond portfolio. All 

asset classes can be expected to be affected to some degree. Hamilton plans to include 

a scenario analysis that reflects this possibility to ensure that management has the 

broadest possible view of the risk exposures in the India portfolio.

6 Given Hamilton’s expectations, which of the following models is most appropri-

ate to use in estimating portfolio VaR?

A Parametric method

B Historical simulation method

C Monte Carlo simulation method

7 Which risk measure is Hamilton most likely to present when addressing the 

committee’s concerns regarding potential losses in extreme stress events?

A Relative VaR

B Incremental VaR

C Conditional VaR

8 The scenario analysis that Hamilton prepares for the committee is most likely a:

A stress test.

B historical scenario.

C hypothetical scenario.

9 The scenario analysis that Hamilton prepares for the committee is a valuable 

tool to supplement VaR because it:

A incorporates historical data to evaluate the risk in the tail of the VaR 

distribution.
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B enables Hamilton to isolate the risk stemming from a single risk factor—the 

ratings downgrade.

C allows the committee to assess the effect of low liquidity in the event of a 

ratings downgrade.

10 Using the data in Exhibit 2, the portfolio’s annual 1% parametric VaR is closest 

to:

A CAD 17 million.

B CAD 31 million.

C CAD 48 million.

11 What additional risk measures would be most appropriate to add to Hamilton’s 

risk assessment?

A Delta

B Duration

C Tracking error

The following information relates to Questions 

12–19

Tina Ming is a senior portfolio manager at Flusk Pension Fund (Flusk). Flusk’s portfolio 

is composed of fixed- income instruments structured to match Flusk’s liabilities. Ming 

works with Shrikant McKee, Flusk’s risk analyst. 

Ming and McKee discuss the latest risk report. McKee calculated value at risk (VaR) 

for the entire portfolio using the historical method and assuming a lookback period of 

five years and 250 trading days per year. McKee presents VaR measures in Exhibit 1. 

Exhibit 1   Flusk Portfolio VaR (in $ millions)

Confidence Interval Daily VaR Monthly VaR

95% 1.10 5.37

After reading McKee’s report, Ming asks why the number of daily VaR breaches 

over the last year is zero even though the portfolio has accumulated a substantial loss. 

Next Ming requests that McKee perform the following two risk analyses on Flusk’s 

portfolio:

Analysis 1 Use scenario analysis to evaluate the impact on risk and return of a 

repeat of the last financial crisis. 

Analysis 2 Estimate over one year, with a 95% level of confidence, how much 

Flusk’s assets could underperform its liabilities. 

Ming recommends purchasing newly issued emerging market corporate bonds 

that have embedded options. Prior to buying the bonds, Ming wants McKee to esti-

mate the effect of the purchase on Flusk’s VaR. McKee suggests running a stress test 

using a historical period specific to emerging markets that encompassed an extreme 

change in credit spreads. 
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At the conclusion of their conversation, Ming asks the following question about 

risk management tools: “What are the advantages of VaR compared with other risk 

measures?” 

12 Based on Exhibit 1, Flusk’s portfolio is expected to experience:

A a minimum daily loss of $1.10 million over the next year. 

B a loss over one month equal to or exceeding $5.37 million 5% of the time. 

C an average daily loss of $1.10 million 5% of the time during the next 250 

trading days.

13 The number of Flusk’s VaR breaches most likely resulted from:

A using a standard normal distribution in the VaR model. 

B using a 95% confidence interval instead of a 99% confidence interval. 

C lower market volatility during the last year compared with the lookback 

period. 

14 To perform Analysis 1, McKee should use historical bond:

A prices. 

B yields. 

C durations. 

15 The limitation of the approach requested for Analysis 1 is that it:

A omits asset correlations. 

B precludes incorporating portfolio manager actions. 

C assumes no deviation from historical market events. 

16 The estimate requested in Analysis 2 is best described as:

A liquidity gap. 

B surplus at risk. 

C maximum drawdown. 

17 Which measure should McKee use to estimate the effect on Flusk’s VaR from 

Ming’s portfolio recommendation?

A Relative VaR

B Incremental VaR

C Conditional VaR

18 When measuring the portfolio impact of the stress test suggested by McKee, 

which of the following is most likely to produce an accurate result?

A Marginal VaR

B Full revaluation of securities

C The use of sensitivity risk measures

19 The risk management tool referenced in Ming’s question:

A is widely accepted by regulators. 

B takes into account asset liquidity. 

C usually incorporates right- tail events.
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The following information relates to questions 

20–26

Carol Kynnersley is the chief risk officer at Investment Management Advisers (IMA). 

Kynnersley meets with IMA’s portfolio management team and investment advisers to 

discuss the methods used to measure and manage market risk and how risk metrics 

are presented in client reports. 

The three most popular investment funds offered by IMA are the Equity 

Opportunities, the Diversified Fixed Income, and the Alpha Core Equity. The Equity 

Opportunities Fund is composed of two exchange- traded funds: a broadly diversi-

fied large- cap equity product and one devoted to energy stocks. Kynnersley makes 

the following statements regarding the risk management policies established for the 

Equity Opportunities portfolio:

Statement 1 IMA’s preferred approach to model value at risk (VaR) is to 

estimate expected returns, volatilities, and correlations under the 

assumption of a normal distribution. 

Statement 2 In last year’s annual client performance report, IMA stated that a 

hypothetical $6 million Equity Opportunities Fund account had a 

daily 5% VaR of approximately 1.5% of portfolio value. 

Kynnersley informs the investment advisers that the risk management department 

recently updated the model for estimating the Equity Opportunities Fund VaR based 

on the information presented in Exhibit 1. 

Exhibit 1   Equity Opportunities Fund—VaR Model Input Assumptions

Large- Cap ETF Energy ETF Total Portfolio

Portfolio weight 65.0% 35.0% 100.0%

Expected annual return 12.0% 18.0% 14.1%

Standard deviation 20.0% 40.0% 26.3%

Correlation between ETFs: 0.90 

Number of trading days/year: 250

For clients interested in fixed- income products, IMA offers the Diversified Fixed- 

Income Fund. Kynnersley explains that the portfolio’s bonds are all subject to interest 

rate risk. To demonstrate how fixed- income exposure measures can be used to identify 

and manage interest rate risk, Kynnersley distributes two exhibits featuring three 

hypothetical Treasury coupon bonds (Exhibit 2) under three interest rate scenarios 

(Exhibit 3). 

Exhibit 2   Fixed- Income Risk Measure

Hypothetical Bond Duration

Bond 1 1.3

Bond 2 3.7

Bond 3 10.2
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Exhibit 3:   Interest Rate Scenarios

Scenario Interest Rate Environment

Scenario 1 Rates increase 25 bps

Scenario 2 Rates increase 10 bps

Scenario 3 Rates decrease 20 bps

One of the investment advisers comments that a client recently asked about the 

performance of the Diversified Fixed- Income Fund relative to its benchmark, a broad 

fixed- income index. Kynnersley informs the adviser as follows:

Statement 3 The Diversified Fixed- Income Fund manager monitors the histor-

ical deviation between portfolio returns and benchmark returns. 

The fund prospectus stipulates a target deviation from the bench-

mark of no more than 5 bps. 

Kynnersley concludes the meeting by reviewing the constraints IMA imposes 

on securities included in the Alpha Core Equity Fund. The compliance department 

conducts daily oversight using numerous risk screens and, when indicated, notifies 

portfolio managers to make adjustments. Kynnersley makes the following statement:

Statement 4 It is important that all clients investing in the fund be made 

aware of IMA’s compliance measures. The Alpha Core Equity 

Fund restricts the exposure of individual securities to 1.75% of 

the total portfolio. 

20 Based on Statement 1, IMA’s VaR estimation approach is best described as the: 

A parametric method. 

B historical simulation method.

C Monte Carlo simulation method.

21 In Statement 2, Kynnersley implies that the portfolio:

A is at risk of losing $4,500 each trading day. 

B value is expected to decline by $90,000 or more once in 20 trading days. 

C has a 5% chance of falling in value by a maximum of $90,000 on a single 

trading day.

22 Based only on Statement 2, the risk measurement approach:

A ignores right- tail events in the return distribution.

B is similar to the Sharpe ratio because it is backward looking. 

C provides a relatively accurate risk estimate in both trending and volatile 

regimes. 

23 Based on Exhibit 1, the daily 5% VaR estimate is closest to:

A 1.61%.

B 2.42%. 

C 2.69%. 

24 Based only on Exhibits 2 and 3, it is most likely that under:

A Scenario 1, Bond 2 outperforms Bond 1.

B Scenario 2, Bond 1 underperforms Bond 3.

C Scenario 3, Bond 3 is the best performing security.

25 The risk measure referred to in Statement 3 is:
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A active share.

B beta sensitivity

C ex post tracking error.

26 In Statement 4, Kynnersley describes a constraint associated with a:

A risk budget.

B position limit.

C stop- loss limit.
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SOLUTIONS

1 B is correct. Duration is a measure of interest rate risk. To reduce risk in 

anticipation of an increase in interest rates, Montes would seek to shorten the 

portfolio’s duration. He is limited, however, in the amount he can shift from P2 

to P1. Selling $15 million of P2 reduces that portfolio to the lower end of the 

permitted 40% to 60% range. By reinvesting the proceeds at the shortest matur-

ities allowed, Montes substantially reduces the portfolio duration.

2 B is correct. An index- tracking portfolio without options has a delta of 1. To 

achieve a delta of 0.9, the delta of the options position must be negative. Of 

the three choices, only short calls have a negative delta. Long call options have 

deltas ranging from 0 to 1. Short calls, therefore, have deltas ranging from 0 to 

−1. The short call position lowers the portfolio’s overall delta as desired.

3 B is correct. VaR measures the frequency of losses of a given minimum magni-

tude. Here the VaR indicates that on 5% of trading days, the portfolio will expe-

rience a loss of at least $6.5 million. (Although C may appear to say the same 

thing as B, it actually implies that the portfolio will experience a loss on 95% 

of trading days.) The correct interpretation is that returns will be equal to or 

greater than −$6.5 million on 95% of trading days; those returns include gains 

as well as losses.

4 A is correct. The bank policy requires the addition of forward- looking risk 

assessments, and management is focused on tail risk. Conditional VaR mea-

sures tail risk, and stress tests and scenario analysis subject current portfolio 

holdings to historical or hypothetical stress events.

5 A is correct. VaR measures do not capture liquidity risk. “If some assets in a 

portfolio are relatively illiquid, VaR could be understated, even under normal 

market conditions. Additionally, liquidity squeezes are frequently associated 

with tail events and major market downturns, thereby exacerbating the risk.”

6 C is correct. The Monte Carlo simulation method can accommodate virtually 

any distribution, an important factor given the increased frequency of large 

daily losses. This method can also more easily accommodate the large number 

of portfolio holdings. The Monte Carlo method allows the user to develop her 

own forward- looking assumptions about the portfolio’s risk and return char-

acteristics, unlike the historical simulation method, which uses the current 

portfolio and re- prices it using the actual historical changes in the key factors 

experienced during the look- back period. Given the limited return history for 

infrastructure investments and Hamilton’s expectations for higher- than- normal 

volatility, the historical simulation method would be a suboptimal choice.

7 C is correct. Conditional VaR is a measure of tail risk that provides an estimate 

of the average loss that would be incurred if the VaR cutoff is exceeded.

8 C is correct. A hypothetical scenario analysis allows the risk manager to 

estimate the likely effect of the scenario on a range of portfolio risk factors. A 

sovereign ratings downgrade would affect Hiram’s India equity and corporate 

bond exposures as well as the government bond exposure. In addition, the 

assumptions used in constructing the scenario analysis can specifically address 

the effect of a need to sell large position sizes under decreased liquidity condi-

tions resulting from a ratings downgrade. VaR alone does not accurately reflect 

the risk of large position sizes, which may be difficult to trade.
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9 C is correct. A hypothetical scenario analysis allows Hamilton to estimate 

the direct effect of a ratings downgrade on the portfolio’s government bond 

holdings and the resulting need to sell a number of the portfolio’s holdings 

because they no longer meet the ratings guidelines. VaR alone does not accu-

rately reflect the risk of large position sizes, which may be difficult to trade. The 

hypothetical scenario analysis will also highlight the effect of increased eco-

nomic turmoil on all of the portfolio’s exposures, not only the government bond 

exposures.

10 B is correct. The VaR is derived as follows:

VaR = [(E(Rp) – 2.33σp)(–1)](Portfolio value) 

 where 

 E(Rp) = Annualized daily return = (0.00026 × 250) = 0.065

 250 = Number of trading days annually

 2.33 = Number of standard deviations to attain 1% VaR

 σp = Annualized standard deviation = 0 0051 250. ×( )  = 

0.079215

 Portfolio value = CAD 260,000,000

 VaR = –(0.065 – 0.184571) × CAD 260,000,000

  = CAD31,088,460

11 B is correct. Given the large fixed- income exposure in the LICIA portfolio, 

examining the portfolio duration more closely would be prudent. Duration is 

the primary sensitivity exposure measure for fixed- income investments.

12 B is correct. VaR is the minimum loss that would be expected a certain per-

centage of the time over a specified period of time given the assumed market 

conditions. A 5% VaR is often expressed as its complement—a 95% level of 

confidence. Therefore, the monthly VaR in Exhibit 1 indicates that $5.37 million 

is the minimum loss that would be expected to occur over one month 5% of the 

time. Alternatively, 95% of the time, a loss of more than $5.37 million would not 

be expected. 

13 C is correct. Flusk experienced zero daily VaR breaches over the last year yet 

incurred a substantial loss. A limitation of VaR is its vulnerability to different 

volatility regimes. A portfolio might remain under its VaR limit every day but 

lose an amount approaching this limit each day. If market volatility during the 

last year is lower than in the lookback period, the portfolio could accumulate a 

substantial loss without technically breaching the VaR constraint. 

 A is incorrect because VaR was calculated using historical simulation, so the 

distribution used was based on actual historical changes in the key risk factors 

experienced during the lookback period. Thus, the distribution is not character-

ized using estimates of the mean return, the standard deviation, or the correla-

tions among the risk factors in the portfolio. In contrast, the parametric method 

of estimating VaR generally assumes that the distribution of returns for the risk 

factors is normal. 

 B is incorrect because a specification with a higher confidence level will pro-

duce a higher VaR. If a 99% confidence interval was used to calculate historical 

VaR, the VaR would be larger (larger expected minimum loss). During the last 

year, none of Flusk’s losses were substantial enough to breach the 5% VaR num-

ber (95% confidence interval); therefore, if McKee used a 1% VaR (99% confi-

dence interval), the number of VaR breaches would not change. 
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14 B is correct. In order to simulate the impact of the latest financial crisis on the 

current bond portfolio holdings, McKee’s valuation model for bonds should use 

the historical yields of bonds with similar maturity. Historical yields drive the 

pricing of bonds more than the price history or the current duration. Historical 

prices for the fixed- income positions currently held in the portfolio may not 

exist, and even when historical prices do exist, they may not be relevant to the 

current characteristics (e.g., maturity) of the instrument. Even if the same bonds 

existed at the time of the latest financial crisis, their durations would change 

because of the passage of time. 

 A is incorrect because using a bond’s past price history would mischaracterize 

the risk of the current portfolio holdings. For this reason, the historical yields 

are more important in explaining the risks. Historical prices for the fixed- 

income positions currently held in the portfolio may not exist, and even when 

historical prices do exist, they may not be relevant to the current characteristics 

(e.g., maturity) of the instrument. 

 C is incorrect because historical bond durations would not capture the current 

characteristics of the bonds in the portfolio. Duration is a sensitivity measure 

and is the weighted- average time to maturity of a bond. Even if the same bonds 

existed at the time of the latest financial crisis, their remaining time to maturity 

and durations would change because of the passage of time. 

15 C is correct. Ming suggested in Analysis 1 to use a historical scenario that 

measures the hypothetical portfolio return that would result from a repeat of a 

particular period of financial market history. Historical scenarios are comple-

mentary to VaR but are not going to happen in exactly the same way again, and 

they require additional measures to overcome the shortcomings of the VaR. 

16 B is correct. Analysis 2 describes surplus at risk. Surplus at risk is an application 

of VaR; it estimates how much the assets might underperform the liabilities 

with a given confidence level, usually over a year. 

17 B is correct. Incremental VaR measures the change in a portfolio’s VaR as a 

result of adding or removing a position from the portfolio or if a position size is 

changed relative to the remaining positions. 

18 B is correct. McKee suggests running a stress test using a historical scenario 

specific to emerging markets that includes an extreme change in credit spreads. 

Stress tests, which apply extreme negative stress to a particular portfolio 

exposure, are closely related to scenario risk measures. A scenario risk measure 

estimates the portfolio return that would result from a hypothetical change in 

markets (hypothetical scenario) or a repeat of a historical event (historical sce-

nario). When the historical simulation fully revalues securities under rate and 

price changes that occurred during the scenario period, the results should be 

highly accurate. 

 A is incorrect because marginal VaR measures the change in portfolio VaR 

given a very small change in a portfolio position (e.g., change in VaR for a $1 

or 1% change in the position). Therefore, marginal VaR would not allow McKee 

to estimate how much the value of the option- embedded bonds would change 

under an extreme change in credit spreads. 

 C is incorrect because sensitivity risk measures use sensitivity exposure mea-

sures, such as first- order (delta, duration) and second- order (gamma, convexity) 

sensitivity, to assess the change in the value of a financial instrument. Although 

gamma and convexity can be used with delta and duration to estimate the 

impact of extreme market movements, they are not suited for scenario analysis 

related to option- embedded bonds. 
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19 A is correct. VaR has emerged as one of the most popular risk measures 

because global banking regulators require or encourage the use of it. VaR is 

also frequently found in annual reports of financial firms and can be used for 

comparisons. 

20 A is correct. VaR is an estimate of the loss that is expected to be exceeded with 

a given level of probability over a specified time period. The parametric method 

typically assumes that the return distributions for the risk factors in the port-

folio are normal. It then uses the expected return and standard deviation of 

return for each risk factor and correlations to estimate VaR. 

21 B is correct. Value at risk is the minimum loss that would be expected a certain 

percentage of the time over a certain period of time. Statement 2 implies that 

there is a 5% chance the portfolio will fall in value by $90,000 (= $6,000,000 × 

1.5%) or more in a single day. If VaR is measured on a daily basis and a typical 

month has 20–22 business days, then 5% of the days equates to about 1 day per 

month or once in 20 trading days.

22 A is correct. Statement 2 indicates that the Equity Opportunities Fund reported 

a daily VaR value. One of the limitations of VaR is that it focuses so heavily 

on left- tail events (the losses) that right- tail events (potential gains) are often 

ignored. 

 B is incorrect because VaR is viewed as forward looking in that it uses the 

current portfolio holdings and measures its potential loss. The Sharpe ratio 

represents a backward- looking return- based measure and is used to assess the 

skill of the manager.

 C is incorrect because VaR does not provide an accurate risk estimate in either 

trending or volatile regimes. A portfolio might remain under its VaR limit every 

day but lose an amount approaching this limit each day. Under such circum-

stances, the portfolio could accumulate substantial losses without technically 

breaching the VaR constraint. Also, during periods of low volatility, VaR will 

appear quite low, underestimating the losses that could occur when the envi-

ronment returns to a normal level of volatility.

23 C is correct. Measuring VaR at a 5% threshold produces an estimated value at 

risk of 2.69%.

 From Exhibit 1, the annual portfolio return is 14.1% and the standard deviation 

is 26.3%. Annual values need to be adjusted to get their daily counterparts. 

Assuming 250 trading days in a year, the expected annual return is adjusted by 

dividing by 250 and the standard deviation is adjusted by dividing by the square 

root of 250. 

 Thus, the daily expected return is 0.141/250 = 0.000564 and volatility 

is 0 263 250.  = 0.016634.

 5% daily VaR = E(Rp) – 1.65σp = 0.000564 – 1.65(0.016634) = –0.026882. The 

portfolio is expected to experience a potential minimum loss in percentage 

terms of 2.69% on 5% of trading days.

24 C is correct. The change in value of a bond is inversely related to a change in 

yield. Given a bond priced at B with duration D and yield change of Δy, the rate 

of return or percentage price change for the bond is approximately given as 

follows: ΔB/B ≈ −DΔy/(1 + y). Under Scenario 3, interest rates decrease by 20 

bps. In an environment of decreasing interest rates, the bond with the highest 

duration will have the greatest positive return. Bond 3 has a duration of 10.2, 

which is greater than that of both Bond 1 (duration = 1.3) and Bond 2 (duration 

= 3.7). 
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25 C is correct. A traditional asset manager uses ex post tracking error when ana-

lyzing backward- looking returns. The Diversified Fixed- Income Fund prospec-

tus stipulates a target benchmark deviation of no more than 5 bps. Tracking 

error is a measure of the degree to which the performance of a given investment 

deviates from its benchmark.

26 B is correct. Position limits are limits on the market value of any given invest-

ment; they are excellent controls on overconcentration. Position limits can be 

expressed in currency units or as a percentage of net assets. The Alpha Core 

Equity Fund restricts the exposure of individual securities to 1.75% of the total 

portfolio. 
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Portfolio Management (2)

This study session begins by identifying and explaining the ties between the real 

economy and financial markets, including effects on asset values. The “fundamental 

pricing equation” is presented as a basic pricing framework for financial instruments. 

The asset prices of risk- free debt, risky debt, public equities, and real estate are shown 

to be affected via the business cycle’s impact on risk- free rates, the yield curve, inflation, 

and risk premiums. Analysis of active portfolio management follows, including a dis-

cussion of active risk and active return (Sharpe, information ratios). The fundamental 

law of active management is presented along with several investment applications. The 

session concludes with an overview of how securities trading supports the investment 

process. This reading discusses direct and indirect costs of trading, developments in 

electronic trading and the effects on transaction costs and market fragmentation, and 

the risks posed by electronic trading and how regulators control them. 

READING ASSIGNMENTS

Reading 46 Economics and Investment Markets 

by Andrew Clare, PhD, and Thomas F. Cosimano, PhD

Reading 47 Analysis of Active Portfolio Management 

by Roger G. Clarke, PhD, Harindra de Silva, PhD, CFA, and 

Steven Thorley, PhD, CFA

Reading 48 Trading Costs and Electronic Markets 

by Larry Harris, PhD, CFA
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Economics and Investment Markets

by Andrew Clare, PhD, and Thomas F. Cosimano, PhD

Andrew Clare, PhD, is at Cass Business School (United Kingdom). Thomas F. 

Cosimano, PhD, is Professor Emeritus in Finance at the Mendoza College of Business, 

University of Notre Dame, and Visiting Scholar, Risk Management Unit, International 

Monetary Fund (USA).

LEARNING OUTCOMES

Mastery The candidate should be able to:

a. explain the notion that to affect market values, economic factors 

must affect one or more of the following: 1) default- free interest 

rates across maturities, 2) the timing and/or magnitude of 

expected cash flows, and 3) risk premiums;

b. explain the role of expectations and changes in expectations in 

market valuation;

c. explain the relationship between the long- term growth rate of the 

economy, the volatility of the growth rate, and the average level of 

real short- term interest rates;

d. explain how the phase of the business cycle affects policy and 

short- term interest rates, the slope of the term structure of 

interest rates, and the relative performance of bonds of differing 

maturities;

e. describe the factors that affect yield spreads between non- 

inflation- adjusted and inflation- indexed bonds;

f. explain how the phase of the business cycle affects credit 

spreads and the performance of credit- sensitive fixed- income 

instruments;

g. explain how the characteristics of the markets for a company’s 

products affect the company’s credit quality;

h. explain how the phase of the business cycle affects short- term and 

long- term earnings growth expectations;

i. explain the relationship between the consumption- hedging 

properties of equity and the equity risk premium;

j. describe cyclical effects on valuation multiples;

(continued)

R E A D I N G
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LEARNING OUTCOMES

Mastery The candidate should be able to:

k. describe the implications of the business cycle for a given style 

strategy (value, growth, small capitalization, large capitalization);

l. describe how economic analysis is used in sector rotation 

strategies;

m. describe the economic factors affecting investment in commercial 

real estate.

INTRODUCTION

The state of the economy and financial market activity are interconnected. Financial 

markets are the forums where savers are connected with investors. This activity enables 

savers to defer consumption today for consumption in the future, allows governments 

to raise the capital necessary to create a secure society, and permits corporations to 

access capital to exploit profitable investment opportunities, which, in turn, should 

help to generate future economic growth and employment. Furthermore, all financial 

instruments essentially represent claims on an underlying economy. There is, therefore, 

an important and fundamental connection that runs from the decisions of economic 

agents, as they plan their present and future consumption, to the prices of financial 

instruments such as bonds and equities.

The purpose of this reading is to identify and explain the links between the real 

economy and financial markets and to show how economic analysis can be used to 

develop ways of valuing both individual financial market securities and aggregations 

of these securities, such as financial market indexes. We begin by reviewing what we 

refer to as the fundamental pricing equation for all financial instruments. Using this 

framework, we then move on to explore the relationship between the economy and 

real default- free debt. From there, we can extend the analysis to the ways in which the 

economy can influence the prices of the following: nominal default- free debt; credit 

risky debt (for example, corporate bonds); publicly traded equities; and commercial 

real estate.

FRAMEWORK FOR THE ECONOMIC ANALYSIS OF 

FINANCIAL MARKETS

The reference point for the analysis of this reading is the present value model of asset 

valuation. The impact of economic factors on asset values can be studied in the con-

text of that model by examining how economic factors can affect discount rates and 

future cash flows. These topics are explored in more detail in the following sections.

2.1 The Present Value Model

The value of an asset must be related to the benefits that we expect to receive from 

holding it; for many assets (e.g., financial securities) these benefits are its future cash 

flows, which may be specified in the security’s contract—as is the case with bonds—

or be discretionary—as is the case with ordinary shares. Intuitively, a given amount 

1

2

© CFA Institute. For candidate use only. Not for distribution.



Framework for the Economic Analysis of Financial Markets 403

of money received in the future will be valued less by individual investors than the 

same amount of money received today. Because an investor can use cash for present 

consumption, he or she needs an incentive to defer it to the future, and more so as 

the future becomes less certain. These considerations provide an economic rationale 

for valuing an asset by discounting its future cash flows to derive its present value.

Equation 1 presents the fundamental present value formula for the value at time 

t of any financial asset i, Vt
i , which we assume equals its current market price, Pt

i . In 

general, we will speak of the time t as “today.”

P
E CF

l
t
i

t t s
i

t s t s t s
i s

s

N
=
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⎤
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+ + +( )
+
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∑
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where:

 Pt
i= the value of the asset i at time t (today)

 N = number of cash flows in the life of the asset

 CFt s
i

 = the uncertain, nominal cash flow paid s periods in the future

 E CFt ⎡⎣ ⎤⎦  = the expectation of the random variable CF  conditional on the 

information available to investors today (t)

 lt,s = yield to maturity on a real default- free investment today (t), which 

pays one unit of currency s periods in the future

 θt,s = expected inflation rate between t and t + s

 t s
i
,  = the risk premium required today (t) to pay the investor for taking on 

risk in the cash flow of asset i, s periods in the future

This expression is general enough to be used to value all financial instruments. The 

present values of all of the instrument’s cash flows are summed from 1 to N. Some 

assets, such as a five- year zero- coupon bond, may have only one cash flow, and so 

N would equal five in that case, with cash flows in Periods 1–4 equal to zero. At the 

other extreme, dividend- paying equities produce cash flows in the form of dividends 

into the indefinite future, in which case N could, technically, be equal to infinity.

According to Equation 1, effects of the economy on asset prices are transmitted 

through some combination of influences on the numerator—the asset’s expected cash 

flows—and denominator—the discount rate(s) applied to the asset’s expected cash flows.

A factor that typically distinguishes one financial asset class from another is the 

degree of certainty that investors have about future cash flows. At one extreme there 

may be little uncertainty. For example, despite losing its AAA rating from Standard 

& Poor’s, investors might still attach a relatively low probability to the prospect of 

the US Treasury not making the scheduled payments on its debts on time and in 

full. Investors may regard the probability of the German government defaulting on 

its debts to be very low, too. At the other extreme, investors may be very uncertain 

about the size and timing of dividend payments from an equity investment and will 

also have to consider the prospect of receiving no dividends at all in the event that 

the company declares bankruptcy.

The uncertainty about future cash flows is reflected in the discount rate in 

Equation 1. We can think of the discount rate as having three distinct components. 

The first component is lt,s which effectively represents the return that an investor 

requires on a real default- free fixed- income security at present time t for a cash flow 

to be paid s periods in the future. For example, readers can think of this return as 

being analogous to the return expected on an investment in an inflation- linked bond 

issued by the government of a developed economy.

(1)
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The second component in the discount rate, θt,s, represents the additional return 

required by investors, above that required from investing in a real default- free invest-

ment, for investing in a nominal default- free investment. This additional return is 

required even though an investor may attach a zero probability to not being paid 

on time and in full, because future nominal payments will be affected by inflation. 

In essence, this component of the discount rate represents the compensation that 

investors demand for the inflation that they expect to experience over the investment 

horizon. Compensation is demanded because investors are concerned about the real 

purchasing power of their investments in the future rather than in the nominal value 

of the future cash flows.

The third component of the discount rate in Equation 1, t s
i
, , represents the addi-

tional return that investors expect for investing in financial assets because of uncer-

tainty about the asset’s future cash flows. In other words, all securities, even those 

issued by governments of developed economies and considered risk- free in that there 

is negligible risk that the issuer will default (as we will see in Section 3), carry some 

risks for which risk- averse investors will want to be compensated. Indeed the size of 

this risk premium will vary among asset classes, and this variation is largely responsible 

for the distinction between one asset class and another.1

As we will show throughout this reading, the size and nature of this addition to 

expected return, t s
i
, , will depend on the characteristics of the asset or asset class in 

question, which, in turn, will be determined by developments and expected develop-

ments in the real economy. This means that the discount rates applied to the cash 

flows of financial assets will almost certainly vary over time as perceptions of expected 

economic growth, inflation, and cash flow risk change. In particular during recessions, 

the risk premium that investors demand on financial assets, especially those that are 

not default- free, may rise because investors in general may be less willing and able to 

take on heightened default risk during such periods.

The t s
i
,  component may include more than just the compensation for the uncer-

tainty related to financial cash flows that may be subject to default risk. In particu-

lar, t s
i
,  may also reflect other types of risk—for example, liquidity risk. Liquidity risk 

refers to the possibility that a financial asset cannot be converted quickly into cash at 

close to its fair value; it is particularly characteristic of investments in commercial 

real estate and high- yield corporate bonds/loans. And, as many investors learned 

during the 2008−2009 global financial crisis, some debt instruments, such as mortgage 

backed securities, can become very illiquid at just the moment when investors become 

most risk averse and when they want to be holding cash rather than riskier financial 

assets.

In summary, the expected cash flows for any financial asset, i, can be discounted 

using the following general expression for the discount rate:2

1 1+ + + =l s Nt s t s t s
i

, , , ,θ ρ  for 

A major purpose of this reading is to identify the relationship between these elements 

of the discount rate and the underlying economy, and also to decompose t s
i
,  into its 

component parts for each asset class.

(2)

1 We remind the reader of this difference among assets by placing a superscript i to indicate that this 

premium is specific to the asset under consideration.

2 This additive expression is an approximation to the exact multiplicative expression that includes inter-

action effects between the terms.
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2.2 Expectations and Asset Values

Examining Equation 1 reveals simple but important observations:

 ■ Asset values depend not on past cash flows but on the expectation of future 

cash flows.

 ■ These expectations are based on (conditional on) current information (indicated 

by the time subscript t) that may be relevant to forecasting future cash flows. 

Any information that may contribute to the accuracy or precision of expecta-

tions is relevant.

Because asset values are dependent on expectations of future cash flows, informa-

tion that changes expectations affects asset values and realized returns. Information 

that has been anticipated is already reflected in asset prices, but information that is 

different from what was expected constitutes real news that requires expectations to 

adjust. The adjustment generates a holding- period return that differs from the expected 

return. This observation about investors’ anticipations is important to understanding 

sometimes seemingly counterintuitive market reactions to economic information 

releases. Investors judge economic data releases relative to their expectations for 

the data. Prices may fall (rise) despite “good” (“bad”) news if the expectation was for 

better (worse) news.

Thus, for valuation, one important distinction is information that is “news” or 

new information and information that has been fully anticipated. Therefore, news is 

a surprise relative to fully anticipated information.

Although this reading’s focus is the effect of economic factors on asset values, 

investor sentiment (e.g., enthusiasm or despair) can also affect asset values. Economic 

factors affect asset values through generally direct effects on cash flows and/or discount 

rates, but investor sentiment affects asset values through direct effects on discount rates 

via higher or lower risk premiums (and possibly indirect effects on future cash flows).

THE DISCOUNT RATE ON REAL DEFAULT- FREE BONDS

Having introduced several fundamental concepts, we can now begin the analysis in 

detail of economic factors affecting asset values. The first step in understanding the 

relationship between the economy and investment markets involves noting that the 

purchase of an investment involves the opportunity cost of lower consumption today. 

In other words, by buying a financial asset an investor defers some current consump-

tion. The sum of all of these individual saving and consumption decisions are thus 

going to have an impact on the price of financial assets.

To explain how investors’ concerns for satisfying consumption needs through 

economic fluctuations affect asset prices, modern finance makes reference 

to several expressions (Equations 3 through 6) which model how inves-

tors evaluate consumption trade- offs. These expressions, and associated 

(non- testable) calculations, show the analysis behind statements about the 

relationships between real interest rates, GDP growth, and the volatility of 

GDP; verbal statements of the intuition behind the relationships are also 

given that suffice to understand the entire reading.

3
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3.1 Real Default- Free Interest Rates

To demonstrate the importance of the aggregation of these individual saving and 

investment decisions, we can think through how the aggregated consumption and 

investment decisions of individuals might determine the real default- free interest 

rate in an economy—that is, lt,s in Equation 1. Consider a single individual who has 

to choose between using some portion of his or her wealth to consume today (t) or 

investing that wealth in default- free bonds that will pay investors one dollar when it 

matures s periods in the future.

Think of this bond as being issued by a highly rated, developed- economy gov-

ernment, so there is only a negligible prospect of default. Also think of this bond 

as being inflation index- linked so that investors do not need to concern themselves 

with the impact of future inflation on the bond’s future cash flow. An alternative way 

of conceptualizing the bond is to assume (only for the moment) that it is issued by 

this government in a world that has no inflation. In Section 4, we will re- introduce 

inflation into the pricing problem.

What sort of return would investors require on a bond that is both default- free and 

unaffected by future inflation? It is tempting to say that an investor would require no 

return on such a bond because there is no risk of losing money over the investment 

period in either nominal or real terms. But the choice to invest today involves the 

opportunity cost of not consuming today. It is the aggregated opportunity cost of 

all investors that will determine the price of this asset today and its return over the 

investment horizon.

Think of the return on the asset as the opportunity cost (price) of consuming today. 

If the return increases, the investor substitutes away from current consumption to 

future consumption by purchasing an asset. Consequently, as with any other economic 

decision, an investor must consider the relative prices of the two alternatives. In this 

case, the investor can

 ■ pay price Pt,s today, t, of a default- free bond paying 1 monetary unit of income s 

periods in the future, or

 ■ buy goods worth Pt,s dollars today.

The decision to purchase this bond will be determined by the willingness of indi-

viduals to substitute consumption today for consumption in the future. This trade- off 

is measured by the marginal utility of consumption s periods in the future relative to 

the marginal utility of consumption today (t). The marginal utility of consumption is 

the additional satisfaction or utility that a consumer derives from one additional unit 

of consumption. The ratio of these two marginal utilities—the ratio of the marginal 

utility of consumption s periods in the future (the numerator) to the marginal utility 

of consumption today (the denominator)—is known as the inter- temporal rate of 

substitution, denoted mt s, .

In “good” economic times, individuals may have relatively high levels of current 

income so that current consumption is high. In this case, the utility derived from 

an additional unit of consumption today will be relatively low. Conversely, in “bad” 

economic times current income and consumption will tend to be relatively low, 

which means that the utility derived from an additional unit of consumption today 

will be relatively high. In addition, the marginal utility of consumption of investors 

diminishes as their wealth increases because they have already satisfied fundamental 

needs. Thus, investors would receive a larger benefit (utility) from an asset that pays 

off more in bad economic times relative to one that pays off in good economic times.
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The rate of substitution is a random variable because an investor will not know 

how much she has available in the future from other sources of income, such as salary 

from working. This uncertainty is present even for an investment that pays a certain 

amount in one period because the value of this investment is determined by how 

much utility the investor receives from this investment.

Given this uncertainty, the investor must make the decision today based on her 

expectations of future circumstances when she receives the payoff from the invest-

ment. This expectation is conditional on the information that the investor has when 

the decision is made. Thus, if the investor wanted to consider an investment in a 

zero- coupon bond at time t that is certain to pay off one unit of real consumption in 

s periods, then

P E m E mt s t t s t t s, , ,= ⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦1

where mt s,  is the investor’s marginal willingness to trade consumption at time t for 

(real) wealth at time t + s.3

EXAMPLE 1  

The Inter- Temporal Rate of Substitution (1 of 3)

Suppose the investor’s willingness to trade present for future consumption can 

be represented as

m et
a bz� �

,1 = +

Here, z  is a random shock to the economy that affects the cash flows of the 

marginal investor; z  is what makes mt,1 a random variable. The exponential form 

is consistent with assumptions about investor risk aversion and consumption 

growth often made in finance; a and b are typically negative given those same 

assumptions.4 Parameters of the distribution of z  consistent with observed 

market data can also be established. Suppose that z , assumed to have a mean 

of zero, takes on one of two values, a negative value indicating a bad state and 

a positive value indicating a good state. The probabilities of bad and good states 

are 0.4 and 0.6, respectively.

Using market- consistent values in the exponent in the expression for mt,1, 

we can calculate the price of a bond promising $1 for sure in one year as the 

expected value of the investor’s willingness to trade present for future 

consumption:

E m e et t
a b z a b z

, . .1 0 4 0 6⎡⎣ ⎤⎦ = ++ ×( ) + × for a bad state  for a goood state( )

= × + × =0 4 0 954676 0 6 0 954379 0 954498. . . . .

(3)

3 The term mt s,  is technically defined as (δ)[MU(Ct+s)/MU(Ct)], where MU denotes marginal utility of 

consumption, C, and δ is a discount factor that captures the preference for consumption at t rather than 

later at t + s. The discount factor applied to MU(Ct+s) adjusts it for the time difference of s periods. The 

tilde on mt s,  indicates it is a random (stochastic) variable and the term may be called the stochastic inter- 

temporal rate of substitution. As in Example 1, this inter- temporal rate of substitution varies based on the 

realization of the shock to economic activity, z . In the modern theory of asset pricing, the term m is also 

referred to as the stochastic discount factor or pricing kernel.

4 The negative exponential function expression reflects constant relative risk aversion utility and lognor-

mally distributed consumption growth. In ea+bz, the expected value is a and standard deviation is z. For 

an explanation of constant relative risk aversion, see an investments text such as Elton, Gruber, Brown, 

and Goetzmann (2014).
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In the calculation, 0.954676 and 0.954379 are the asset’s prices in the bad and 

good states, respectively.5 Note the higher value of $1 received in the bad state. 

Following Equation 3, the investor is willing to buy the risk- free bond today for 

$0.954498 in exchange for $1 in one year. Also notice that the willingness to 

invest is smaller for the positive shock, (z for a good state) because an investor 

is willing to pay less or the bond in the case of a good state. Thus, the positive 

shock is associated with a higher level of consumption today by the investor.6

The investor knows that she cannot affect the price of the bond, and so she must 

decide whether to buy or sell the bond based on this given price, Pt,1 (0.954498 from 

Example 1). If this price of the bond was less than the investor’s expectation of the 

inter- temporal rate of substitution (suppose this is 0.9560), then she would prefer to 

buy more of the bond today. As more bonds are purchased, today’s consumption falls 

and marginal utility of consumption today rises, so that expectations conditional on 

current information of the inter- temporal rate of substitution, E mt t s,⎡⎣ ⎤⎦ , fall. This 

process continues until the rate of substitution is equal to the bond price shown in 

Equation 3; that is, equivalently, 0.9560 would fall and converge on 0.954498.

It is worthwhile to emphasize this point: All investors are essentially making 

investment decisions using Equation 3; some will want to sell their bonds to fund 

additional, current consumption, whereas others will want to buy bonds and defer 

some additional consumption until the future. To demonstrate the link between the 

bond price and these consumption/investment decisions, imagine for the moment 

that the market price of this bond is too “low” for an individual investor. In this case, 

the investor with a higher initial inter- temporal rate of substitution (higher mt s, ) would 

buy more of the bond. As a result of this purchase the investor will consume less today 

leading to an increase in today’s marginal utility, but he or she would expect to have 

more consumption and thus lower marginal utility in the future. Consequently, the 

inter- temporal rate of substitution would fall.

One investor cannot influence the equilibrium price. But if a substantial group of 

investors respond this way, then the demand and price of the bond would rise—in the 

illustration earlier, it would mean that it is possible for the price of the bond, 0.954498, 

to rise at the same time that the individual investor’s inter- temporal rate of substitu-

tion was falling. This process would continue until all investors’ willingness to invest 

converges on a single equilibrium value so that Equation 3 is true for all individuals 

and the market price is determined.

Conversely, if the market price of the bond is too “high” for a group of investors, 

then the investors with a lower inter- temporal rate of substitution would buy less of 

the bond. They would have more consumption and lower marginal utility today, but 

they would expect to have less consumption and higher marginal utility in the future. 

As a result, the inter- temporal rate of substitution would rise and the demand and 

price of the bond would fall. This process would again continue until Equation 3 is 

true for all individuals.

5 Values for the random shock are consistent with the level of the yield curve in the United States from 

January 1999 to January 2014. The derivation of these numbers is beyond the scope of this reading.

6 An exponential function, f(x) = ex is always increasing in the variable x and increases at an increasing 

rate as x gets large. For example, f(0) = e0 = 1 and f(0.05) = e0.05 = 1.0513. If x is negative, the more negative 

x is the smaller the value of the function. For example, compare f(−0.05) = e−0.05 = 0.9512 and f(−0.02) = 

e−0.02 = 0.9802; the function is still increasing in x.
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EXAMPLE 2  

The Inter- Temporal Rate of Substitution (2 of 3)

In Example 1, suppose the current market price of the real default- free bond 

is $9,540 per $10,000, but the investor’s inter- temporal rate of substitution is 

$0.954498 per one dollar promised. The investor would then value the guarantee 

of $10,000 in one period more than the market, so she would purchase it. As 

she buys more of the bond, her future income is higher and its marginal utility 

lower, leading to a fall in her marginal willingness to invest in the risk- free asset. 

Only if there are many investors with the willingness to trade at $9,544.98 would 

the market price increase until all investors have the same marginal willingness 

to invest.

In summary, all investors use Equation 3 to make their investment decisions, so 

the equilibrium price in the market for these bonds equals the expectation of the 

inter- temporal rate of substitution of every single investor who participates in the 

bond market.

If the investment horizon for this bond is one year, and the payoff then is $1, the 

return on this bond can be written as the future payoff minus the current payment 

relative to the current payment: 7

l
P
P E m

t
t

t t t
,

,

, ,
1

1

1 1

1 1 1=
−

=
⎡⎣ ⎤⎦

−

Consequently, the return is higher for lower current prices. Equation 4 implies 

that the one- period real risk- free rate is inversely related to the inter- temporal rate of 

substitution. That is, the higher the return the investor can earn, the more important 

current consumption becomes relative to future consumption.

EXAMPLE 3  

The Inter- Temporal Rate of Substitution (3 of 3)

Following the circumstances in Example 1, the one- period real risk- free interest 

rate is lt,1 = 
1 0 954498

0 954498
.

.
 = 0.047671 or 4.7671%.

3.1.1 Uncertainty and Risk Premiums

An investor’s expected marginal utility associated with a given expected payoff is 

decreased by any increase in uncertainty of the payoff; thus, the investor must be com-

pensated with a higher expected return. This result follows from decreasing marginal 

utility of wealth or income because the loss of utility from lower wealth is larger than 

the gain from an equivalent increase in wealth. The risk premium compensates the 

investor for the loss from this fluctuation in future wealth or income. An individual 

who requires compensation for this uncertainty is called “risk averse.” This property 

was seen in Example 1, in which the inter- temporal rate of substitution was lower in 

the good state of the economy compared with the bad state.

(4)

7 The step from the first expression to the second follows from rearranging the first expression
1 1

1

P
P
t

t

,

,
 

as 
1 1

1Pt,
, and then substituting from Equation 3.
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For the valuation of cash flows under uncertainty, a second property of most inves-

tors’ utility is important. In particular, an investor’s absolute risk aversion is assumed 

to fall if he or she has higher wealth or income. (Absolute risk aversion relates to the 

amount held in risky assets at different levels of wealth;8 under the assumption of 

decreasing absolute risk aversion made here, an investor invests larger amounts in 

risky assets as wealth or income increases.) Consequently, one’s marginal utility is 

always lower as one’s wealth or income increases. In this case, the risk premium for 

a given risk is lower for wealthier individuals because the average loss of marginal 

utility (slope of utility) from any risk taking is smaller, which means that relative to 

poorer individuals, wealthier individuals are more willing to take on a given risk. 

Consequently, wealthier investors are willing to buy more risky assets because they 

would value the asset more than poorer investors. But the expected marginal utility 

for wealthier investors will decline as they buy more of the risky asset. Eventually, 

both the wealthier and poorer investors would have the same willingness to invest in 

risky assets when the financial market is in equilibrium.

EXAMPLE 4  

The Case of Increasing Wealth

This idea can be illustrated by raising the economic shock by a fixed amount 

regardless of whether the economy is good or bad, which has the effect of 

increasing the individual’s resources and making her wealthier. For example, 

suppose we add 0.1 to z  and thus to the resources of the investor relative to the 

shock in Example 1. The expected inter- temporal rate of substitution for the 

investor is now lower for this safe asset (the default- free bond). The expected 

value of the investor’s willingness to trade present for future consumption would 

then be:

E mt t, . . . . .1 0 4 0 954528 0 6 0 954231 0 954350⎡⎣ ⎤⎦ = × + × =

Compare this result with Example 1. The inter- temporal rate of substitution 

is lower under the good and bad shock to the economy. As a result, the expected 

inter- temporal rate of substitution E mt t,1⎡⎣ ⎤⎦  is lower for the wealthier investor 

by 0.000148 (= 0.954498 – 0.954350). Thus, the wealthier investor will buy the 

safe bond only at a lower price, and if this lower price is not the equilibrium 

price, the investor will substitute away from riskless to risky assets.9

An individual with decreasing absolute risk aversion would lower the price of safe 

assets.10 If the rich individuals are a large percentage of the market, then the equilib-

rium return on the safe asset increases with the lower price. As a result, the poorer 

individuals would have incentives to increase their savings with the expected higher 

return on the safe asset. These savings allow all investors to partially compensate for 

any additional losses during possible bad times. Consequently, all the investors in the 

financial market would increase their savings when uncertainty about their future 

income increases. This higher savings means that the expected marginal utility in the 

8 Absolute risk aversion is in contrast to relative risk aversion, which relates to the fraction (not the amount) 

of wealth held in risky assets at different levels of wealth.

9 Because of decreasing absolute risk aversion with wealth and because their fundamental consumption 

needs are met, wealthy investors will demand a lower premium than poorer investors for holding risky 

assets, all else being equal.

10 See Altug and Labadie (2008) for a derivation of this result.
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future is lower because the investors’ future resources are higher. Thus, the equilibrium 

price based on Equation 3 is lower, meaning that investors are compensated with a 

higher expected return when uncertainty in income increases.

3.1.2 Risk Premiums on Risky Assets

The price of other (non- default- free) financial instruments is established relative to 

the price of the default- free bond. This relationship can be seen by considering a 

default- free bond with a maturity of s periods (s is greater than or equal to two). 

Assume that the investor is only holding the security for one period. Its current price 

is Pt,s. In this case, the bond has value Pt s+ −1 1,  in one period because the term to 

maturity of the bond has been reduced by one period relative to its original maturity 

date. As a result, the investor’s decision is now given by

P E P mt s t t s t, , ,= ⎡⎣ ⎤⎦+ −1 1 1

The price in one period is uncertain because the s period bond is sold at the 

market price before it matures. Also notice that there is no interest payment because 

the bond promises a payment only at the terminal time. If a coupon is promised at 

time t + 1, then its value would have to be added to the right hand side of Equation 5.

EXAMPLE 5  

Pricing a Two- Period Default- Free Bond

In this example, we illustrate how the pricing formula in Equation 5 leads to a 

risk premium on a two- period default- free bond that is not present in the one- 

period default- free bond. In these calculations, we use five or six digits to the 

right of the decimal point because the risk premium is small for a two- period 

bond relative to a one- period default- free bond.

Suppose the price at time 1of the two- year default- free bond is given by

P et
a b z� �

+ −
′+ ′=1 2 1,

In this case, the future price can be shown to be

Pt+ −1 2 1, = 0.839181 for $1 at Time 2 with probability p = 0.4 and

Pt+ −1 2 1, = 0.954840 for $1 at Time 2 with probability p = 0.6

The expected price at time t + 1 of a $1 bond maturing at time t + 2 is 0.4 × 

0.839181  + 0.6  × 0.954840  = $0.908576. Without considering the investor’s 

willingness to invest, the current value of the two- period bond is the simple 

present value using the one period real risk- free interest rate of 4.7671% (from 

Example 3) as the discount rate. Thus, under the assumption stated, the bond 

would be worth 
E P

l
t t s

t

+ −⎡⎣ ⎤⎦
+

=
1 1

11
0 908576
1 047671

,

,

.

.
 = $0.867234. But the actual price in 

the financial markets based on Equation 5 is

 Pt,s = E P mt t s t+ −⎡⎣ ⎤⎦1 1 1, ,  

  = 0.4 × 0.839181 × 0.954676 + 0.6 × 0.954840 × 0.954379

  = 0.867226

where 0.954676 and 0.954379 are the asset’s prices in the bad and good states, 

as determined in Example 1. The price based on Equation 5 is smaller than the 

present discounted value at the risk- free rate; the difference is 0.000008 per 1 

(5)
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principal value (i.e., 0.867234 – 0.867226  = 0.000008). Thus, the holder of a 

two- year bond earns a risk premium. The reason for this result can be seen by 

calculating

 E P E mt t s t t+ −⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦1 1 1, ,  = 0.908576[0.4 × 0.954676 + 0.6 × 0.954379]

  = 0.867234

where 0.908576 is the Time 1 price of the bond as determined earlier. Consequently, 

we see that

E P E m E P mt t s t t t t s t+ − + −⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ > ⎡⎣ ⎤⎦1 1 1 1 1 1, , , ,

To summarize, the price uncertainty of the two- period bond at t = 1 gives 

rise to a risk premium, although the bond is default- risk free.

Example 5 showed how future price uncertainty creates a discount for risk. We 

now derive an alternative expression for the pricing relationship in Equation 5 that 

explains the nature of that discount and sheds further light on the conclusion of 

Example 5. In statistics texts, the following relationship between expected values and 

covariance is proven:

E xy E x E y x yt t t( ) = ( ) ( ) + ( )cov ,

Here, cov ,t x y( )  refers to the conditional (on information at time t) covariance of the 

random variable x  with y . Thus, from Equation 5,

P E P m E P E m Pt s t t s t t t s t t, , , , , cov= ⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ++ − + −1 1 1 1 1 1 tt s tm+ −⎡⎣ ⎤⎦1 1 1, ,,

But from Equation 4, 1 1
1

1
+ =

⎡⎣ ⎤⎦
l

E m
t

t t
,

,
. So, an alternative way to view the pricing 

relationship in Equation 5 is

P
E P

l
P mt s

t t s

t
t t s t,

,

,
, ,cov ,=

⎡⎣ ⎤⎦
+

+ ⎡⎣ ⎤⎦
+ −

+ −
1 1

1
1 1 1

1

where cov ,, ,t t s tP m+ −⎡⎣ ⎤⎦1 1 1  represents the covariance between an investor’s inter- 

temporal rate of substitution, mt,1, and the random future price of the investment at 

t + 1, Pt s+ −1 1, , based on the information available to investors today (t). The subscript 

is reduced by one because an investment with time to maturity s at time t becomes 

an investment with time to maturity s − 1 at time t + 1.11

Equation 6 expresses the value of a risky asset as the sum of two terms. The first 

term is the asset’s expected future price discounted at the risk- free rate. It may be called 

the risk neutral present value because it represents a risky asset’s value if investors 

did not require compensation for bearing risk.12 In Example 5, this value is 0.867234.

The covariance term is the discount for risk. Note that with a one- period default- 

free bond, the covariance term is zero because the future price is a known constant 

($1) and the covariance of a random quantity with a constant is zero; and, intuitively, 

its value is given by the first term. Consequently, Equation 6 reduces to Equation 3 

(6)

11 See Cochrane (2005).

12 Notice the parallel with the fundamental pricing Equation 1 if it had one cash flow and no risk premium.
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for the one- period default- free bond. But with the two- period default- free bond, the 

future price of $1 two periods in the future is known with certainty, but the price one 

period in the future is not. Consequently, the covariance term is not zero.

In general with risk- averse investors, the covariance term for most risky assets is 

expected to be negative. That is, when the expected future price of the investment is 

high, the marginal utility of future consumption relative to that of current consumption 

is low. Alternatively, during bad economic times, investors expect a smaller labor 

income in the future, so the marginal utility of future consumption, and hence the 

inter- temporal rate of substitution, is higher. This relationship leads investors to 

demand a higher required rate of trade- off of future for current consumption—as in 

bad economic times when the labor market contracts. Bad economic times also tend 

to be associated with declining risky asset pay- outs (declining earnings and dividends 

for ordinary shares and defaults for bonds) leading to declining asset prices. The result 

is that the covariance term for risky assets is typically negative, so the price of the 

asset is lower. This negative covariance term results in a positive risk premium, t s
i
, , 

in Equation 1 because a lower price today leads to a higher return over time. Holding 

all else constant, the risk premium term and the required return for an asset should 

be higher, and its current market price is lower the larger the magnitude of the negative 

covariance term.

EXAMPLE 6  

An Alternative Method to Evaluate the Price Discount for 

Risk

The covariance between the investor’s willingness to invest and the price of the 

two year bond next period can also be computed as follows:13

 cov ,, ,t t tm P1 1 2 1+ −⎡⎣ ⎤⎦  = 0.4(0.954676 – 0.954498) × (0.839181 – 0.908576) + 

0.6(0.954379 – 0.954498) × (0.954840 – 0.908576)

  = –0.000008

In the bad state of the economy, the willingness to invest (0.954676) is above its 

average (0.954498), yet the bond price (0.839181) is below its average (0.908576). 

The reverse is true in the good state. Thus, the covariance between the inter- 

temporal rate of substitution and the price of the asset is negative. This result 

means the investor finds this investment inferior to one with a payoff that is 

independent of her willingness to invest. In particular, we have

P
E P

lt s
t t s

t
,

,

,
.= −

⎡⎣ ⎤⎦
+

= −
+ −1 1

11
0 000008

With a lower price, the return on the two- year bond is higher.

In this example, the price discount is not too large because the risk between a 

one- and two- year US government bond is not that crucial. However, more risky 

assets, such as equity, will have a higher discount. In addition, the higher risk 

premium on equity still follows from the covariance between the cash flow and 

the investor’s willingness to invest over the time horizon of the investment. Thus, 

a higher risk premium for stocks arises from a larger value for this covariance.

13 Recall the standard formula for covariance is: cov ,x y( )  = Σpi[xi – E(x)][yi – E(y)].
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The risk premium can be computed as follows: The expected holding period return 

on the s period bond through time t + 1, using the results of Example 5, is given by
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so the risk premium t s
i
,  = rt,s – lt,1 = 0.047681 – 0.047671 = 0.00001.

Alternatively, Equations 7 and 6 can be manipulated so that14
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which is the return premium demanded by investors because of the uncertain Time 

1 price of the riskless two- period bond.

This relationship implies that an asset’s risk premium, t s
i
,  in Equation 1, is driven 

by the covariance of its returns with the inter- temporal rate of substitution for con-

sumption, and can exist even for a default- free bond because of the uncertainty of its 

price before maturity. Most risky assets have returns that tend to be high during good 

times, when the marginal value of consumption is low, and low during bad times, 

when the marginal value of consumption is high, and so bear a positive risk premium. 

Any asset that tended to have relatively high returns when the marginal utility of 

consumption was high would provide a type of hedge against bad times and bear a 

negative risk premium and have a relatively high price and low required rate of return.

3.2 Default- Free Interest Rates and Economic Growth

From the previous discussion, it is a relatively small conceptual step to understand 

the relationship between an economy’s GDP growth and real default- free interest 

rates. If there is a known independent change in the real GDP growth, or a change 

that can be forecasted perfectly, then an increase in real GDP growth should lead to 

an increase in the real default- free rate of interest because more goods and services 

will be available in the future relative to today. The result is that investors’ willingness 

to substitute across time will fall, resulting in less saving and more borrowing, so that 

the real default- free interest rate increases, as in Equation 4.

But GDP growth from one period to the next cannot be perfectly anticipated. 

Under these uncertain circumstances, the interest rates will still be positively related 

to the expected growth rate of GDP, but additionally it will be positively related to 

the expected volatility of GDP growth.

(7)

(8)

14 Notice that simultaneously multiplying Equation 6 by (1 + lt,1) and dividing by Pt,s gives 
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EXAMPLE 7  

The Effect of Volatility on Prices

One can see the effect of volatility by doubling the standard deviation of the 

random variable z  from what was assumed in Example 1. In this case, the price 

of the one- period bond in Example 1 would be

E mt t, . . . . .1 0 4 0 954855 0 6 0 954260 0 954498⎡⎣ ⎤⎦ = × + × =

Notice that the expected value is the same as in Example 1, but that the prices in 

each state are more dispersed, reflecting the doubling of the standard deviation. 

For the two- period default free bond, continuing with the parameter values (a  

and b ) from Example 5, we would compute

E Pt t+ −⎡⎣ ⎤⎦ = × + × =1 2 1 0 4 0 776625 0 6 1 005451 0 913921, . . . . .

Notice that doubling the volatility leads to the somewhat unrealistic price greater 

than 1 (implying a negative yield) in the good state, even though the expected 

price is less than 1.

Then,

P E P mt s t t t, , ,

. . . . .

= ⎡⎣ ⎤⎦
= × × + ×

+ −1 2 1 1

0 4 0 776625 0 954855 0 6 1 0054551 0 954260 0 872303× =. .

The risk neutral price is 
E P

l
t t

t

+ −⎡⎣ ⎤⎦
+

=
1 2 1

11
0 913921
1 047671

,

,

.

.
= 0.872336.

So, from Equation 6, cov ,, ,t t tm P1 1 2 1+ −⎡⎣ ⎤⎦= 0.872303 – 0.872336 = –0.000033.

As a result, the holding period return on a two- period bond for one year is 

higher [i.e., (0.913921 – 0.872303)/0.872303 = 4.771%, compared with 4.768% 

in Example 6], and because of the higher volatility, investors require a higher 

premium.

There are two practical implications of this analysis for the values of real default- 

free interest rates:

 ■ An economy with higher trend real economic growth, other things being equal, 

should have higher real default- free interest rates than an economy with lower 

trend growth. We should thus expect to find that real default- free interest rates 

in fast growing developing economies, such as India and China, are higher 

than in slower growing, developed economies, such as Western Europe, Japan, 

and the United States. The higher rate of economic growth occurs for devel-

oping economies because a developing economy is typically below its steady 

state growth, so it grows faster to catch up. During these periods, the marginal 

product of capital (the additional output resulting from the addition of one unit 

of capital, holding all else constant) would be expected to be higher, so the real 

default- free interest rate should also be expected to be higher. Of course, this 

advantage will dissipate as the economy matures, as in the case of Japan and 

Western Europe from 1950 to 2000.

 ■ Again, other things being equal, the real interest rates are higher in an economy 

in which GDP growth is more volatile compared with real interest rates in an 

economy in which growth is more stable.
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EXAMPLE 8  

The Present Value Model and Macroeconomic Factors

1 An asset’s risk premium is high when:

A there is no relationship between its future payoff and investors’ mar-

ginal utility from future consumption.

B there is a positive relationship between its future payoff and investors’ 

marginal utility from future consumption.

C there is a negative relationship between its future payoff and investors’ 

marginal utility from future consumption.

2 The relationship between the real risk- free interest rate and real GDP 

growth is:

A negative.

B neutral.

C positive.

3 The relationship between the real risk- free interest rate and the volatility 

of real GDP growth is:

A negative.

B neutral.

C positive.

4 A risky asset offers high positive returns during business downturns. A 

colleague argues that the nominal required rate of return on the asset may 

be less than the nominal risk- free rate. Is the colleague correct?

A Yes.

B No, the return must be higher than the nominal risk- free rate.

C No, the relationship between the asset’s nominal return and the nomi-

nal risk- free rate is indeterminate.

5 Suppose you are analyzing the expected impact of an increase in real 

GDP growth above trend on overall equity market valuation. Assume 

real growth in income of the corporate sector follows real GDP growth. 

Assume also that there is no impact of the increase on inflation. On the 

basis of theory and holding all else constant, explain why the impact of the 

assumed increase in real GDP growth on overall equity market valuation 

is ambiguous.

Solution to 1:

C is correct. An asset’s risk premium is determined by the relationship between 

its future payoff and the marginal value of consumption as given by the cova-

riance between the two quantities. When the covariance is negative—that is, 

payoffs are low and expected utility from consumption is high—or equivalently, 

when times are expected to be bad in the future and the value of an extra unit 

of consumption is high, the risk premium will be high. When the covariance 

term is zero (there is no relationship), the asset is risk free. When the covariance 

term is positive, the asset is a hedge and will have a rate of return less than the 

risk- free rate.
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Solution to 2:

C is correct. The real risk- free rate is positively related to real GDP growth. An 

increase in real GDP growth reduces the need for investors to save for future 

consumption because more goods and services will be available to them in the 

future relative to today as a result of higher expected income in the future. A 

higher real rate of interest is needed to induce individuals to save for future 

consumption in such circumstances.

Solution to 3:

C is correct. The real risk- free rate is positively related to the volatility of real 

GDP growth. An increase in volatility of real GDP growth means that there 

is greater risk that the income available for consumption will be lower than 

expected. Therefore, risk- averse investors will require a higher real rate of return 

in compensation.

Solution to 4:

A is correct. For the required return to be less than the risk- free rate, the asset’s 

risk premium would need to be negative. Because the asset supplies relatively high 

returns in economic conditions in which the marginal utility of consumption is 

relatively high, the covariance term in Equation 6 is positive and the asset thus 

bears a negative risk premium.

Solution to 5:

Equation 1 can be applied to the overall equity market, which is the aggregate of 

individual equity securities. The increase in real GDP growth would be expected 

to affect both the numerator and denominator of Equation 1 in offsetting ways, so 

the overall effect on equity market value is ambiguous. The impact of an increase 

in real GDP growth on expected corporate earnings is positive by assumption, 

which by itself would suggest an increase in equity market value by a larger 

numerator value in Equation 1. However, the increase in real GDP should also 

increase the real risk- free rate, which by itself would suggest a decrease in equity 

market value by increasing the rate at which expected cash flows are discounted. 

We cannot infer which effect will dominate from the information given. The 

overall effect on equity market value is ambiguous, under the assumptions given.

3.3 Real Default- Free Interest Rates and the Business Cycle

One of the crucial insights that macro- finance provides is that there should be a 

connection between the real risk- free rate of interest available in an economy and 

the underlying trend rate of economic growth in the same economy. We explored 

the roots of this relationship in Sections 3.1 and 3.2. To recap briefly, the willingness 

of investors to substitute future wealth for current consumption will be inversely 

related to the change in real GDP growth. In a world where GDP growth could be 

forecasted perfectly, there will be a positive relationship between the real risk- free 

rate and real GDP growth. But GDP growth is not perfectly predictable. Because of 

this unpredictability, we also concluded that the real risk- free rate would not only be 

positively related to real GDP growth but also positively related to the volatility of 

real GDP growth.

Equation 1 shows that the real default- free required return, lt,s, is a component of 

the discount rate that we apply to the cash flows generated by all financial instruments.
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3.3.1 Economic Growth and Real Yields

For evidence of the relationship between real interest rates and GDP growth, we could 

focus on the yields available from inflation- linked bonds issued by governments in 

developed economies. These bonds pay a “real” return (or yield) plus a return that 

is linked directly to an index of consumer prices. Index- linked bonds are issued by 

many governments in developed economies, including Canada, France, Germany, 

Italy, Sweden, the United Kingdom, and the United States, and also by some devel-

oping countries, such as Brazil. In some markets, for example the United Kingdom’s 

index- linked gilt market, both the coupon and principal payments from these bonds 

are indexed to a measure of consumer prices. In other markets—for example, the 

US Treasury Inflation- Protected Securities (TIPS) market—the principal payment 

is indexed and the coupon is a function of the indexed principal. In both cases, any 

increase in the level of the consumer price index over time (that is, positive inflation) 

leads to an increase in both the coupon payment and eventual principal payment.15 

Although the details of the indexation vary from bond market to bond market, for all 

practical purposes, we can think of these bonds as being inflation protected.

Given the discussion in Sections 3.1 and 3.2, other things being equal, we would 

expect the (real) yields on inflation- indexed bonds to be higher for those countries 

with high growth, such as India and China, relative to those issued by, say, the UK or 

US governments where economic growth is much lower. Other things being equal, 

we should also expect to see real yields on short- dated index- linked bonds issued by 

governments of economies that are very volatile to be higher than those issued by 

governments of economies that are less volatile.

Although many index- linked government bond markets are relatively new, we can 

examine the cross- sectional relationship between economic growth and real risk- free 

yields relatively easily. Panel A of Exhibit 1 shows the real yields on a set of short- 

dated index- linked government bonds in 2007, immediately prior to the 2008−2009 

global financial crisis. The real yield on short- dated Japanese government bonds at 

that time were lower than elsewhere, whereas Panel B shows that Japanese growth 

had been historically very low and not very volatile up to that point in time. Of the 

developed- economy bond yields in this exhibit, those issued by the Australian gov-

ernment offered the highest yield, perhaps reflecting the relatively strong Australian 

economic growth shown in Panel B.

15 Interestingly, for most index- linked bonds, a fall in the relevant consumer price index does not lead to 

a decline in the bond’s nominal payments; so although inflation will cause the bond’s nominal payments to 

rise, deflation does not cause them to fall. Investors can therefore benefit from an inflation “floor” of zero.
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Exhibit 1   Real Yields, GDP Growth, and Volatility for Various Countries

A. Real Yields, July 2007

Percent per Year
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B. Growth and Volatility, 1996–2007
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Sources: Based on data from Thomson Reuters and the authors’ calculations.

It is difficult to discern a very clear pattern between historic economic growth, the 

volatility in that growth, and short- term real yields. Nonetheless, it is interesting to 

note that the correlation between this limited set of bond yields (Panel A of Exhibit 1) 

and historic growth (gray bars in Panel B of Exhibit 1) is 0.57, but the correlation with 

historic volatility (white bars in Panel B) is 0.74. So there does appear to be some 

support for the prediction of macro theory, although this sample is of course very 

limited. One of the reasons why there is perhaps not a clearer relationship is that the 

real yield data are forward looking. The real yield data represent the required real 

return on these bonds based on expected future growth and volatility in that growth, 

whereas the GDP- based variables represent historic growth and volatility. If investors 

use the past as a guide to the future, they might expect a reasonably high correlation 

between past growth and current real yields. But the past may be a very bad guide 

to the future, particularly in the case of rapidly developing countries or following the 

sort of major shock to global economic growth that occurred following the collapse 

of Lehman Brothers.
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EXAMPLE 9  

The Evolution of Real Yields

We have seen that there is at least tentative evidence to suggest a positive rela-

tionship between economic growth and the yields on short- dated real government 

bonds. But how does the business cycle affect these yields over time?

The problem in gathering evidence on the drivers of real yields over time is 

that index- linked government bond markets are a fairly recent financial inno-

vation, especially when compared with conventional government bonds. For 

example, it was only in 1997 that the first index- linked bond was issued by the 

US Treasury. The oldest index- linked government bond market is the United 

Kingdom’s. The UK government issued its first index- linked gilt in 1981. To 

investigate the connections between the macro economy and the real risk- free 

rate over time, we can focus on the UK’s index- linked gilt market.

Exhibit 2   Real Yields on UK Index- Linked Gilt and Volatility of UK and 

OECD GDP Growth

Yield (percent per year)

A. Yield on Index-Linked Gilt
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Volatility (%)

United Kingdom

OECD

B. Volatility of GDP Growth
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Notes: GDP growth is represented by a three- year moving standard deviation of the vari-

able. Shaded areas in Panel A indicate UK recessions

Sources: Based on data from Thomson Reuters and the authors’ calculations.

Panel A of Exhibit 2 shows the real yield on a short- dated constant maturity 

UK index- linked gilt. We will begin by focusing on the period from 1985 to 

2007. Although fairly volatile, there is a clear downward trend in this yield from 

1985 to 2007. One explanation for this decline could be a commensurate decline 

in expectations about UK economic growth. However, real economic growth 

between 1985 and 1999 averaged 2.8%, and between 2000 and 2007 it averaged 

2.7%. There was very little change in average growth at a time when real yields 

were falling and, therefore, it is probably fair to assume that expectations of future 

growth were relatively stable over this time too. Panel B of Exhibit 2 shows the 

volatility of UK real GDP growth as represented by a three year moving standard 

deviation of this variable. It shows that the volatility of UK economic growth 

declined quite dramatically from 1995 to 2007. This decline in UK GDP volatility 

was also experienced elsewhere in the global economy. The same chart shows 

the decline in GDP volatility for OECD countries. This decline in economic 

volatility has been called “the great moderation”—that is, a period when the 

global economy and its financial markets were characterized by relatively low 

levels of volatility. Therefore, one plausible explanation for the declining level of 

real interest rates in the United Kingdom is that they were driven down by the 

moderation in economic volatility between the early 1990s and 2007.

The evidence in Exhibit 2 suggests that declining levels of economic volatility 

led to declining levels of the real default- free interest rate in the United Kingdom 

between 1999 and 2007. However, the absence of such markets elsewhere over 

this sample period does not mean that the same phenomenon was absent or 

irrelevant in other developed- economy bond markets. The yield on a conven-

tional government bond includes a number of components, one of which is the 

real default- free rate of return. So, in all likelihood, declining global economic 

Exhibit 2   (Continued)
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volatility led to declines in the real rates of return required by investors else-

where, which, in turn, may have contributed to the decline in conventional 

government bond yields.16

EXAMPLE 10  

Post Global Financial Crisis, 2008–2011 Real Default- Free 

Yields

Exhibit 3 shows the yields on short- dated index- linked bonds at the end of 2011. 

Compared with their pre- crisis levels shown in Exhibit 2, they had all fallen. The 

collapse of Lehman Brothers and the ensuing liquidity and sovereign debt crisis 

caused economic and financial market volatility to rise substantially, as shown 

in Panel B of Exhibit 2. Other things being equal, one would have expected the 

real yields to rise, not to fall. But other things were not equal. One explanation 

for the fall in these real yields is that, despite the higher volatility experienced in 

2008−2011, investors believed that future real economic growth would be lower, 

and therefore that the equilibrium real yield in these economies was deemed to 

be commensurately lower.

Exhibit 3   Real Yields on Short- Dated Index- Linked Bonds, 

December 2011

Percent per Year

A. Various Countries
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16 See Example 10 for an illustration of how the global financial crisis affected real short rates. We will 

focus on the drivers of conventional government bond yields relative to index- linked government bond 

yields in Section 4.
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US TIPS UK Gilts

Percent per Year

B. US TIPS and UK Gilts

1.0

0

0.5

–0.5

–1.0

–1.5

–2.0
1 305 6 7 8 9 10 20432

Sources: Based on data from Bloomberg and Thomson Reuters.

Panel A of Exhibit  3 also shows that real short- dated rates in the United 

Kingdom and United States were not just lower than they were in the immedi-

ate pre- crisis period, but that they were negative, too. Panel B shows that most 

inflation- linked bonds issued by the US government (TIPS) and all inflation- 

linked bonds issued by the UK government (index- linked gilts) at this time were 

also negative.17 One explanation for the lower yields may have been the fear 

among some investors of very high levels of inflation in the future. Arguably 

the easy monetary policy, including both formal (US and UK) and informal 

(eurozone) quantitative easing programs, implemented because of the collapse 

of Lehman Brothers along with other events may have led enough investors to 

believe that inflation- linked government bonds offered the inflation protection 

they needed despite the low historic and even negative real yields.

But it is also important to remember that index- linked bonds issued by 

developed- economy governments are not only quite special, given the credit 

and inflation protection that they provide, but also they are often in very limited 

supply. These characteristics mean that in times of crisis and of great uncer-

tainty, investors may see them as a safe haven for their capital, which can, in 

turn, drive down their yields.

Exhibit 3   (Continued)

17 We will explore in more detail the term structure of interest rates in Section 4.
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3.3.2 Real Default- Free Interest Rate Summary

The real default- free interest rate, which we have proxied here with the yields on 

short- term inflation- protected government bonds, has a close connection with the 

business cycle via the related connection with the saving decisions of individuals. We 

can put this discussion in the context of the basic pricing shown in Equation 1. For a 

real default- free bond, Equation 1 simplifies to

P
CF

l
t
i t s

i

t s
s

s

N
=

+( )
+

=
∑

11 ,

Because it is a fixed interest investment that is default free, the cash flow at time t + s 

is certain. Equation 9 implies that it is only changes in lt,s that will affect the price of 

such a bond. In turn, lt,s will be determined by real economic growth and the volatility 

in economic growth over time as a result of the aggregation of the consumption and 

saving decisions of individual investors.

THE YIELD CURVE AND THE BUSINESS CYCLE

In Section 3, we considered the determination of the price of a real default- free bond 

(see Equation 9). The analysis demonstrated that the saving and investment decisions 

of investors mean that the expected return on these bonds will be both positively 

related to expected real GDP growth and the expected volatility of this growth. We 

now move on to consider the price of a default- free bond that pays a fixed nominal 

(currency) amount when it matures. We will consider, for example, a bond issued by 

a government in a developed economy where the prospect of default is so negligible 

that it is ignored.

What factors would affect the price of such a bond? First, we consider a world 

without inflation. In this world, investors would still be giving up current consumption 

by investing in this bond today, in which case Equation 9 would be appropriate. But 

of course, deferring consumption at time t in a world with positive inflation will have 

an impact on the quantity of goods that can be bought at time t + s when the bond 

matures. Investors will want to be compensated by this bond for the inflation that 

they expect between t and t + s, which we define as θt,s. If investors can forecast 

inflation perfectly, they would demand a return given by lt,s + θt,s to compensate them 

for the expected inflation and ensure the real level of consumption. But unless the 

investment horizon is very short, investors are unlikely to be very confident in their 

ability to forecast inflation accurately. Because we generally assume that investors are 

risk averse and thus need to be compensated for taking on risk as well as seeking 

compensation for expected inflation, they will also seek compensation for taking on 

the uncertainty related to future inflation. We denote this risk premium by πt,s, which 

is distinct from the risk premium ( t s
i
, ) in Equation 1.18 We can rewrite our basic 

pricing formula for a default- free nominal coupon- paying bond from Equation 9 as 

follows:
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(9)

4

(10)

18 Even though it is a risk premium, we have suppressed the superscript i on the inflation uncertainty risk 

premium because it is not asset specific and applies across all asset classes.
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Note that the bond’s payoff is still certain in nominal terms because we are assuming 

that there is a negligible chance that the issuer (a developed- economy government) 

will default on its commitments. It is the real value of this payoff that is now uncertain, 

hence the need for a risk premium, πt,s, on nominal bonds.

EXAMPLE 11   

The Risk Premium for Inflation Uncertainty

Suppose that an analyst estimates that the real risk- free rate is 1.25% and that 

average inflation over the next year will be 2.5%. If the analyst observes the price 

of a default- free bond with a face value of £100 and one full year to maturity as 

being equal to £95.92, what would be the implied premium embedded in the 

bond’s price for inflation uncertainty?

Solution:

The (approximate) implied premium can be calculated as follows:

πt s, . %
.

. .= = − + +( )0 504 100
95 92

1 0 0125 0 025

Having established Equation 10, we will now focus on the relationship between 

short- term nominal interest rates and the business cycle, in which the nominal bond 

issued by a government in a developed economy has a very short maturity, for example 

a US Government Treasury Bill.

4.1 Short- Term Nominal Interest Rates and the Business Cycle

Treasury bills (T- bills) are very short- dated nominal zero- coupon government bonds. 

T- bills are issued by most developed- economy governments or by their agents to help 

smooth the cash flow needs of the government. The short- dated nature of T- bills 

and the fact that they are often used to implement monetary policy means that their 

yields are also usually very closely related to the central bank’s policy rate. Indeed, 

because of their short- dated nature, the uncertainty that investors would have about 

the inflation over an investment horizon of, say, s equals three months will usually 

be relatively low. Therefore, for the purposes of the exposition in this section of the 

reading, we will assume that πt,s is so negligible that we can ignore it. So, we can 

modify Equation 10 to give Equation 11, which can capture all of the salient features 

of the pricing dynamics of a T- bill:
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Note that the summation term is not needed because there is only one payment from 

a T- bill.

We have already examined the way in which the real default- free rate of interest, 

lt,s, will vary over time with the business cycle and how it may also be affected by 

its status as a haven in times of economic uncertainty. We now move on to consider 

how a central bank’s policy rate, which is a short- term nominal interest rate, evolves 

with the business cycle.

(11)
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4.2 Treasury Bill Rates and the Business Cycle

To summarize briefly, the nominal rate of interest will equal the real interest rate 

that is required to balance the requirements of savers and investors plus investors’ 

expectations of inflation over the relevant borrowing or lending period. It follows that 

short- term nominal interest rates will be positively related to short- term real interest 

rates and to short- term inflation expectations. Other things being equal, we would 

also expect these interest rates to be higher in economies with higher, more volatile 

growth and with higher average levels of inflation over time.

Panel A of Exhibit 4 shows the yield on a three month US T- bill, and Panel B shows 

the yield on an equivalent T- bill issued by the UK government. In each panel of the 

chart, we also present the inflation rates in these two economies. There is a close 

correlation between measured inflation and T- bill yields in both economies. Although 

measured inflation is not the same as expected inflation, it is likely that current infla-

tion plays a big role in the formation of inflation expectations, particularly over the 

very short investment horizon involved when investing in a T- bill.

Exhibit 4   Treasury Bill Rates and Inflation
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B. United Kingdom

Percent per Year
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Source: Based on data from Thomson Reuters.

Exhibit 4 clearly shows that the inflation environment is a key driver of short- term 

interest rates. The central banks and monetary authorities responsible for setting 

interest rates in an economy do so in response to the economy’s position in the busi-

ness cycle—cutting their policy rates when activity and/or inflation are judged to be 

“too low” and raising rates when activity and/or inflation are judged to be “too high.” 

In other words, a responsible central bank or monetary authority will usually set its 

policy rate with reference to the level of expected economic activity and the expected 

rate of increase of prices—that is, inflation. Exhibit 5 shows the close relationship 

between the yields on short- term default- free T- Bills in the United States and United 

Kingdom and the policy rates of their respective central banks.

Exhibit 4   (Continued)
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Exhibit 5   Interest Rates and Policy Rates

A. United States
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A US economist, Professor John Taylor,19 devised a rule for setting policy rates, a 

rule that could help rate setters gauge whether their policy rate is at an “appropriate” 

level. This rule is known as the Taylor rule, and it takes the following form:

pr l Y Y

l Y Y

t t t t t t t

t t t t t

= + + −( ) + −( )
= + − + −

ι ι ι

ι ι

0 5 0 5

1 5 0 5 0 5

. .

. . .

* *

* **( )
where prt is the policy rate at time t, lt is the level of real short- term interest rates 

that balance long- term savings and borrowing in the economy, ιt is the rate of infla-

tion, t
* is the target rate of inflation, and Yt and Yt

*  are, respectively, the logarithmic 

levels of actual and potential real GDP. The difference between Yt and Yt
*  is known 

as the “output gap,” which is essentially measured in percentage terms. When the 

output gap is positive, it implies that the economy is producing beyond its sustainable 

capacity. This situation is similar to a marathon runner that sets off way too fast at 

the start of a race; in the end, they will overheat and break down unless they reduce 

their running pace. Conversely, when the output gap is negative, it implies that the 

economy is producing below its sustainable capacity. This situation is similar to a 

marathon runner that sets off too slowly. If he wants to win the race at some point, 

he will have to use up conserved energy and speed up. Positive output gaps are usually 

associated with high and/or rising inflation, whereas negative output gaps are usually 

accompanied by high levels of unemployment. Generally, the policy rule should have 

a larger weight on inflation (1.5) relative to the weight on output (0.5). The purpose 

is to stabilize inflation over the longer term near the targeted inflation rate.20 When 

inflation is close to the targeted or preferred rate, and when the output gap is zero, 

the appropriate policy rate will be equal to the level of the short- term real interest 

rate, lt, that balances long- term savings and borrowing in the economy, plus the tar-

geted/preferred rate of inflation. This level of the policy rate is often referred to by 

economists as the neutral policy rate—that is, the policy rate that neither spurs on 

nor impedes real economic activity. Other things being equal, when inflation is above 

(below) the targeted level, the policy rate should be above (below) the neutral rate; 

and when the output gap is positive (negative), the policy rate should also be above 

(below) the neutral rate. For example, if lt is 2.0%, ιt is 3.0%, t
* is 2.0%, and the output 

gap is 2.0%, then the “appropriate” policy rate implied in the Taylor rule would be 

6.5%.

Using fairly conservative parameters, including inflation targets when they are 

known, and a measure of the output gap estimated by the OECD, we have calculated 

policy rates based on the Taylor rule for three developed economies back to 1990, as 

shown in Exhibit 6. The policy rates based on the Taylor rule for the United States, 

shown in Panel A, seem to track the Fed’s actual policy rates fairly closely, until the 

collapse of the high tech bubble in the early 2000s. According to the Taylor rule, the 

Fed kept policy rates “too low for too long” between 2002 and 2005. A similar picture 

emerges for Canada, as shown in Panel B. There is less evidence that policy rates were 

kept “too low for too long” after the collapse of the high tech bubble in the United 

Kingdom, as shown in Panel C. More recently, in response to the liquidity and credit 

crisis, all three central banks cut their policy rates sharply. According to the Taylor 

rule for all three economies, policy rates were “too low” by the end of 2013.

(12)

19 Taylor (1993). 

20 The reason for the weightings is because the inflation rate appears twice in the equation (see the first 

line of Equation 12).
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Exhibit 6   Policy Rates and Taylor Rule Calculations
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C. United Kingdom

Percent per Year
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Sources: Based on data from each country’s central bank and the authors’ calculations.

The notion that short- term interest rates can be at too high or too low a level 

implies that the relationship between short- term interest rates and the business cycle 

are interdependent. In other words, instead of moderating the business cycle over time 

with deft changes to the policy rate, central bankers can exaggerate any cycle by not 

responding optimally to economic conditions—that is, by committing policy errors. 

For example, setting rates too low for too long risks creating a credit bubble, whereas 

setting them too high for too long could lead to recessionary or even depression- like 

economic conditions.

4.3 Short- Term Interest Rate Summary

Short- term default- free interest rates tend to be very heavily influenced by the inflation 

environment and inflation expectations over time. But they will also be influenced 

by real economic activity, which, in turn, is influenced by the saving and investment 

decisions of households. But these interest rates will also be affected by the central 

bank’s policy rate, which, in turn, should fluctuate around the neutral policy rate as 

central banks respond over time to deviations in inflation from a preferred or target 

rate and to developments in the output gap. Finally, it is important to remember that 

the neutral rate will also vary with the level of real economic growth and with the 

expected volatility of that growth. In addition, the neutral rate might also change if 

the level of inflation targeted or preferred by the central bank changes.21

In the next section of this reading, we will focus on the relationship between the 

underlying economy and longer- term nominal default- free government bonds.

Exhibit 6   (Continued)

21 Between 1992 and 1997, the UK inflation target was between 2% and 4%; in 1997, the target became 

2.5% with a 1 percentage point allowance around this target. Finally the target was changed in 2003 to 2.0% 

and to a different definition of inflation, with a 1 percentage point allowance around this target.
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4.4 Conventional Government Bonds

The pricing equation shown in Equation 10 can be used to highlight the key compo-

nents that go into pricing conventional (coupon paying) government bonds. We will 

consider the impact that time to maturity can have on the pricing formula in Section 

4.5, but first we will focus on the impact of inflation expectations on conventional 

bond prices.

4.4.1 Break- even Inflation Rates

The fundamental difference between the pricing formula as applied to, for example, a 

three- month T- bill (as in Equation 11) and its application to, for example, a default- 

free zero- coupon bond (as in Equation 10) relates to their investment horizons. The 

relative certainty about the real payoff from a three month T- Bill and thus the relative 

certainty about the amount of consumption that the investor will be able to undertake 

with the payoff means that the investment in the T- Bill will be a good hedge against 

possible bad consumption outcomes. In other words, the payoff, in real terms, from a 

three month T- Bill is highly unlikely to fall if the investor loses his or her job during 

the T- Bill’s three month investment horizon. The low, probably zero, correlation 

between the T- Bill’s payoff with bad consumption outcomes will mean that the risk 

premium needed to tempt an investor to invest in the T- Bill will be close to zero 

(hence Equation 11).

However, it is unlikely that the same level of certainty would apply, for example, 

to a 20- year default- free conventional government bond. For such a bond, it would 

seem reasonable to assume that the risk premium would be higher than that related 

to a one- or three- month T- Bill. Note that the cash flow in Equation 10 is still certain, 

but only in nominal terms. Because investors will naturally have less confidence in 

their ability to form views about future inflation over 20 years relative to their abilities 

to form those views over three months, the greater uncertainty about the real value 

of the bond’s payoff will cause investors to demand a premium in compensation for 

this uncertainty, represented by πt,s in Equation 10.

The difference between the yield on, for example, a zero- coupon default- free 

nominal bond and on a zero- coupon default- free real bond of the same maturity is 

known as the break- even inflation (BEI) rate. It should be clear from the discussion 

earlier that this break- even inflation rate will incorporate the inflation expectations 

of investors over the investment horizon of the two bonds, θt,s, plus a risk premium 

that will be required by investors to compensate them predominantly for uncertainty 

about future inflation, πt,s. Although the evolution of real zero- coupon default- free 

yields over time should be driven mainly by the inter- temporal rate of substitution, 

the evolution of their nominal equivalents will, in addition, be driven by changing 

expectations about inflation and changing perceptions about the uncertainty of the 

future inflation environment. We can see this evolution by plotting the constant 

maturity zero- coupon break- even inflation rates over time.

Panels A, B, and C of Exhibit 7 show the 10- year break- even inflation rates derived 

from three government bond markets in developed economies where index- linked 

government bonds have been available for some time now—Australia, the United 

Kingdom, and the United States—along with the respective inflation rates of each 

economy. The UK and Australian data, which are available for longer historic peri-

ods, show the gradual decline in break- even inflation rates since the mid- 1980s. This 

decline was probably driven by the changing inflation environment in these econo-

mies. Between 1985 and 1990, inflation averaged approximately 6.0% and 7.5% in the 

United Kingdom and Australia, respectively. Between 2000 and 2011, having fallen 

steadily during the 1990s, inflation averaged 3.0% and 3.2% in the United Kingdom 

and Australia, respectively. Ten- year break- even rates in the United States were only 

available from 1997, a period when US inflation was relatively low and stable. Panel 
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D of Exhibit 7 highlights the impact of the liquidity and credit crisis of 2008−2009 

on break- even rates for a range of economies. It shows that for all of these developed 

economies, 10- year break- even inflation rates fell in response to the weaker global 

economic environment and weaker inflationary backdrop. The weaker inflationary 

pressure arises from the lower demand for resources in an economic downturn, so that 

cost and prices do not rise as fast. For example, 10- year Italian break- even inflation 

rates fell from 2.3% to 0.8%, reflecting the effect of the eurozone crisis on the Italian 

economy at that time.

Exhibit 7   Break- even Inflation Rates and Inflation
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(continued)
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C. United States
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Sources: Based on data from Bloomberg and the authors’ calculations.

Being able to measure financial market expectations of future inflation is of 

great value to central banks. Break- even inflation rates provide an independent view 

about future inflation that can be compared with the judgment of the central bank; 

although, of course, this judgment can be interdependent. However, it is important 

to remember that break- even inflation rates are not simply the markets’ best guess 

of future inflation over the relevant investment horizon. Break- even inflation rates 

will also include a risk premium to compensate investors for their uncertainty largely 

about future inflation, and therefore, the uncertainty about the quantity of goods and 

services that they will be able to consume in the future.

Exhibit 7   (Continued)
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4.5 The Default- Free Yield Curve and the Business Cycle

So far we have discussed the fundamental pricing relationship for default- free real 

and nominal bonds and short- term nominal interest rates. We now elaborate on these 

relationships over different investment horizons. We have already indicated that the 

maturity of a bond will have an impact on the way that investors price it. We now focus 

on this relationship more specifically. But first consider Panel A in Exhibit 8, which 

shows the US zero- coupon Treasury curve on three different dates. From July 2007 

(just prior to the wider financial crisis) to the end of 2011, the US Treasury curve 

shifted down by between 3 and 4 percentage points and also became steeper. The 

short end of the curve was clearly influenced by the reduction in the Fed’s policy rate 

over this period, which fell from 5.25% to virtually 0%. Panel B shows that there was 

a similar decline in the short end of the gilt curve, as the UK central bank gradually 

cut its policy rate from 5.75% to 0.50% in response to the same crisis.

Panel A shows that the Treasury curve was upward sloping on each of these 

dates. Panel B shows that by the end of 2011 the UK government and US government 

curves looked very similar, but what is interesting is that the UK government curve 

was downward sloping in July 2007. This slope meant that the UK government could 

borrow 1- year money at 6.25% but 30- year money at 4.8%. In fact, on the same date 

the UK government could borrow 50- year money at just over 3.0%. What economic 

factors could explain not only the fall in Treasury and gilt yields over this period, and 

elsewhere in the developed world, but also the very negative slope of the gilt curve 

in the summer of 2007?

Exhibit 8   US and UK Government Bond Yields and Break- even Inflation 

Rates for July 2007, December 2010, and December 2011
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B. UK Gilt Curve 
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Exhibit 8   (Continued)
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D. UK BEI Rates
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Panels A and B of Exhibit 8 show how the shape of the default- free yield curves 

shifted in response to the financial crisis precipitated by the collapse of Lehman 

Brothers. Panels C and D of the exhibit show how break- even inflation rates shifted 

over the same period. When there is a significant shift in the yield curve, it is often 

very informative to break down the change into the real and inflationary components. 

Over this period, the US and UK break- even curves both shifted by just less than a 

full percentage point across the entire maturity spectrum. This fact could be taken 

to indicate that as the global recession gathered pace, US and UK government bond 

investors gradually “priced in” lower and lower levels of future inflation. But crucially, 

Panels A and B show that the nominal curves shifted down by more than 1 percentage 

point. For example the US curve fell by as much as 3 percentage points. These facts 

suggest that market participants saw the financial crisis as potentially having a bigger 

impact on economic growth than on inflation. Indeed, by December 2011 the US and 

UK break- even inflation curves were both upward sloping.

This dissection of default- free yield curves and the interpretations that are often 

made by analysts based on the relative movements of the real and break- even com-

ponents can be very informative, but the analysis presupposes either that there is no 

risk premium embedded in investors’ return expectations or that any risk premium is 

constant over time. But the risk premium is unlikely to be zero or constant over time.

EXAMPLE 12  

Level, Slope, and Curvature of the Yield Curve

The yield curves shown in Exhibit 8 all have three distinct characteristics. These 

characteristics are referred to as level, which indicates whether rates are high 

or low, on average; slope, which is an indicator of the steepness of the curve, or 

how quickly or slowly rates change with maturity; and curvature, an indicator 

of how much the curve is different from a straight line. These characteristics 

Exhibit 8   (Continued)
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were first noted in rates by Steeley in 1990 and Litterman and Scheinkman in 

1991. All three components can change over time. We can calculate how much 

of the change in any yield curve is attributable to each of these factors over 

time. We have performed this calculation for the UK and US yield curves using 

data with maturities ranging from 3 months to 10 years, spanning the period 

from January 1999 to January 2014.22 These results are shown in Exhibit 9. The 

majority of movement of the US (92.7%) and UK (95.2%) yield curves is in the 

level—that is, shifts up and down in the yield curve over time. The slope com-

ponent accounts for a much smaller proportion of the change over time—6.9% 

for the US curve and 4.5% for the UK curve. Curvature changes account for only 

0.3% in each case (note that we have rounded these figures to the nearest deci-

mal point for convenience). Taken together then, changes in these three factors 

explain the vast majority of changes to these two yield curves over time. These 

results are typical for government bond yield curves in developed economies.

Exhibit 9   Percentage of Yield Curve Movement Explained by Three 

Components

Level Slope Curvature

United States 92.7% 6.9% 0.3%

United Kingdom 95.2% 4.5% 0.3%

Sources: Based on data from Bloomberg and the authors’ calculations.

Exhibit 10 presents another way of viewing the dynamics of the US yield curve 

since 1999. The chart shows the way in which the level, slope, and curvature of 

the US Treasury curve has changed over time.

Exhibit 10   The US Yield Curve Since 1999
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22 These calculations are performed using statistical analysis known as principal components analysis.
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We would expect the level of economic activity to influence yield curve lev-

els. We would also expect that views of future inflation will determine the level 

of these yield curves because these are nominally dominated bonds. The slope 

of the yield curve will be influenced by the magnitude of the risk premium in 

Equation 5 between the price of the bond and the inter- temporal rate of substi-

tution over the investor’s time horizon. A positive slope would be a reflection 

of this risk premium. However, it is not the only variable that affects the slope 

of the yield curve. The policy rate of the central bank is set based on Taylor 

rule–like considerations (that is, consideration of the components that make 

up the rule) so that short rates will tend to be lower during recessions because 

central banks tend to lower their policy rate in these times.23 But the impact 

of monetary policy on longer- term rates will not be as strong because the cen-

tral bank will usually be expected to bring short- term rates back to normal as 

the recession recedes and the risk- free rates will increase as economic growth 

recovers. Thus, the slope of the yield curve will increase during the recession. 

Finally, if investors anticipate that policy rates as well as short- term risk- free 

rates will revert back to normal as the recession recedes, then the yield curve 

will become steeper for the short- term maturities but flatter for the long- term 

maturities so that the curvature can increase as well. As a result, the shape of 

the yield curve and its three factors can provide valuable information for both 

central banks and investors.

4.5.1 The Slope of the Yield Curve and Investor Expectations

The required return on future default- risk- free cash flow was explained as consisting 

of a real interest rate, a premium for expected inflation, and a risk premium demanded 

by risk- averse investors for the uncertainty about what inflation will actually be (see 

Equation 10). Thus, referring to government yield curves, expectations of increasing 

or decreasing short- term interest rates might be connected to expectations related 

to future inflation rates and/or the maturity structure of inflation risk premiums.

Expectations of declining short- term interest rates can explain the downward 

sloping UK gilt curve in the summer of 2007. If bond market participants expect 

interest rates to decline, then reinvestment of the principal amounts of maturing 

short- term bonds at declining interest rates would offset the initial yield advantage 

of the shorter- dated bonds. These expectations caused the UK’s yield curve to be 

downward sloping or inverted.

Thus, the variation in short rates over time—in particular, the central bank’s policy 

rate—can influence the shape of the yield curve. These short rates are, in turn, driven 

by the positive relationship between the real rate of interest that balances investment 

and saving decisions over time and by the level of and volatility in GDP growth, as 

well as by the variation of the rate of inflation around the central bank’s target, or 

preferred, level.

4.5.2 The Term Spread and the Business Cycle

Exhibit 11 shows the time variation in the slope of the US and UK government yield 

curves since 1900. In both cases, the slopes have been calculated as the difference 

(spread) between a long- dated government bond and the yield on an equivalent one- 

year bond.

23 We are not suggesting that central banks slavishly follow the Taylor rule. However, the rule neatly encap-

sulates two of the key macroeconomic considerations that go into the process of setting the interest rate.
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Exhibit 11   US and UK Government Yield Curve Spreads, 1900–2010
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Sources: Based on data from NBER and Bank of England.

In both markets, there are times when the curves were very steep. For example, 

in the mid- 1970s the steep slope implied expectations of a sharp increase in interest 

rates. This was a time when both inflation and inflation expectations were high fol-

lowing the first oil shock of 1973.

But there are times when both curves are steeply inverted—for example, in 

1979–1980. The inverted curves in these times implied an expectation of sharply 

falling inflation and future interest rates. In both economies, the nominal policy 

rates were extremely high: policy rates peaked at 17.5% in the United States in 

December 1980 and at 17% in the United Kingdom in November 1979; during this 

period, the Fed chairman, Paul Volcker, and Margaret Thatcher had raised policy 

rates in their respective economies in response to the second oil shock of 1979 and 
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administrations on both sides of the Atlantic came to the conclusion that the defeat 

of inflation should be the number one policy objective. The inverted curves in both 

markets suggest that investors expected rates to come down once the causes of high 

current inflation had been removed. Generally speaking, Exhibit 11 also reveals that 

a recession is often preceded by a flattening, or even an inversion, in the yield curve. 

In general, the late stages of a business expansion are often characterized by a peak 

in inflation and thus relatively high short- term interest rates. If longer maturity yields 

reflect lower inflation rates and diminished business credit demand, the yield curve 

would tend to flatten or invert. An inverted yield curve, in particular, is often read as 

being a predictor of recession.

EXAMPLE 13  

Interest Rates, the Yield Curve, and the Business Cycle

1 What financial instrument is best suited to the study of the relationship of 

real interest rates with the business cycle?

A Default- free nominal bonds

B Investment- grade corporate bonds

C Default- free inflation- indexed bonds

2 Suppose investors forecast an unanticipated increase in real GDP growth 

and the volatility of GDP growth for a particular country. The effect of 

such a forecast would be for the coupon payments of an inflation- indexed 

bond issued by the government of the country:

A to rise.

B to fall.

C to be indeterminate.

3 The yield spread between non- inflation- adjusted and inflation- indexed 

bonds of the same maturity is affected by:

A a risk premium for future inflation uncertainty only.

B investors’ inflation expectations over the remaining maturity of the 

bonds.

C both a risk premium for future inflation uncertainty and investors’ 

inflation expectations over the remaining maturity of the bonds.

4 State an economic reason why inverted yield may predict a recession.

Solution to 1:

C is correct. These bonds’ prices are sensitive to changes in real interest rates 

because the payments are adjusted for changes in the price of goods.

Solution to 2:

A is correct. The coupon payments would be expected to increase reflecting an 

increase in the real interest rate.

Solution to 3:

C is correct. The difference between the yield on a zero- coupon default- free 

nominal bond (such as US government STRIP) and on a zero- coupon default- 

free real bond of the same maturity (such as US government TIPS) is called 

the break- even inflation rate. The break- even inflation rate should incorporate 

investors’ inflation expectations over the remaining maturity plus a risk premium 

for uncertainty about future inflation as in Equation 10.
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Solution to 4:

The late stages of business cycles are often characterized by relatively high infla-

tion and high short- term interest rates. To the extent that longer- term yields 

reflect expectations of declining inflation and a slackening in demand for credit, 

the yield curve would be expected to flatten or invert.

4.5.3 Evidence on Risk Premiums for Default- Free Bonds

If, as seems likely, most investors want to be compensated for taking on risk, then the 

yield curve, as well as containing information about the interest rate expectations of 

investors, will also embody a risk premium.

We have already explained why investors would value investments that paid off 

more in bad times relative to those investments that paid off less in these times, or 

produced negative returns. This preference tends to drive the expected return down 

and the price of these favored investments up relative to those with prices that are 

more positively correlated with bad times. The average slopes of the US and UK gov-

ernment curves from 1900 to 2011 were 0.24% and 0.14%, respectively; in the post 

1945 period, they were 0.50% and 0.40%, respectively. This difference suggests that, on 

average, investors have been willing to pay a premium for shorter- dated US and UK 

government bonds, which, in turn, means that longer- dated bonds may not be such 

a good hedge against economic bad times. One interpretation of an upward- sloping 

yield curve is that short- dated bonds are less positively (or more negatively) correlated 

with bad times than are long- dated bonds.

Exhibit 12 presents information on the relationship of government bonds with 

a range of maturities from a selection of countries. Panel A shows that the average 

yield difference (longer minus shorter) between different bond maturities, with one 

exception, are all positive. These facts suggest that the bond risk premium generally 

rises with maturity, which is why it is often referred to as the term premium. Panel 

B presents the total return on these government bonds by maturity. Over the sample 

periods, the total returns achieved rise with maturity in each of the bond markets. 

But why have government bond investors generally been rewarded for holding longer- 

dated government bonds relative to shorter- dated bonds?

In Panel C, we present the correlation between the (1) total return on bonds 

with various maturities and (2) the economic growth of the relevant economy. The 

first thing to notice is that the correlations are all negative. This fact suggests that 

government bonds in these markets tend to pay off in bad times, which means that 

investors are willing to pay a relatively high price for them. Therefore, investors should 

be willing to accept a relatively low return from government bonds because they are 

at least a partial hedge against “bad” consumption outcomes. Second, the correlation 

between short- dated government bond returns and economic growth in Australia, 

Canada, and the United Kingdom is more negative than the equivalent correlations 

for long- dated government bonds. For example, the correlation between 2- year bond 

returns in Canada and Canadian economic growth is −30.95%, but the equivalent 

correlation for 30- year Canadian government bonds is −12.50%. These facts indicate 

that short- dated bonds have been more reliable hedges against bad economic times 

than long- dated bonds, which, in turn, means that the bond risk premium should be 

higher for long- dated government bonds than for their short- dated equivalents. The 

yield curve should be upward sloping to reflect as a result. In the US Treasury market, 

the correlation falls (in absolute value) between 5- and 30- year maturities, suggesting 

that the longer- dated Treasury bonds are less useful as a hedge against bad times over 

the sample period chosen here. However, two- year Treasuries were a less useful hedge 

than five- year Treasuries because the correlation between their total return and US 

GDP growth was less negative.
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Exhibit 12   Government Bond Spreads, Total Returns, and GDP Growth 

Correlations for Four Markets

A. Spreads

Years 5 vs. 2 10 vs. 5 30 vs. 10

Australia — 0.34% 0.21% —

Canada — 0.43% 0.38% 0.37%

United Kingdom — 0.21% 0.15% −0.24%

United States — 0.54% 0.39% 0.32%

B. Total returns

2 5 10 30

Australia 8.12% 9.52% 10.61% —

Canada 6.78% 7.94% 9.22% 10.73%

United Kingdom 8.54% 8.83% 10.96% 11.28%

United States 6.96% 8.27% 9.01% 9.97%

C. Correlation with GDP growth

2 5 10 30

Australia −42.80% −43.29% −35.64% —

Canada −30.95% −37.10% −28.44% −12.50%

United Kingdom −23.82% −19.79% −18.24% −5.11%

United States −14.85% −25.52% −22.24% −19.73%

Note: The sample period for the United Kingdom and the United States is January  1980 to 

December 2011. For Australia, it is January 1987 to December 2011, and for Canada, it is January 1985 

to December 2011.

Sources: Thomson Reuters and authors’ calculations.

The results shown in Exhibit 12 suggest that government bond risk premiums

 ■ are positive;

 ■ are probably related to the consumption hedging benefits of government bonds; 

and

 ■ are positively related to bond maturity, which means that the “normal” shape 

for the yield curve is upward sloping.

The last point also helps to explain why the US Treasury curve was generally 

upward sloping between the summer of 2007 and the end of 2011: A significant por-

tion of the slope was probably related to the existence of a positive risk premium on 

US Treasuries that increased with maturity.

However, bond risk premiums (πt,s), like other risk premiums, will not be constant 

over time. In times of economic uncertainty, investors will tend to value assets more 

that pay off in bad times—government bonds—which will force their prices up as the 

risk premium demanded falls. Unfortunately, it is impossible to say how big or small 

this premium really is, or should be, or how it evolves with the business cycle. But we 

can get some idea by performing the following experiment. Suppose we can assume 

that the real return on an index- linked government bond is a good proxy for the real 

rate of interest that balances savings and investment in an economy over time. If we 

subtract the yield on an index- linked government bond from the yield on a conven-

tional government bond with a similar maturity, and then subtract from this amount 
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a survey- based measure of inflation expectations, what is left over is the bond risk 

premium. That is, the extra yield investors require for holding a conventional govern-

ment bond over and above the real required return and the return in compensation 

for expected inflation.

Exhibit 13   Bond Risk Premiums (BRP)

A. UK Government BRP

Percent per Year
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B. Change in Government BRP, 2007–2011

CanadaAustralia France Italy Japan UK US

Percent per Year

–2.0

–1.0

–1.5

–0.5

0

Note: The period 1993–1997 in Panel A was before the inflation- targeting regime.

Panel A of Exhibit 13 presents a calculation of this kind for the UK government 

bond market. There are a number of points worth noting with respect to this particular 

representation of the bond risk premium. First, it is certainly imperfect because it 

shows that the bond risk premium is negative at times. A negative bond risk premium 

implies that investors are willing to pay for assuming risk, which is inconsistent with 

risk aversion. Second, putting aside these negative values for the moment, we can 
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see that the bond risk premium varies over time. Between 1993 and mid- 1997, the 

risk premium on UK government bonds averages just less than 1.5%; from mid- 1997 

to 2005, it averages around 0.25%; and from 2005 to 2011, it averages around 0.75%.

Panel B in Exhibit 13 is based on similar estimates for the bond risk premiums for 

a range of markets and shows the change in the bond risk premiums from July 2007 

to December 2011. For all the government bond markets for which we could make 

these calculations, the bond risk premium fell—in some cases, quite substantially. 

This fact implies that investors placed a greater value on the consumption hedging 

properties of government bonds as a result of the financial crisis. Other things being 

equal, this implies that they were willing to pay a higher price for these bonds com-

pared with the price they were willing to pay before the crisis. This also implies that 

bond risk premiums will tend to rise in times when investors place less value on the 

consumption- hedging properties of government bonds.

4.5.4 Other Factors

In practice, the shape of the yield curve and the relative performance of bonds with 

different maturities over the business cycle depends on a complex mixture of inter-

est rate expectations and risk premiums considerations. For example, a downward- 

sloping curve is probably largely the result of investor expectations of future declines 

in interest rates. The drivers of an upward- sloping curve are more ambiguous. For 

example, the existence of bond risk premiums that are positively related to maturity 

means that an upward- sloping curve may not embody expectations of future rate 

increases. Conversely, it could imply a combination of expected rate increases and 

risk premiums, or even expected rate cuts that are more than offset by the existence 

of positive risk premiums.

We have to acknowledge that there will also be times when other factors play a 

part in shaping the yield curve. Developed- economy government bonds are technically 

default free because these governments can, in principle, always print cash to meet 

the promised payments.24 In this sense, they are very special financial instruments. 

These markets can also be influenced by supply and demand factors that seem to move 

yields in ways that do not appear to be consistent with the business cycle. Consider 

the following examples:

 ■ In the late 1990s, fiscal surpluses in the United States led some investors to take 

the view that the supply of Treasuries would shrink as the US government paid 

back its debts (leading to the Treasury scare of 2000). This perceived reduction 

in future supply was said to have been responsible for the decline in yields as 

investors bought up these bonds in anticipation of their future scarcity.

 ■ In the early 2000s, Treasury yields were apparently being pushed down by Asian 

central banks that were using their growing trade surpluses to purchase US 

Treasuries.

 ■ Regulatory factors can also play an important role in determining government 

bond yields. This influence is particularly clear in the gilt market. In 1997, the 

UK government passed legislation that effectively compelled UK pension funds 

to buy long- dated gilts. This legislation appears to have been one of the main 

drivers of the inversion of the long end of the UK’s yield curve (see Exhibit 8, 

Panel B). Since that time new accounting rules for pensions—FRS17 followed 

by IAS19—forced UK pension schemes to increase their demand for long- 

dated UK government bonds further still. These actions created a vicious circle 

24 It is important to note that eurozone governments cannot simply print cash to meet their obligations; 

this fact has led many financial market participants to reevaluate the risks embodied in bonds issued by 

eurozone governments. Although, if cash is printed, it is a de facto partial default in terms of real purchas-

ing power to investors.
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because the new accounting rules required the schemes to discount their liabil-

ities using the long- dated yields as the discount rate. Consequently, UK pension 

funds bought long- dated bonds, forcing their yields down; the decline in yields 

caused the present value of pension liabilities to rise relative to the value of 

scheme assets, creating deficits; to achieve a better match between assets and 

liabilities, schemes tried to buy more long- dated gilts, causing their yields to fall 

further and liabilities to rise further.25

There is no doubt that supply and demand considerations along with poorly 

thought out regulatory or accounting rules can have an impact on government bond 

markets. But determining the extent of these effects is very difficult. Nevertheless, it 

is difficult to explain the very inverted shape of the long end of the gilt curve, which 

has persisted for many years now, without reference to such factors.

EXAMPLE 14  

The Japanese Yield Curve and Business Cycle 1990–2012

During the 1980s, real Japanese GDP growth averaged more than 4.60% per 

year. During the 1990s and 2000s, it averaged around 1.5%. The catalyst for the 

decline in growth was the collapse of Japan’s property bubble and stock crash 

in the early 1990s. Exhibit 14 shows Japan’s real annual GDP growth over the 

post bubble period, which incorporates the global financial crisis of 2008–2009. 

The exhibit also shows how real short- term policy rates fell steadily from 4% to 

5% in 1990, finally becoming negative by 1997. Since that time, real rates have 

generally been negative as Japan’s central bank, the Bank of Japan, has tried to 

stimulate its economy by cutting its nominal policy rate to (near) zero.

25 A similar phenomenon affected core eurozone bond and swap markets. For more than three years, the 

yield spread between 10- and 30- year Dutch government bonds (30 minus 10) was negative. It was argued 

that the negative spread was a direct result of the hedging activities of Dutch pension funds, which had 

over €1 trillion worth of pension liabilities. The buying pressure on a government bond market that was 

only around 60% the size of these liabilities thus caused long- dated Dutch government bond prices to rise.
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Exhibit 14   Japan’s GDP Growth, Real Short- Term Rates, and Term 

Spread, 1990–2013

Real Short-Term Rates (left scale) Term Spread (right scale)
Annual Real GDP Growth (right scale)
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Sources: Based on data from Thomson Reuters and the authors’ calculations.

Exhibit 14 also shows the term spread over this period—that is, the slope 

of the yield curve (created by subtracting the policy rate from 10- year Japanese 

government bonds). At the start of the period, as the Bank of Japan cut its policy 

rate from just over 8.0% at the end of 1990 to 0.45% by the end of 1995, the curve 

steepened—from −1.63% at the end of 1990 to 2.59% by the end of 1995. The 

sharp steepening of the curve in response to the cuts in the policy rate arguably 

indicated the markets’ view that the policy stimulus would work—that is, the 

yields on longer dated Japanese government bonds embedded some expectation 

of positive growth and inflation in the future. However, since the mid- 1990s, 

despite cutting its policy rate to zero and enacting programs of quantitative 

easing, the term spread has fallen steadily. By the end of 2013, it was around 

0.60%. The weak economic growth and inflation environment in Japan since 

the collapse of the property bubble is reflected in the fall and flattening of the 

Japanese yield curve.

CREDIT PREMIUMS AND THE BUSINESS CYCLE

In Section 4, we discussed the economic drivers of what we have referred to as 

default- free interest rates and bond yields. But the financial crisis has caused many 

to question what “default free” really means. The bonds issued by many European 

governments, including those issued by France and Italy as well as those issued by 

the Greek, Portuguese, Irish, Belgian, and Spanish governments, were all thought to 

5
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be default free before the euro financial crisis from 2010−2012. Even the default- free 

status of US Treasuries has now been questioned by both investors and credit rating 

agencies. Any bond that is perceived to be default- free will, by definition, not have 

to compensate investors for taking on default, or credit risk. However, for any cor-

porate or government bond that embodies the non- zero probability that the issuer 

may default on its obligations, bondholders will demand a risk premium, referred to 

as the credit premium.

In Equation 1, we emphasized that the discount rate on the cash flows of financial 

assets will normally include a risk premium, which we defined generically as t s
i
, . 

When we considered the pricing formula for default- free government bonds, we 

emphasized that the risk premium attached to these bonds, πt,s, is largely a function 

of uncertainty about future inflation and that this uncertainty is likely to be greater 

for longer- dated bonds relative to shorter- dated bonds.26 But it is important to 

emphasize that these factors will play a role in the pricing of bonds that embody credit 

risk, too. In other words, the evolution of πt,s plays a role in determining the price of 

credit- risky bonds too. We thus need to acknowledge the separate role that credit risk 

plays in the price of a corporate bond, or indeed any bond with default risk. We have 

therefore adapted our basic pricing Equation 1 to augment the discount rate with a 

credit premium, t s
i
, , which is distinct from the inflation- based risk premium attached 

to default- free bonds, πt,s, as shown in Equation 13.
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Notice that Equation  13 acknowledges the uncertain nature of the cash flows, 

CFt,s, on credit- risky bonds; although the schedule of these payments is known, the 

existence of credit risk means that there will be uncertainty about whether they will 

be paid as scheduled. In the event of a default, the amount that the bond investor 

receives will depend on the recovery rate, which will also be an unknown quantity. 

The risk premium demanded by investors because of these uncertainties is represented 

by t s
i
,  in Equation 13.

In this section, we will focus on the credit premium, t s
i
, , and in particular on the 

relationship between the business cycle and the credit premium on corporate bonds.

EXAMPLE 15  

The Credit Risk Premium

Suppose that an analyst estimates that the real risk- free rate is 1.25%, average 

inflation over the next year will be 2.5%, and the premium required by investors 

for inflation uncertainty is 0.50%. If the analyst observes the price of corporate 

bond with a face value of £100, with one full year to maturity, as being equal 

to £94.21, what would be the implied credit premium embedded in the bond’s 

price for inflation uncertainty?

(13)

26 Recall that this risk premium (πt,s) is distinct from the addition to return that investors require based 

on their expectations of inflation over the investment horizon, θt,s (see Equation 1).
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Solution:

The (approximate) implied premium can be calculated as follows:

γt s
i
, . %

.
. % . % . %= = − + + +( )1 90 100

94 21
1 1 25 2 50 0 50

5.1 Credit Spreads and the Credit Risk Premium

The difference between the yield on a corporate bond and that on a government bond 

with the same currency denomination and maturity is generally referred to as the 

credit spread. It is demanded by investors in compensation for the additional credit 

risk that they bear compared with that embodied in the government bond.

As Equation 13 shows, credit risky bonds share the same risk as default- free bonds, 

which market participants often refer to as interest rate risk, but they also embody 

credit risk, t s
i
, . Other things being equal a parallel shift up in the yield curve will 

have an almost identical proportionate impact on the prices of, say, a five- year gov-

ernment bond and a five- year corporate bond. And over time, again other things being 

equal, the interest rate component of a corporate bond will be driven by the same 

factors that drive government bond yields and returns. In other words, they are both 

subject to interest rate risk.

It is the credit risk component of a corporate bond, t s
i
, , and the evolution of bond 

spreads that will cause corporate and comparable government bond returns to diverge 

over time. It would seem sensible to assume that the premium demanded would tend 

to rise in times of economic weakness, when the probability of a corporate default 

and bankruptcy is highest. Exhibit 15 confirms this view. The exhibit shows a repre-

sentative spread on both AAA/Aaa and BBB/Baa rated US corporate bonds over US 

Treasuries.27 First, the Baa spread is always higher than the Aaa spread, reflecting the 

lower credit quality of Baa bonds relative to Aaa rated bonds. Second, the US recession 

periods shaded grey in the chart indicate that both low- and higher- grade corporate 

bond spreads do tend to rise in the lead up to and during a recession, and to decline 

once the economy comes out of recession.

27 The AAA rating category in “AAA/Aaa” is the rating category used by both Standard & Poor’s and Fitch 

Ratings’ Services; Aaa is the equivalent rating category used by Moody’s Investors Services. These catego-

ries are seen as reflecting similar levels of credit risk. Similarly, the BBB rating category is the Standard & 

Poor’s and Fitch equivalent of Moody’s Baa rating.
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Exhibit 15   Credit Spreads and the Business Cycle

Percent per Year
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Note: Shaded areas indicate recessions.

Source: Based on data from Moody’s Investors Service.

As expected, the business cycle has a profound effect on credit spreads, but what 

are the basic components of the credit spread? If we assume that investors are risk 

neutral, then they will simply demand a return (yield) on their corporate bond invest-

ments sufficient to compensate them for the possible loss that they could incur from 

holding a corporate bond. In turn, this expected loss will depend on the probability of 

default and the expected recovery rate in the event of default, as shown in Equation 14:

Expected loss = Probability of default × (1 – Recovery rate)

In the instance where investors are risk neutral, the expected return on, say, a 

10- year government bond would be equal to the loss- adjusted expected return on a 

comparable 10- year corporate bond. In practice, however, investors are risk averse, 

in which case the expected return on a corporate bond will be higher than that on 

a comparable government bond, even if a significant amount of the credit risk can 

be mitigated by holding a diversified portfolio of corporate bonds. One of the main 

reasons why investors continue to be exposed to considerable market risk even in 

a well- diversified portfolio is that defaults tend to cluster around downturns in the 

business cycle. Panels A and B of Exhibit 16 show this quite clearly. Panel A shows 

the number of US corporate defaults per year since 1920, and Panel B shows annual 

default rates over the same period. Both charts show that there are often long periods 

of time when there are very few defaults. However, the US depression of the 1930s 

and the recessions in the 1980s, 1990s, and 2000s were all associated with relatively 

high default levels and rates. The historic default rates on different ratings classes are 

sometimes used by analysts as a proxy for the probability of default in Equation 14 

for expected loss.

(14)
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Exhibit 16   US Corporate Defaults, Default Rates, Recovery Rates, and Loss 

Rates
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(continued)
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C. Recovery Rates
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Source: Based on data from Moody’s Investors Service.

Panel C of Exhibit  16 shows the evolution of recovery rates on three types of 

corporate bonds: senior secured, senior unsecured, and subordinated. Senior secured 

debt, as the name suggests, is secured by a lien or other claim against some or all 

of the company’s assets, whereas senior unsecured debt has no explicit claim to the 

company’s assets in the event of bankruptcy. This explains why recovery rates are 

generally higher for secured as opposed to unsecured debt holders. Subordinated 

debt holders, as the name suggests, have an inferior claim on the company’s assets 

compared with senior debt holders, and unsurprisingly, recovery rates are often very 

low. The recovery rate ranking is interesting, but we can also see from Panel C that 

recovery rates tend to be higher when the economy is expanding and lower when it is 

Exhibit 16   (Continued)
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contracting. The reason is because assets that can be sold in order to recover value for 

bond holders are likely to fetch a higher price in a buoyant rather than in a stagnant 

economic environment. Finally, Panel D shows the loss rates on US corporate debt 

since 1982. These loss rates are the net result of the defaults and recovery rates over 

time. Unsurprisingly, these loss rates are counter- cyclical with regard to the business 

cycle, meaning that they tend to rise as economic activity declines.

5.2 Industrial Sectors and Credit Quality

Although spreads will evolve with the business cycle, Exhibit 17 illustrates that spreads 

between corporate bond sectors with different ratings will often have very different 

sensitivities to the business cycle. Panel A presents a shorter, but finer picture of the 

relative performance of US corporate bonds by Moody’s rating category. The graph 

shows that when spreads are narrowing relative to government bonds, the spreads 

between higher- and lower- rated bond categories also narrow. In these times, although 

corporate bonds will generally outperform government bonds, lower- rated corporate 

bonds will tend to outperform higher rated bonds. The converse is true as spreads 

widen, a phenomenon that is illustrated most graphically following the collapse of 

Lehman Brothers in 2008. The spread on speculative, or high- yield, debt rose from a 

pre- Lehman’s low of around 2.8% to a peak of just more than 20.0%. Over the same 

period, Baa rated debt spreads rose from around 1.1% to 8.5% and Aaa corporate bond 

spreads rose from 0.6% to 4.5%.

Exhibit 17   US Credit Spreads and the Business Cycle

A. Moody’s Rating
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(continued)
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B. Industrial Sector
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Sources: Based on data from Thomson Reuters and the authors’ calculations.

Panel B in Exhibit 17 illustrates another determinant of credit spreads: industrial 

sector. Analysis by industrial sector addresses the question of how the type of goods 

and services that individual companies produce may be related to credit quality. Some 

industrial sectors are more sensitive to the business cycle than others. This sensitivity 

can be related to the types of goods and services that they sell or to the indebtedness 

of the companies in the sector. Panel B shows evidence of only the divergent perfor-

mance of corporate bond sectors over a relatively short period, but the performance 

of the four sectors shown is very different in times of economic stress. First, in both 

of the recessions that this period covers (indicated by the shaded areas in the exhibit), 

the spread on the consumer cyclical sector rose more dramatically than it did for 

corporate bonds in the consumer non- cyclical sector. For example, the spread on the 

consumer cyclical sector peaks at just under 4.0% in 2003 compared with around 2.5% 

for the consumer non- cyclical sector. Second, the graph shows how sensitive the 

airline sector’s credit spread is to the business cycle. The sharp widening of spreads 

in this sector as a result of both recessions is probably also a function of the lower 

credit quality on average of companies in the airline sector. Third, the recession of 

the early 2000s had only a mild impact on the spreads of banks, but a much larger 

impact in the post- Lehman period, when the sector spread peaked at nearly 7.5%. 

This difference highlights the fact that the last recession and crisis was first and fore-

most a banking crisis. But perhaps the most interesting feature is the narrowing of 

sector spreads in the summers of both 1998 and 2007. In both of these periods, 

investors were content to receive virtually the same credit spread, t s
i
, , on airline 

company debt as on debt issued by companies in the consumer non- cyclical sector.

Exhibit 17   (Continued)
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5.3 Company- Specific Factors

Corporate bond spreads will be driven over time by the business cycle, but the impact 

of the economic environment on spreads will depend on issuers’ industrial sector 

and rating. When spreads widen, the spreads on bonds issued by corporations with a 

low credit rating and/or that are part of a cyclical sector will tend to widen the most. 

Company- specific factors will also play a part in determining the difference in the 

yield of an individual corporate issuer and that of a government bond with the same 

maturity. Issuers that are profitable, have low debt interest payments, and that are not 

heavily reliant on debt financing will tend to have a high credit rating because their 

ability to pay is commensurately high.

Exhibit  18 provides summary statistics on financial statements for companies 

across a range of Moody’s rating categories. Pre- tax interest coverage is calculated 

by dividing total pre- tax earnings by total debt interest payments. On average, Aaa 

companies had $17.60 worth of pre- tax earnings for every $1 of interest payment to 

which they were committed. By contrast, on average, Baa companies had only $2.50, 

whereas the average B and Caa rated companies could not cover their interest payments 

with current period pre- tax earnings. The ratio of free operating cash flow to total 

debt gives another indication of the profitability and financial flexibility of a company 

relative to its outstanding debt. There is again a clear deterioration in this metric as 

average rating quality declines. Finally, the ratio of total debt to total capital gives an 

idea of the overall indebtedness of a company. Together these and other ratios allow 

analysts and credit rating agencies to determine a company’s ability to meet its debt 

obligations as they come due. If this ability declines relative to other issuers in their 

sector, then the spread demanded on their debt will rise, relative to the sector average, 

and their rating may be lowered by the rating agency.

Exhibit 18   Ratings and Financial Ratios

Aaa Aa A Baa Ba B Caa

Pre- tax interest coverage (×) 17.6 7.6 4.1 2.5 1.5 0.9 0.7

Free operating cash flow/Total 

debt (%)

42.3 28 13.6 6.1 3.2 1.6 0.8

Total debt/Total capital (%) 21.9 32.7 40.3 48.8 66.2 71.5 71.2

Source: Based on data from Moody’s Investor Services.

5.4 Sovereign Credit Risk

So far we have discussed the risk premium demanded by investors on both default- free 

and corporate debt. But credit premiums have always been an important component 

of the expected return on bonds issued by governments in developing or emerging 

economies. Even though many of these governments can print money to meet their 

debt obligations in extremis, meaning that they could technically avoid defaulting on 

these debts, many developing- economy governments have defaulted on their debts in 

the past. For example, the Russian government defaulted on its debt in 1998, and many 

others, including Argentina, Brazil, and Mexico, have also defaulted. Such defaults 

are often very country specific in character, but the global economic environment, 

oil prices, and the evolution of global trade will often play a part in precipitating such 

sovereign defaults.

The credit risk embodied in bonds issued by governments in emerging markets is 

normally expressed by comparing the yields on these bonds with the yields on bonds 

with comparable maturity issued by the US Treasury. Panel A of Exhibit 19 shows 
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the evolution of this spread for three emerging market bond indexes. The impact of 

the credit crisis is clear; spreads rise in response to the uncertain economic environ-

ment globally. But the volatility of the spreads from 1998 to 2003 is a function of the 

Asian financial crisis in 1997, the Russian debt crisis in 1998, and the recession in 

developed economies in 2001–2002 following the collapse of the high- tech bubble. 

What is interesting is the decline in spreads to US Treasuries to 2007, along with the 

much narrower spreads between the regions at this time. Strong global economic 

growth between 2003 and 2007 convinced investors that they did not need such a 

high reward for emerging market default risk, nor that they needed to differentiate 

much between regions.

Exhibit 19   Sovereign Credit Spreads

A. Emerging Markets
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B. Developed Economies

Greece Ireland Italy Germany

CDS Premium (bps)
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Note: Shaded areas indicate US recessions.

Sources: Based on data from Thomson Reuters and the authors’ calculations.

The 2008–2009 global financial crisis has caused many investors now to question 

what is meant by the term default- free. Until that time, there was thought to be a set 

of developed- economy government issuers for which the likelihood of debt default 

was so low that it could almost be ignored. In other words, investors did not demand 

meaningful compensation for assuming this risk. Panel B of Exhibit 19 shows how 

this perception changed dramatically for the debts of a set of eurozone economies 

during the crisis. The chart shows the cost that an investor would have to pay for 

insuring themselves against a sovereign default on German, Italian, Irish, and Greek 

government debt over the next five years through the purchase of credit default swaps 

(CDS).28 For example, in January 2006 that cost was 2, 10, 2, and 14 bps, respectively. 

So, to insure oneself against a default on bonds issued by these governments with, say, 

a notional value of €10 million, would have cost €2,000, €10,000, €2,000, and €14,000, 

respectively, per year. However, by the end of 2010 this insurance cost had risen to 

€38,960, €196,695, €458,270, and €775,280, respectively. Although the causes of this 

reassessment of sovereign credit risk inherent in developed- economy debt were com-

plex, the basic reason for the increase in the credit risk premium was a reassessment 

by investors of these sovereign issuers’ ability to pay and the likelihood that they might 

default. The perception of their ability to pay deteriorated dramatically as private- 

sector debts were absorbed onto sovereign balance sheets. And so, to some extent, 

the rise in this insurance cost was related to the balance sheets of these sovereign 

nations in much the same way that a deterioration in the quality of the balance sheet 

of a corporate borrower would cause its credit spread to widen.

Exhibit 19   (Continued)

28 In simplest terms, the seller of a CDS, in return for a regular premium that can be likened to an insurance 

premium, agrees to compensate the buyer of the swap when a predefined credit event, such as a borrower 

defaulting on a loan or bond, occurs.
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EXAMPLE 16  

The Credit Premium for the Royal Bank of Scotland

The global financial crisis had an impact on the prices of all financial assets. 

Exhibits 15 and 17 show the impact of the crisis on credit spreads derived from 

indexes, whereas Exhibit 19 demonstrates how the same crisis caused the credit 

spreads on some sovereign issuers to rise dramatically too. In Exhibit 20, we focus 

on the impact of the crisis on the CDS premium (a close proxy for the credit 

spread) on five- year Royal Bank of Scotland senior unsecured debt. The exhibit 

shows the same increase in the perception of credit risk. The eventual decline 

in the premium was a consequence of the UK government’s nationalization of 

this systemically important global bank.

Exhibit 20   CDS Premium on Five- Year Royal Bank of Scotland Senior 

Unsecured Debt

Basis Points per Year
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Source: Based on data from Thomson Reuters.

5.5 Credit Premium Summary

The credit premium ( t s
i
, ) is the additional yield required by investors over and above 

the yield required on comparable default- free debt that investors demand for taking 

on credit risk. It will tend to rise and fall with the business cycle, mainly because credit 

risk will tend to rise as an economy turns down and to fall as an economy turns up. 

However, when credit spreads are generally narrowing, the rate of improvement will 

tend to be greater for those bonds issued by entities with a relatively weaker ability 

to pay. At these times too, investors seem to be less discerning among issuers with 

weak and strong credit credentials. But as the business cycle turns down, and spreads 

widen, those issuers with a good credit rating tend to outperform those with lower 

ratings as the spread between low and higher quality issuers widens. This relationship 
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between the economic cycle and defaults means that credit risky bonds (corporate or 

sovereign) tend to perform poorly in bad economic times, and because of tendency, 

investors demand a credit premium.

EQUITIES AND THE EQUITY RISK PREMIUM

In Section 5, we discussed the credit risk embedded in a bond that has been issued 

by either a corporation or government, which might not honor its promise to pay the 

coupons and principal payment in full and on time. Investors can thus not be certain 

that they will receive the future scheduled cash flows from credit risky bonds. However, 

when investors purchase bonds that embody credit risk, normally they at least know 

the proposed schedule of payments and how they are to be determined. But there 

are other financial instruments in which both the size and timing of the cash flows 

are uncertain and, indeed, where the cash flows may not materialize at all. The best 

example of a security that has cash flows with these characteristics is equity because 

the dividend payment is not promised, can rise and fall over time, and in the event 

that the issuing corporation becomes bankrupt, can cease altogether.

For equities, we can rewrite the generic pricing Equation 1 as follows:

P
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∞

∑
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Notice that it is essentially the same as that for credit risky bonds (Equation 13), but 

there is no maturity to the cash flows, so investors are essentially buying cash flows 

(dividends) into perpetuity (∞). In addition, we now have a new term in the discount 

rate, t s
i
, , which is the additional return that investors require for investing in equities, 

over and above what they require for investing in credit risky bonds lt s t s t s t s
i

, , , ,+ + +( )θ π γ .

t s
i
,  is essentially the equity premium relative to credit risky bonds. This is not 

the way the equity risk premium is usually expressed. We have expressed it this way 

for the moment because of the following reasons:

 ■ if a company experiences financial difficulties because the company’s debt hold-

ers have the senior claim on the company’s cash flow, the equity holders will 

receive the residue, which could be zero; and

 ■ in the event that a company’s financial difficulties become so bad that the com-

pany is forced into bankruptcy, both bond and equity investors will lose. But 

depending on the quality of the company, investors in the corporate bond can 

usually expect to get some of their investment back. The equity investors, how-

ever, will normally lose all of their investment. Both debt and equity investors 

are exposed to risk, but the potential loss is greater for the equity investor.

These are the reasons why investors will require a risk premium, t s
i
, , over and 

above the one that they would require on the corporation’s debt, t s
i
, . Equation 15 

shows that both corporate bond and equity holders face what we might define as 

6

(15)
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corporate risk. It is the combination of this risk that is usually referred to as the equity 

risk premium. Because the risk associated with equities is normally expressed relative 

to default- free debt of the same currency, we can rewrite Equation 15 as follows:

P
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t s t s t s t s
i s

s
=

⎡
⎣⎢

⎤
⎦⎥
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11 , , , ,θ π λ

where the equity risk premium, t s
i
, , is equal to t s

i
,  + t s

i
, . That is, it is the addition 

to return required by investors over and above the compensation for risk that they 

require for holding a default- free government bond of the same currency.29

6.1 Equities and Bad Consumption Outcomes

Equity investors will demand an equity risk premium if the consumption hedging 

properties of equities are poor—that is, if equities tend not to pay off in bad times. 

Our arguments earlier indicate that the equity risk premium should be positive, and 

therefore implicitly, that equities are a bad hedge for bad consumption outcomes. 

However, tying down the exact relationship between equity performance and con-

sumption over time has proved to be very difficult. But we can get some idea of the 

relationship if we consider a very long history of the real returns produced by equities.

Exhibit 21   Annual Real Equity Returns, 1900–2010

A. United States
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(16)

29 Technically, a very long- dated, plain- vanilla, coupon- paying, default- free bond.
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B. United Kingdom
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Note: Shaded areas indicate recessions.

Sources: Based on data from Shiller (2000), the Bank of England, and the authors’ calculations.

Exhibit 21 shows the annual real (inflation- adjusted) returns generated by both 

US (Panel A) and UK (Panel B) equities since 1900. Generally speaking, sharp falls in 

equity prices are associated with recessions—bad times. For example, real UK equity 

prices more than halved as a recession hit the United Kingdom in 1972, and real US 

equity prices fell by more than 40% during the Great Depression. More recently, real 

UK and US equity prices fell by 30% and 40%, respectively, in 2009. Given this evidence, 

it is difficult to argue that equities are a good hedge for bad consumption outcomes. 

We would thus expect the equity risk premium to be positive, and given the scale 

of the declines in prices possible in bad times, we might expect it to be quite large.

Before we consider how large the equity premium should be, we will first focus 

on the cash flow that equities generate. It is the nature of this cash flow that leads 

investors to demand an equity risk premium in the first place.

6.2 Earnings Growth and the Economic Cycle

The uncertainty about—and time variation in—future dividends, as represented by 

the numerator in Equation 15, is a key feature of equity investment. Panels A and B 

of Exhibit 22 show a long history of US real earnings growth and a shorter history of 

UK real earnings growth respectively. The exhibit shows that a sharp decline in real 

earnings nearly always coincides with a recession, which is to be expected; recessions 

are associated with declines in employment, incomes, output, and subsequently, 

profitability. US real earnings fell dramatically during the Great Depression, and more 

recently by nearly 60% in 2009. Conversely, sharp increases in profit growth occur 

at the end of a period of recession, but in some cases, while recession conditions 

still persist. Thus, corporate profitability can lead an economy out of recession as 

well as into it: A negative demand shock can cause demand and corporate profits to 

shrink. In response, companies lay off workers, reducing their cost base, and thereby 

adding to the recessionary backdrop. When an upturn in demand occurs, perhaps 

in response to monetary policy stimulus, demand growth on a lower cost base can 

Exhibit 21   (Continued)
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lead to a sharp increase in corporate profits, which then leads companies to invest 

and hire more staff, and so on. Some analysts thus consider corporate profitability 

to be an important leading indicator of the business cycle and that it provides useful 

information about future growth.

Exhibit 22   Real Equity Earnings Growth in the United States and the United 

Kingdom

A. United States
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B. United Kingdom
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Note: Shaded areas indicate recessions.

Sources: Based on data from Shiller (2000) and the Bank of England.

Equity analysts spend the majority of their time focusing on the numerator in 

Equation 15—that is, forming views about expected earnings and, therefore, about 

dividends and free cash flow. Given the close relationship between aggregate earnings, 

or profits, and the business cycle shown in Exhibit 22, an understanding of the business 

cycle is crucial for earnings projections, particularly in the short term. However, the 
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business cycle will not affect the corporate profits of every company in the same way. 

The type of product sold or service provided by the company will have an impact on 

earnings and consequently on equity performance over the business cycle.

Some companies make products or provide services that are relatively insensitive 

to general economic conditions. Toothpaste might fall into this category. Because the 

cost of toothpaste usually only represents a small proportion of the overall household 

budget, people will generally still want to keep their teeth clean even if the economy 

is in recession, and because they are unlikely to want to clean their teeth more often 

simply because the economy is booming, the demand for toothpaste will remain 

fairly stable over the business cycle. Companies and equity sectors that produce 

such products are referred to as non- cyclical, or defensive investments. By contrast, 

some companies, such as airlines, will produce goods or provide services that are 

extremely sensitive to the business cycle. In difficult economic conditions, consumers 

are much more likely to postpone or cancel their vacations, or to vacation at home, 

than to reduce their consumption of toothpaste, and businesses are likely to cut back 

on airline travel. Generally speaking, an annual family vacation will constitute a large 

proportion of the household budget and most people do not need a vacation in the 

same way that they need toothpaste or soap. Businesses may rely on alternatives to 

expensive travel for meetings, such as video conferencing. By contrast, in good times 

when real incomes are rising people are more likely to take more vacations, or more 

expensive ones, and the increase in business activity may necessitate more meetings 

in new, often distant markets. Economists and investment strategists may view a rise 

in the earnings of cyclical companies after a period of decline as an indicator of a 

likely improvement in wider economic growth in the future.

Exhibit 23 shows the annual growth rates (year over year) of real GDP and of the 

consumption of both durable and non- durable goods for Canada (Panel A) and the 

United States (Panel B). Both panels of the exhibit show how sensitive durable goods 

consumption is to the economic cycle. We can expect then that the profits of com-

panies that produce durable as opposed to non- durable goods to be commensurately 

more volatile too.
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Exhibit 23   Year- Over- Year Growth Rate of GDP and the Consumption of 

Durable and Non- Durable Goods
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Source: Based on data from Thomson Reuters.

Stock market participants often classify stocks as being cyclical and non- cyclical. 

Exhibit  24 shows the real earnings growth of the non- cyclical and cyclical goods 

sectors of both the United States (Panel A) and the United Kingdom (Panel B). The 

cyclical sectors in this case are represented by companies that produce discretionary 

consumer goods, whereas the non- cyclical index is represented by an index that 

includes companies that produce staple (or less discretionary) consumer goods. Panel 
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A shows the clearest evidence of the greater sensitivity to business conditions of the 

cyclical sector. Real earnings growth rises and falls dramatically over the business 

cycle. By contrast, although the real earnings of non- cyclical companies vary across 

the business cycle, the peaks and troughs are less extreme. The time variation in UK 

real earnings over the business cycle is also evident from the exhibit. However, the 

difference between the real earnings growth of the UK’s cyclical and non- cyclical 

sectors is less clear, although the cyclical sector tended to experience more significant 

troughs in real earnings growth over this period.

Exhibit 24   The Real Earnings Growth of Discretionary and Staple Consumer 

Goods Companies

A. United States
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(continued)
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B. United Kingdom
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Source: Based on data from Thomson Reuters.

There are, of course, other factors that determine the earnings growth of an equity 

or equity sector: the financial structure of the company, the quality and experience 

of its management, and the ease with which new entrants can establish themselves 

to compete away any abnormal profits. However, the relationship between the busi-

ness cycle and the nature of the type of good or service sold will remain important. 

Indeed, in a booming economy, even bad managers of companies with poor financial 

structures can generate, or appear to generate, profits—for example, WorldCom and 

Enron. But tougher, recessionary conditions often expose weak companies as demand 

turns down and financing becomes harder to access.

6.3 How Big is the Equity Risk Premium?

The real earnings of companies are clearly affected by the underlying economy. This 

relationship is positive in that when the economy turns down, so normally do corporate 

profits. But it is in these times that investors need their investments to offset these 

bad times. Because of the pro- cyclicality of economies and corporate profits (in 

aggregate), equities are not a good hedge against bad consumption outcomes, which, 

in turn, means that investors will require a risk premium. But how big should this 

premium ( t s
i
, ) be?

It is impossible to quantify the equity risk premium ex ante. But we can at least 

look at its ex post value using very long runs of data. Exhibit 25 shows the real annual 

return on equities and government bonds over the period of 1900–2010 for a range 

of developed economy equity markets. Over this very long period, equities in each 

country have outperformed government bonds. The bars representing the ex post equity 

risk premium range from 2.1% per year in Switzerland to 6.0% per year in Australia. 

US equities, which comprise the world’s largest equity market, have outperformed 

Exhibit 24   (Continued)
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US Treasuries by 4.5% per year on average over the past 110 years, whereas the global 

equity market has produced an equity risk premium of 3.9% per year. Of course, there 

is no guarantee that a premium earned in the past will be earned in the future, but this 

long span of data show that the ex ante equity risk premium for developed- economy 

equity markets could be somewhere between 3% and 5% per year.

Exhibit 25   Ex- Post Real Returns on Equities, Bonds, and Equity Risk 

Premiums

Equities Equity Risk PremiumBonds

Percent per Year

8

6

4

2

0

–2

Aust
ral

ia

Can
ad

a
Fran

ce

Germ
an

y
Jap

an

The
 N

eth
erl

an
ds

Switz
erl

an
d

UK US
Worl

d

Source: Based on data from Credit Suisse (2012).

6.4 Valuation Multiples

Analysis of company earnings prospects is usually the central focus of equity analysts 

and strategists. To help compare equities within and among sectors, they will generally 

monitor valuation multiples, such as the price- to- earnings ratio (P/E) or the price- to- 

book ratio (P/B). P/E is calculated as the ratio of the current share price to the earnings 

per share (EPS) generated by the company. This ratio tells investors the price they 

are paying for the shares as a multiple of the company’s earnings per share. Investors 

use this ratio to compare the valuations attributed to individual equities, sectors, and 

markets. For instance, if a stock is trading with a low P/E relative to the rest of the 

market, it implies that investors are not willing to pay a high price for a dollar’s worth 

of the company’s earnings. The reason may be because the market believes that the 

prospect of strong earnings growth in the future is low. Alternatively, a share trading 

with a very high P/E relative to the rest of the market indicates that investors are 

willing to pay a higher price for each dollar’s worth of the company’s earnings. They 

may be willing to do so because they expect this company’s earnings to grow rapidly 

in the future. When the EPS used to estimate the ratio refers to last year’s earnings, 

the P/E is referred to as being a historical or a trailing P/E. However, when the EPS is 

based on an estimate of future earnings, it is referred to as the leading or forward P/E. 

If a company’s EPS is expected to grow, then its historic P/E will be greater than its 
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forward P/E. However, what constitutes a high or low P/E very much depends on the 

market, sector, or company in question and, in particular, on the economic backdrop. 

US P/Es between 1900 and 2010 are shown in Exhibit 26.

Another popular valuation multiple is the price to book ratio (P/B), which measures 

the ratio of the company’s share price to its net assets or its assets minus liabilities 

attributed to each share. The P/B tells investors the extent to which the value of 

their shares is “covered” by the company’s net assets. Some of these assets, like office 

buildings, are tangible, whereas others, such as patents and copyrights, are intangible. 

Furthermore, some of the assets are actually on the balance sheet and hence part of 

book value, whereas others are not. It also indicates the strength of investors’ expec-

tations about the company’s ability to generate a high return, or not, on its net assets, 

adjusted for risk. The higher the ratio, the greater the expectations for growth but the 

lower the safety margin if things do not turn out as expected. Again, what constitutes 

a high or low P/B is determined by the market, sector, and stock in question.

Exhibit 26   US P/Es, 1900–2010
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Note: Shaded areas indicate recessions.

Sources: Based on data from Shiller (2000) and Thomson Reuters.

One of the problems for equity strategists is to ascertain whether the P/E (or 

P/B) is high or low. The average trailing US P/E between 1900 and 1990 was 13.5, 

indicating that investors were willing to pay $13.5 for a dollar’s worth of the previous 

year’s earnings; by the late 1990s and early 2000s they were willing to pay $45. The 

expansion in the US equity market’s P/E during the 1990s was a global phenomenon. 

Equity strategists justified the rise in the price of earnings with many ad hoc expla-

nations—for example, the end of the cold war, better macro- policy that would ensure 

that major recessions were a thing of the past, and the internet revolution, to name but 

a few. However, with regard to the basic pricing relationship, shown in Equation 15, 

the high P/E could be the result of a number of factors, including

a an increase in expectation of future real earnings growth E CFt t s
i
+

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝
⎜

⎞
⎠
⎟ ;

b falling real interest rates (lt,s), possibly associated with falling volatility in real 

GDP growth;

c a fall in inflation expectations (θt,s);
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d a decline in uncertainty about future inflation (πt,s); or

e a fall in the equity risk premium ( t s
i
, ).

Other things being equal, any one of these changes, or all of them combined, 

could justify higher equity prices (P) relative to current earnings (E) and thus higher 

equilibrium P/Es. There were some investors, however, who were not convinced that 

such high P/Es relative to historical levels were justifiable, particularly on the grounds 

of much higher future earnings growth. The US Federal Reserve Board Chairman, Alan 

Greenspan, alarmed by the rise in P/Es, described the valuation of equity markets in 

1996 as essentially the result of “irrational exuberance” on the part of equity investors.

Robert Shiller has proposed an alternative valuation multiple—the real cyclically 

adjusted P/E (CAPE). The CAPE is derived in the same way as the P/E, but the ‘P’ 

represents the real (or inflation- adjusted) price of the equity market and the ‘E’ is a 

10- year moving average of the market’s real (or inflation- adjusted) earnings. Deflating 

the real equity price by a moving average of real earnings irons out the short- term 

volatility in this indicator over time. Exhibit 27 shows this ratio for the United States 

from 1900 to 2011. The very high price that equity investors were willing to pay for 

equities in 1929 and in 1999 and, to a lesser extent in 1965, is still apparent. It is worth 

noting that the average real return on US equities in the 10 years following the peaks 

in the CAPE in 1929, 1965, and 1999 were −0.3% per year, −5.4% per year, and −4.1% 

per year, respectively. Conversely, the average real return over the 10- year period 

after the two lowest values of the CAPE in 1921 and 1980 were 12.3% per year and 

7.3% per year, respectively.

Exhibit 27   Real US Cyclically Adjusted PE Ratio (CAPE), 1900–2011
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Note: Shaded areas indicate recessions.

Source: Based on data from Shiller (2000).
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6.5 Investment Strategy

Various equity investment styles have emerged over the years as a result of the belief 

that particular groups of stocks sharing one of a number of common characteristics 

can outperform the broader equity market over the course of the business cycle. Some 

investors focus on growth stocks while others believe that value stocks will perform 

best over the longer term.

Growth stocks are so called when investors believe that the prospects for strong 

earnings growth are good. They tend to trade with a high P/E and a very low dividend 

yield; in fact, they often have very low (or no) earnings. These companies also often 

sell products in immature markets where the prospects for higher sales in the future 

are commensurately high. By contrast, value stocks tend to operate in more mature 

markets where there is a lower perceived likelihood of substantial earnings growth. 

However, the trade- off is that value stocks tend to produce relatively high and stable 

earnings streams for their investors. Value stocks typically trade with a low P/E and 

a high dividend yield relative to the rest of the market.

In Panel A of Exhibit 28, we present the relative performance of US growth versus 

US value stocks since the 1970s. There are quite clear periods of outperformance of 

one style over the other. Close inspection of the chart suggests that value tends to 

outperform growth investing in the aftermath of a recession, and that growth stocks 

tend to outperform value stocks in times when the economy is expanding. The most 

impressive period of outperformance of one style over the other was between 1994 

and 2000 when growth investing outperformed value investing by a cumulative 85%. 

This time was the high- tech bubble period when dot- com and technology stocks were 

in vogue. Being new, many of these stocks had little or no earnings, but were bought 

in the hope that their earnings would grow rapidly in the future. With the bursting of 

the bubble, value stocks outperformed growth stocks by a similar amount until 2005 

when the relative performance of these two groups of stocks turned again.

Exhibit 28   US Investment Styles

A. Index of Growth vs. Value
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B. Index of Small vs. Large
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Note: Shaded areas indicate recessions.

Sources: Based on data from Thomson Reuters and the authors’ calculations.

Another important focus for equity investors is company size. Some investors 

focus on small- cap, mid- cap or large- cap stocks. Some also combine this focus with 

growth and value too—for example, focusing on small- cap growth stocks whereas 

others might focus on large- cap value stocks. Generally speaking, one might expect 

small stocks to underperform large stocks in bad times. Almost by definition, small 

stock companies will tend to have less diversified businesses and have more difficulty 

in raising financing, particularly during recessions, and will thus be less able to weather 

an economic storm. If this is true, then other things being equal, one might expect 

investors to demand a higher equity premium on small, relative to large, stocks.

To understand the differences in prices, consider an increase in uncertainty rel-

ative to some other asset. For example, small- company stocks fluctuate more than 

large- company stocks. For a given level of wealth, the large- company stock would 

have a risk premium based on decreasing marginal utility of wealth for the investor. 

The small- company stock would lead to bigger increases and decreases in wealth rel-

ative to the investor’s initial wealth. Thus, the average expected utility of the investor 

is lower for the smaller stock, so that smaller stocks require a bigger risk premium.

Panel B of Exhibit  28 shows the relative performance of US small- cap versus 

large- cap stocks. Even though over the entire sample period of 1973 to 2011, small- 

and large- cap stocks produced the same performance, there are clear periods when 

one company size outperforms the other. Between 1982 and 2000, the cumulative 

outperformance of small stocks over large stocks was almost 400%. But many of 

these small stocks would also have been high- tech or internet stocks. Since the col-

lapse of the high- tech bubble, however, large companies have outperformed small 

companies substantially. It should be clear by now that the business cycle can affect 

the relative performance of different types of equity. Of course, on those occasions 

when the broad equity market is falling sharply, all equity types fall, and when it is 

rising sharply, all types will tend to rise in value. But many equity fund managers are 

benchmarked against a broad equity market index; to outperform this index they need 

to take over- and underweight positions relative to this benchmark. By rotating into 

growth stocks when they are expected to outperform value stocks, or small- cap stocks 

Exhibit 28   (Continued)
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when they are expected to outperform large- cap stocks, or into cyclical stocks when 

they are expected to outperform countercyclical stocks, a manager can, if correct, 

outperform a broad equity market index. Of course, getting the timing wrong could 

lead to underperformance against this benchmark.30

EXAMPLE 17  

Comparing the Equity Premiums of Cyclical and Non- 

Cyclical Sectors

In Exhibit  24, we saw how the earnings of cyclical and non- cyclical equities 

time- vary with the economic cycle. We can calculate the ex post risk premium 

on these two sectors of the equity market. For example, the total annualized 

return generated by the consumer staple goods sector of the US stock market 

was 13.79%; the equivalent value for the consumer discretionary goods sector 

was 11.88%. Over the same period, the average annualized return that an investor 

could have achieved from investing in US T- bills (a commonly used proxy for 

the nominal risk- free rate) was 5.35%. The ex post risk premium for each sector 

was thus as follows:

Ex post risk premium on consumer staple goods = 13.79% − 5.35% = 8.44% 

and

Ex post risk premium on consumer discretionary goods = 11.88% − 5.35% = 
6.53%

To get an idea of the potential value in being able to understand the position 

of the economy in the business cycle and the impact of this position over time 

on each of these two stock market sectors, consider Exhibit  29. This exhibit 

shows the outperformance (the higher ex post risk premium) since 1973 of the 

staples over the discretionary goods sectors.

30 Much of the interest in small- cap versus large- cap stocks and in value versus growth stocks was inspired 

by work by Eugene Fama and Kenneth French. See, for example, Fama and French (1993).
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Exhibit 29   Cyclical/Non- Cyclical US Equity Sector Performance
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Note: Shaded areas indicate periods where cyclical (discretionary) stocks outperform non- 

cyclical stocks (staples).

Source: Based on data from Thomson Reuters and the authors’ calculations.

An investor that held stocks from the consumer staples sector during those 

periods in the exhibit that are unshaded but who switched into holding consumer 

discretionary stocks in those periods that are shaded would have generated a total 

return of 18.82%, or an ex post risk premium of 13.47% (18.82% − 5.35%), over 

this sample period. Of course, in practice it is very difficult to get the timings of 

these switches right, but hopefully this example does at least show the potential 

value for investors of understanding the relationship between the economy and 

sub- sectors of financial markets, in this case sub- sectors of the US equity market.

EXAMPLE 18  

Valuation and the Business Cycle

1 Holding all else constant, what does the observed relationship of equity 

market price- to- earnings ratios with the business cycle imply about 

forward- looking equity risk premiums?

2 Characterize the value of equities in hedging bad consumption outcomes.

Solution to 1:

P/Es tend to rise during periods of economic expansion. Holding all else constant, 

a relatively high P/E valuation level should be associated with a lower return 

premium to bearing equity risk going forward.

Solution to 2:

Equities tend not to be effective hedges against bad consumption outcomes and, 

in effect, tend to be bad hedges against recessions.
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COMMERCIAL REAL ESTATE

The basic pricing formula can be applied to other asset classes besides bonds and 

equities. To demonstrate how the basic pricing framework presented in Equation 1 

can be extended to other asset classes, we will consider commercial real estate.

7.1 Regular Cash Flow from Commercial Real Estate 

Investments

When investors invest in commercial real estate, the cash flow they hope to receive is 

derived from the rents paid by the tenants. These rents are normally collected net of 

ownership costs, such as those related to the upkeep of the building, according to a 

fixed schedule from the businesses that lease the property from the investors who act 

as landlords. Although practices vary from country to country, the rental agreement 

will be reviewed regularly and may be reset. In some countries, rents are subjected to 

“upward only” restrictions, which means that existing tenants will not see their rents 

fall, only potentially rise. Rents may also be indexed so that they rise in line with a 

pre- specified index of (usually) consumer prices.

To a large extent then, the rental income can be viewed as being analogous to the 

coupon income derived from a bond. Because a well- diversified portfolio of commercial 

property could be expected to generate a stream of rental income for investors, they 

might view such a portfolio as being similar to a well- diversified portfolio of bonds. 

The credit quality of a commercial property portfolio will be determined by the credit 

quality of the underlying tenants, in much the same way that the credit quality of a 

bond portfolio will be determined by the credit ratings of the bond issuers of the 

constituent bonds. Generally speaking, the lower the credit quality of the tenants, 

the less likely they will be to pay their rent on time or at all.

7.1.1 The Equity Component of an Investment in Commercial Real Estate

Investors in commercial real estate will receive regular cash flows derived from the 

rents paid by tenants, but there is another important element to property investment 

that is less bond- like. When a bond matures, the investor generally receives the face 

value of the bond along with the final coupon. But when the lease on a property expires, 

the investors (acting as landlords) will take back possession of the property and will 

have to decide whether to re- rent it to another tenant, to sell it to another investor, 

or to redevelop it for a future sale. The determining factor is likely to be the value of 

the property at the time. Its value may have risen dramatically over time, or it might 

now be worth much less. The value of the property will arguably be determined by 

two key factors: the property’s location and the state of the underlying economy. If, 

during the time of the lease, the area in which the property is situated has become more 

popular, then the property might be sold at a profit, or it might be worth redeveloping 

the property. Equally, if the lease expires when general economic activity is high, and 

thus there is strong demand for property, then the sale or redevelopment option might 

be worth pursuing. But if, when the lease expires, the location is deemed to be less 

desirable or the economy is weak, then redevelopment may not be an option, future 

rents may have to be lower on the property, and investors may come to the view that 

the property should be sold, even at a loss.

The potential for profit or loss, and the uncertainty related to this profit from 

redevelopment, adds an equity- like dimension to investment in commercial real 

estate. In other words, it adds either a positive increment to cash flow or a negative 

one. To this extent, some investors like to think about the cash flow derived from a 

commercial real estate portfolio as being part bond, part equity.

7
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7.1.2 Illiquidity and Investment in Commercial Real Estate

There is a third aspect to investing in commercial real estate that is also crucial: its 

illiquidity. Anyone who has sold a home will know that it usually takes a great deal of 

time and effort to put the property up for sale, to find a buyer, and finally (if a buyer can 

be found), to finalize the deal. For similar reasons, it can take months, and sometimes 

years, to exit from a commercial property investment, and the high transactions costs 

often discourage investors further from liquidating holdings. By contrast, it is rela-

tively easy in normal market conditions to transform a holding in developed- economy 

government bonds, investment- grade corporate debt, or publicly traded equities into 

cash. Generally speaking, most of the asset classes that we have considered so far in 

this reading are liquid relative to an investment in commercial property.

7.2 The Pricing Formula for Commercial Real Estate

Commercial real estate is a “special” asset class, it can be viewed as being part equity, 

part bond and it is usually very illiquid. However, with some minor adaptions of the 

generic pricing formula in Equation 1, we can still capture all of the salient features 

of the price of commercial real estate as follows:
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The pricing formula shown in Equation 17 acknowledges that the expected cash 

flow from an investment in commercial real estate, E CFt t s
i
+
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, will be uncertain 

because tenants may default on the rental agreement. The quality of this rental income 

will depend on the quality of the tenants, just as the reliability or quality of the coupons 

from a corporate bond will be dependent on the credit standing of the corporate bond 

issuer. Furthermore, the property’s value in the future cannot be known with 

certainty.

But what should the discount rate look like? To understand the construction of 

the discount rate in Equation 17, consider the following tenants and associated rental/

leasing agreements:

1 a developed economy government tenant that agrees to pay rental income that 

is indexed to inflation, (1 + lt,s);

2 a developed economy government tenant that agrees to pay fixed nominal 

rental income, (1 + lt,s + θt,s + πt,s);

3 a corporate tenant that agrees to pay a fixed nominal rental income, (1 + lt,s + 

θt,s + πt,s + t s
i
, ).

In each case the expressions in parentheses represent the composition of the discount 

rate that would be applied to the cash flows of bonds issued by these entities: (1) is 

analogous to the purchase of a real default- free government bond; (2) is analogous to 

the purchase of a nominal default- free government bond; and (3) is analogous to the 

purchase of a credit risky nominal bond. In each case, though, we need to add a risk 

premium to take into account the uncertainty relating to the value of the property at 

the end of the lease. This premium is analogous to the equity risk premium, t s
i
, .

Finally, we have to take into account the illiquidity of a commercial property 

investment. Because investors cannot easily convert their property investments into 

cash, there exists the possibility that they will not be able to liquidate their investment 

in bad economic times. In other words, other things being equal, illiquidity acts to 

(17)
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reduce an asset class’s usefulness as a hedge against bad consumption outcomes. 

Because of this, investors will demand a liquidity risk premium, which we have 

expressed as t s
i
,  in Equation 17.

The discount rates that investors would apply to an investment in commercial 

property in each of the three instances previously listed are, therefore,

1 1 + + +lt s t s
i

t s
i

, , ,κ φ ;

2 1 + + + + +lt s t s t s
i

t s
i

t s
i

, , , , ,θ π κ φ ; and

3 1 + + + + + +lt s t s t s
i

t s
i

t s
i

t s
i

, , , , , ,θ π γ κ φ  

The relative sizes of the components listed will vary depending on the length of 

the lease, the quality of the tenant, and the location of the property.

EXAMPLE 19  

A Real Estate Investment Decision

An analyst estimates that the real risk- free rate is 1.25%, average inflation over 

the next year will be 2.5%, and the premium required by investors for inflation 

uncertainty is 0.50%. He also observes that the yield on a 10- year senior unse-

cured bond issued by Supermarket plc is 5.75%. From these figures, he deduces 

that the credit spread on Supermarket plc’s 10- year debt is 1.50%.

The same analyst is asked to review for a client (an investor) the opportunity 

to buy a site currently occupied by Supermarket plc. Once the investor pur-

chases the property, Supermarket plc will lease it back and pay $500,000 annual 

rent in arrears31 to the investor. Like the Supermarket bond, the lease on the 

property has 10 full years to expire. At the end of this period, the property and 

land will revert to the investor, and the analyst estimates that the resale value 

of the property after 10 years will be $10 million, net of all transactions costs.

The investor tells the analyst that it normally expects to receive a risk 

premium of 0.50% on any cash flow from a commercial property investment 

to compensate it for the uncertainty of the final value of the property and the 

uncertainty relating to the receipt of rental income, plus a liquidity premium of 

1.0% on these cash flows. The investor’s required return on the property is thus 

7.25% (= 5.75% + 0.5% + 1.0%). If the purchase price of this piece of commercial 

property is $8.2 million, should the analyst recommend the purchase to the client?

Discount Rate: 7.25%

Payment Due (years) Cash Flow Present Value

1 $500,000 $466,200

2 500,000 434,686

3 500,000 405,301

4 500,000 377,903

5 500,000 352,357

6 500,000 328,538

7 500,000 306,330

8 500,000 285,622

31 “Rent in arrears” in this case means that the first annual rental payment is due in 12 months, covering 

the first year’s tenancy, and the second in 24 months, and so on.
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Discount Rate: 7.25%

Payment Due (years) Cash Flow Present Value

9 500,000 266,314

10 10,500,000 5,214,543

Implied property value $8,437,796

The cash flows in the table, along with their associated present values, 

demonstrate that at a discount rate of 7.25%, the property would be priced at 

$8,437,796. Any asking price above this value would imply a return of less than 

the investor’s hurdle rate of 7.25%, whereas any price below this price implies a 

return above this hurdle rate. On the basis of this information then, the analyst 

should recommend that the client goes ahead with the investment.

7.3 Commercial Real Estate and the Business Cycle

The nature of the cash flows from commercial property and the complex structure of the 

discount rate will all be influenced by the evolution of the underlying economy. Panel 

A of Exhibit 30 shows the annual growth rate of UK commercial property income over 

a 30- year period. It is remarkably stable over this period, averaging 6.5% per year; in 

other words, UK commercial property rental income has grown by approximately 6.5% 

annually in nominal terms (or 2.5% in real terms) over the last 30 years. The stability 

of this income stream, across a number of business cycles, suggests that investors 

might calculate its present value using a very low discount rate. But as well as show-

ing the annual change in rent from a portfolio of UK commercial property, Panel A 

also shows the annual percentage change in the capital value of the UK’s commercial 

property market. Whereas rental income appears to have been relatively stable (in 

nominal terms) and almost immune to the business cycle, commercial property capital 

values are much more sensitive to the economic cycle. Between 1990 and 1992, as the 

UK economy experienced a deep recession, UK commercial property prices fell by a 

cumulative 30%. Over the course of the UK’s 1990s recession, the capital value of the 

UK’s property market fell by 26%. In Panel B of the exhibit, we present the capital 

value changes in a number of markets across the world between 2008 and 2009. It is 

clear that the global recession had a significant impact on commercial property prices. 

For example, in Ireland, one of the developed economies arguably worst hit by the 

crisis, commercial property prices fell by 55.5%.
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Exhibit 30   Commercial Property

A. UK Commercial Property Returns
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Source: Based on data from Investment Property Databank (www.ipd.com).

Taken together, the two panels in Exhibit 30 show that even though nominal rental 

income might be relatively stable, the capital values of commercial property are highly 

sensitive to the economic environment. A recession will generally cause these values 

to fall whereas more robust economic conditions will tend to cause commercial prop-

erty prices to rise, often dramatically. For example, the combination of a recovering 
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and then strong global economy between 2003 and 2006 caused world commercial 

property prices to rise by nearly 20%. Over the same period they rose by 41% in the 

United Kingdom and by a staggering 51% in Ireland.32

The pro- cyclical nature of commercial property prices means that investors will 

generally demand a relatively high risk premium in return for investing in this asset 

class. The reason is because commercial property does not appear to be a very good 

hedge against bad economic outcomes. In fact, the sharp falls in capital values in reces-

sionary periods resemble the sort of falls that investors in equity experience, although 

these occurrences are more frequent with equity investment. Arguably then, the sort of 

risk premium that investors will demand from their commercial property investments 

will be closer to that demanded on equities than on default- free government bonds.

Finally, although it is difficult to derive a value for the property risk premium, it 

is likely to vary over time with economic conditions and to be relatively highly and 

positively correlated with the risk premiums on corporate bonds and equities.

EXAMPLE 20  

Valuation and the Business Cycle

Describe how real estate valuation is distinguished from valuation of public 

equities.

Solution to 1:

Real estate does not trade in public markets.33 Compared with the valuation of 

public equities, the valuation of real estate should reflect a discount for relative 

lack of liquidity.

SUMMARY

In this reading, we have sought to explain the fundamental connection between the 

prices of financial assets and the underlying economy. The connection should be strong 

because ultimately all financial assets represent a claim on the real economy. Because 

all financial assets offer a means of deferring consumption, to make the connection 

tangible we have explored the relationship between these asset prices and the con-

sumption and savings decisions of economic agents.

 ■ At any point in time, the market value of any financial security is simply the 

sum of discounted values of the cash flows that the security is expected to 

produce. The timing and magnitude of these expected cash flows will thus be an 

integral part of the security’s market value. So also will the discount rate applied 

to these expected cash flows, which is the sum of a real default- free interest 

rate, expected inflation, and possibly, several risk premiums. Each of these ele-

ments will be influenced by the business cycle. It is through these components 

that the real economy exerts its influences on the market value of financial 

instruments.

32 Data are from Investment Property Databank.

33 Although real estate investment trusts (REITs) do trade in public markets.
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 ■ The average level of real short- term interest rates is positively related to the 

trend rate of growth of the underlying economy and also to the volatility of 

economic growth in the economy. Other things being equal, these relationships 

means that we should expect to find that the average level of real short- term 

interest rates is higher in an economy with high and volatile growth, and lower 

in an economy with lower, more stable growth.

 ■ On average, over time, according to the Taylor rule, a central bank’s policy rate 

should comprise the sum of an economy’s trend growth plus inflation expec-

tations, which might, in turn, be anchored to an explicit inflation target. This 

policy rate level is referred to as the neutral rate. Other things being equal, 

when inflation is above (below) the targeted level, the policy rate should be 

above (below) the neutral rate; and when the output gap is positive (negative), 

the policy rate should also be above (below) the neutral rate. The policy rate can 

thus vary over time with inflation expectations and the economy’s output gap.

 ■ Short- term nominal rates will be closely related to a central bank’s policy rate 

of interest and will comprise the real interest rate that is required to balance the 

requirements of savers and investors plus investors’ expectations of inflation 

over the relevant borrowing or lending period. Short- term nominal interest 

rates will be positively related to short- term real interest rates and to inflation 

expectations.

 ■ If bond investors were risk neutral, then the term structure of interest rates 

would be determined by short- term interest rate expectations. But bond 

investors are risk averse, which means that they will normally demand a risk 

premium for investing in even default- free government bonds. This risk pre-

mium will generally rise with the maturity of these bonds because longer- dated 

government bonds tend to be less negatively correlated with consumption, and 

therefore, represent a less useful consumption hedge for investors. Overall, the 

shape of the curve will be determined by a combination of short- term interest 

rates and inflation expectations as well as risk premiums. In turn, these factors 

will be influenced by the business cycle and policymakers.

 ■ The yield differential between default- free conventional government bonds 

and index- linked equivalents will be driven by inflation expectations and a risk 

premium. The risk premium will be largely influenced by investors’ uncertainty 

about future inflation.

 ■ The difference between the yield on a corporate bond and that on a government 

bond with the same currency denomination and maturity is referred to as the 

measured credit spread. It is conceptually akin (but not equal) to the risk pre-

mium demanded by investors in compensation for the additional credit risk that 

they bear compared with that embodied in the default- free government bond. It 

tends to rise in times of economic weakness, as the probability of default rises, 

and tends to narrow in times of robust economic growth, when defaults are less 

common.

 ■ The uncertainty about and time variation in future equity cash flows (dividends) 

is a distinct feature of equity investment as opposed to corporate bond invest-

ment. This feature also explains why we would expect the equity premium to be 

larger than the credit premium. In times of economic weakness or stress, the 

uncertainty about future dividends will tend to be higher and we should thus 

expect the equity risk premium to rise in such an economic environment.

 ■ Given the uncertain nature of the cash flows generated by equities, investors 

will demand an equity risk premium because the consumption hedging prop-

erties of equities are poor. In other words, equities tend not to pay off in bad 

times. Because in the event of company failure an equity holder will lose all of 
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his or her investment whereas an investor in the company’s bonds may recover 

a significant portion of their investment, it would be reasonable to assume that 

a risk averse investor would demand a higher premium on an equity holding 

than on a corporate bond holding. The two premiums will tend to be positively 

correlated over time, and will tend to be influenced by the business cycle in 

similar ways.

 ■ Some companies make products or provide services that are relatively insensi-

tive to general economic conditions. By contrast, other companies will produce 

goods or provide services that are extremely sensitive to the business cycle. The 

earnings of the former will tend to be less volatile than those of the latter. As 

such, when corporate bond and equity investors are expecting economic condi-

tions to deteriorate, they may sell the equities and bonds issued by economically 

sensitive companies in favor of those financial securities issued by companies 

whose earnings are less sensitive to economic conditions.

 ■ Small stocks tend to underperform large stocks in difficult economic condi-

tions. The reason is that, almost by definition, small- stock companies tend 

to have less- diversified earnings streams and have more difficulty in raising 

financing, particularly during recessions. They will thus be less able to weather 

economic storms. If this is true, then other things being equal, one might 

expect investors to demand a higher equity premium on small stocks relative to 

large stocks. One might also expect this premium to rise in recessions and to 

fall when the underlying economy is strong.

 ■ The P/E tends to rise during periods of economic expansion and to fall during 

recessions. A “high” P/E could be the result of a number of factors, including 

the following: falling real interest rates, a fall in the equity risk premium, an 

increase in the expectation of future real earnings growth, an expectation of 

lower operating and/or financial risk, or a combination of all of these factors. 

All of these components will be influenced by the business cycle.

 ■ The market value of an investment in commercial property can be derived in 

much the same way as the market value of an investment in equity. The cash 

flows come in the form of rent, which can be enhanced with additional redevel-

opment values as leases on properties expire. These cash flows are uncertain, 

and the uncertainty surrounding them will tend to rise when the economy turns 

down. We might thus expect the risk premium demanded on commercial prop-

erty investments to rise in these times.

 ■ The pro- cyclical nature of commercial property prices means that investors will 

generally demand a relatively high risk premium in return for investing in this 

asset class. The reason is because commercial property is not a very good hedge 

against bad economic outcomes. In addition, the illiquid nature of property 

investment means that investors may also demand a liquidity premium for 

investing in this asset class.
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PRACTICE PROBLEMS

1 All else equal, which of the following would most likely explain the fall in price 

of a particular company’s shares?

A The expected inflation rate falls.

B The company’s future cash flows are expected to increase.

C The yield to maturity on real default- free investments rises.

2 The prices of one- period, real default- free government bonds are likely to be 

most sensitive to changes in:

A investors’ inflation expectations.

B the expected volatility of economic growth.

C the covariance between investors’ inter- temporal rates of substitution and 

the expected future prices of the bonds.

3 The covariance between a risk- averse investor’s inter- temporal rate of substitu-

tion and the expected future price of a risky asset is typically:

A negative.

B zero.

C positive.

4 Default- free real interest rates tend to be relatively high in countries with high 

expected economic growth because investors:

A increase current borrowing.

B have high inter- temporal rates of substitution.

C have high uncertainty about levels of future consumption.

5 Positive output gaps are usually associated with:

A deflation.

B high unemployment.

C economic growth beyond sustainable capacity.

6 All else equal, an investor expects future inflation to increase, but the uncer-

tainty of future inflation to fall. For such an investor the break- even inflation 

rate:

A is uncertain.

B is expected to fall.

C is expected to rise.

7 The difference between the yield on a zero- coupon, default- free nominal bond 

and the yield on a zero- coupon, default- free real bond of the same maturity 

reflects:

A investors’ expectations about future inflation only.

B a premium for the uncertainty of future inflation only.

C both, investors’ expectations about future inflation and a premium for the 

uncertainty of future inflation.

8 One interpretation of an upward sloping yield curve is that the returns to short- 

dated bonds are:

A uncorrelated with bad times.
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B more positively correlated with bad times than are returns to long- dated 

bonds.

C more negatively correlated with bad times than are returns to long- dated 

bonds.

9 An analyst, who measures yield as a combination of interest rates and premi-

ums, observes an upward- sloping, default- free government bond nominal yield 

curve. Which of the following statements is correct?

A Interest rates must be expected to rise in the future.

B Bond risk premiums must be expected to rise in the future.

C Expectations relating to the future direction of interest rates are 

indeterminate.

10 During a recession, the slope of the yield curve for default- free government 

bonds is most likely to:

A flatten.

B steepen.

C become inverted.

11 A corporate bond has a remaining maturity of 1 year, has a face value of 

EUR100, and is currently priced at EUR90.90. The real risk- free rate is 3.25%. 

Inflation is expected to be 2.0% next year, and the premium required by inves-

tors for inflation uncertainty is 0.25%.

 The implied credit risk premium embedded in the bond’s price is best described 

as:

A equal to (100/90.90) – 1 = 10%.

B 10% reduced by the real risk- free rate and expected inflation.

C 10% reduced by the real risk- free rate, expected inflation, and the premium 

for inflation uncertainty.

12 A decrease in the prices of AAA- rated corporate bonds during a recession 

would most likely be the result of:

A expectations of higher inflation.

B increases in credit risk premiums.

C increases in short- term, default- free interest rates.

13 During an economic period where spreads between corporate and government 

bonds are narrowing, and spreads between higher and lower rated corporate 

bond categories are also narrowing, it can be expected that:

A government bonds will outperform corporate bonds.

B lower rated corporate bonds will outperform higher rated corporate bonds.

C higher rated corporate bonds will outperform lower rated corporate bonds.

14 The sensitivity of a corporate bond’s spread to changes in the business cycle is 

most likely to be:

A uncorrelated with the level of cyclicality in the company’s business.

B positively correlated with the level of cyclicality in the company’s business.

C negatively correlated with the level of cyclicality of the company’s business.

15 The category of bonds whose spreads can be expected to widen the most during 

an economic downturn are bonds from the:

A cyclical sector with low credit ratings.

B cyclical sector with high credit ratings.

C non- cyclical sector with low credit ratings.
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16 When assessing investment opportunities in equities, investors should:

A assign higher equity risk premiums to non- cyclical companies, relative to 

cyclical companies.

B forecast lower volatility in the growth rate of earnings for cyclical compa-

nies, relative to non- cyclical companies.

C forecast higher growth rates in earnings for cyclical companies coming out 

of a recession, relative to non- cyclical companies.

17 Risk- averse investors demanding a large equity risk premium are most likely 

expecting their future consumption outcomes and equity returns to be:

A uncorrelated.

B positively correlated.

C negatively correlated.

18 Which of the following financial assets is likely to offer the most effective hedge 

against bad consumption outcomes?

A Equities.

B Short- dated, default- free government bonds.

C Long- dated, default- free government bonds.

19 Other things equal, equilibrium price- to- earnings (P/E) ratios will most likely 

decrease if:

A real interest rates decrease.

B inflation is expected to increase.

C there is less uncertainty about future inflation.

20 Which of the following statements relating to commercial real estate is correct?

A Rental income from commercial real estate is generally unstable across busi-

ness cycles.

B Commercial real estate investments generally offer a good hedge against bad 

consumption outcomes.

C The key difference in the discount rates applied to the cash flows of equity 

investments and commercial real estate investments relate to liquidity.

21 With regard to the credit risk of the sovereign debt issued by country govern-

ments, which of the following statements is correct? The credit risk premium 

on such debt is:

A zero because governments can print money to settle their debt.

B negligibly small because no country has defaulted on sovereign debt.

C a non- zero and positive quantity which varies depending on a country’s 

creditworthiness.

The following information relates to Questions 

22–28

Julie Carlisle is a financial planner at a large wealth management firm. One of her 

clients, Esteban Blake, just received a sizable inheritance. He invests a portion of the 

inheritance in an annuity that will immediately increase his income by a substantial 

amount. He enlists Carlisle’s help to invest the remaining amount of the inheritance.
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Blake informs Carlisle he would like some short- term bonds in his portfolio. 

Carlisle proposes purchasing a one- year domestic government zero- coupon bond. It 

has a face value of $100 and is currently priced at $96.37. Carlisle estimates the one- 

year real risk- free rate at 1.15% and expects inflation over the next year to be 2.25%. 

In an effort to provide Blake with some exposure to international markets, Carlisle 

proposes three countries to look for investment opportunities. Selected data on the 

three countries are presented in Exhibit 1.

Exhibit 1   Selected Macroeconomic Data

Nominal 

GDP 

Growth

Inflation 

Rate

Volatility 

of Real 

GDP 

Growth

Yield Curve 

Shape

Trailing 12- 

Month Equity 

Index P/E

Country #1 6.5% 4.0% Low Flat 16.5

Country #2 5.0% 2.5% High Upward 

slope

17.3

Country #3 3.5% 2.0% Low Flat 18.2

In her analysis, Carlisle observes that the spread between the three- year default- 

free nominal bond and the default- free real zero- coupon bond in Country #3 is 2.0%.

Blake expresses concern that stocks may be currently overvalued in Country #3 

given the country’s 20- year historical equity index P/E of 16.0. Carlisle comments:

I think the equilibrium P/E in Country #3 has increased because of changes 

in market conditions.

Carlisle predicts that Country #3 will slip into a recession next quarter. She thinks 

it will be short- lived, lasting only 12 months or so, and considers the impact of such 

a recession on the performance of the country’s stocks and bonds. 

Exhibit 2   Three- Year Corporate Bonds from Country #3

Corporate Bond Moody’s Investors Service Rating Spread*

Bond A Aaa 1.4%

Bond B Baa1 3.2%

Bond C B3 5.3%

* Spread versus three- year sovereign bond

22 Holding all else constant, the change in Blake’s income will most likely result in:

A an increase in his marginal utility of consumption. 

B an increase in his intertemporal rate of substitution.

C a decrease in his required risk premium for investing in risky assets. 

23 The implied premium for inflation uncertainty for the one- year government 

zero- coupon bond proposed by Carlisle is closest to:

A 0.23%. 

B 0.37%. 

C 1.10%. 
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24 Based on the data in Exhibit 1, current real short- term interest rates would most 

likely be highest in:

A Country #1.

B Country #2.

C Country #3.

25 The recent change in Country #3’s breakeven inflation rate suggests that the 

expected rate of inflation over the next three years is:

A less than 2.0%. 

B equal to 2.0%. 

C greater than 2.0%.

26 Which of the following changes in market conditions best supports Carlisle’s 

comment regarding the equilibrium P/E for Country #3?

A An increase in the equity risk premium

B A decrease in uncertainty about future inflation

C A decrease in expectation of future real earnings growth

27 If Carlisle’s prediction about the economy of Country #3 is realized, the yield 

curve in Country #3 will most likely: 

A remain flat. 

B become upward sloping.

C become downward sloping.

28 Based on Exhibit 2, if Carlisle’s prediction for Country #3 is realized, then over 

the next 12 months:

A Bond A would be expected to outperform Bond C.

B Bond B would be expected to outperform Bond A. 

C Bond C would be expected to outperform Bond B.
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SOLUTIONS

1 C is correct. According to the fundamental pricing equation, the market value 

of an asset is affected by economic factors that affect the asset’s expected future 

cash flows, default- free interest rates, expected inflation rates or the asset’s 

risk premium. From Equation 1 in Section 2.1, expected cash flows are in the 

numerator, while expected inflation and the real risk- free rate are in the denom-

inator. Consequently, a rise in the real risk- free rate (the yield to maturity on a 

default- free instrument) will lead to a fall in the price of a risky asset like stock 

by increasing the rate at which its cash flows are discounted.

2 B is correct. Only changes in default- free real interest rates will affect the price 

of real, default- free bonds. The average level of default- free real interest rates 

is positively related to the volatility of economic growth in the economy; thus, 

changes in the expected volatility of economic growth would likely lead to 

changes in real default- free real interest rates, which in turn would affect the 

prices of real, default- free government bonds.

3 A is correct. For risk- averse investors, when the expected future price of the 

investment is high (low), the marginal utility of future consumption relative to 

that of current consumption is low (high). Hence, the covariance of the inter- 

temporal rate of substitution with asset price is expected to be negative for risk- 

averse investors.

4 A is correct. The average level of default- free real interest rates is positively 

related to the expected rate of growth of the underlying economy and also 

to the volatility of economic growth in the economy. During periods of high 

expected economic growth, investors are less worried about the future and 

their consumption abilities in the future—that is, their inter- temporal rate of 

substitution is low, so they borrow more today and save less. Other things being 

equal, this means that the average level of default- free real interest rates (the 

reciprocal of the rate of substitution, see Equation 4) should be higher in an 

economy with high growth, and lower in an economy with lower, more stable 

growth.

5 C is correct. An economy operating with a positive output gap—that is, where 

the level of actual GDP exceeds potential GDP—is producing beyond its sus-

tainable capacity. Positive output gaps are usually associated with high and/or 

rising inflation, while high levels of unemployment usually accompany negative 

output gaps.

6 A is correct. The break- even inflation rate is the difference between the yield on 

a zero- coupon, default- free nominal bond and on a zero- coupon default- free, 

real bond of the same maturity. The rate incorporates changing expectations 

about inflation and changing perceptions about the uncertainty of the future 

inflation environment. Consequently, if inflation is expected to rise, while the 

uncertainty about future inflation falls, (in Equation 10, θt,s rises, but πt,s falls) it 

is unclear in which direction break- even inflation rates will move.

7 C is correct. The difference between the yield on a zero- coupon, default- free 

nominal bond and the yield on a zero- coupon, default- free real bond of the 

same maturity is known as the break- even inflation rate. This break- even infla-

tion rate will incorporate the inflation expectations of investors over the invest-

ment horizon of the two bonds, plus a risk premium to compensate investors 

for uncertainty about future inflation. Break- even inflation rates are not simply 
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the markets’ best estimate of future inflation over the relevant investment hori-

zon, as break- even inflation rates also include a risk premium to compensate 

investors for their uncertainty about future inflation.

8 C is correct. One interpretation of an upward sloping yield curve is that returns 

to short- dated bonds are more negatively correlated with bad times than are 

returns to long- dated bonds. This interpretation is based on the notion that 

investors are willing to pay a premium and accept a lower return for short- dated 

bonds if they believe that long- dated bonds are not a good hedge against eco-

nomic “bad times”.

9 C is correct. An upward sloping yield curve may be caused by a combination 

of expected rate increases and positive bond risk premiums. It may also be a 

combination of expectations that interest rates will be unchanged in the future 

coupled with positive bond risk premiums. Lastly, an upward sloping yield 

curve may actually be a reflection of expected rate cuts that are more than off-

set by the existence of positive bond risk premiums. So, expectations relating to 

the future direction of interest rates are indeterminate.

10 B is correct. During a recession, short rates are often lower because central 

banks tend to lower their policy rate in these times because the output gap is 

likely to be negative. However, the impact of such monetary policy on longer- 

term rates will not be as strong, so long rates may not fall by as much as short 

rates. The central bank will usually be expected to bring short term rates back 

to normal as the recession recedes and the risk free rates will increase as eco-

nomic growth recovers. Thus, the slope of the yield curve will typically steepen 

during a recession.

11 C is correct. The implied credit risk premium embedded in the bond’s price is 

the yield (10%) less the default risk- free nominal interest rate, which includes a 

premium for inflation uncertainty. See Example 15. The credit risk premium can 

be calculated as 4.51% in this case:
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12 B is correct. During recessions, the risk premium that investors demand on 

financial assets, particularly those that are not default- free, such as corporate 

bonds, may rise because investors in general may be less willing and able to 

take on heightened default risk during such periods. Specifically, the credit risk 

premium demanded by investors tends to rise in times of economic weakness, 

when the probability of a corporate default and bankruptcy is highest.

13 B is correct. When spreads are narrowing, investors seem to be less discerning 

between issues with weak versus strong credit, and the rate of improvement will 

tend to be greater for those bonds issued by entities with a relatively weaker 

ability to pay. Thus, during times when corporate bond spreads are narrowing 

relative to government bonds, and the spreads between higher and lower rated 

bond categories also narrowing, corporate bonds will generally outperform 

government bonds, and lower rated corporate bonds will tend to outperform 

higher rated corporate bonds.

14 B is correct. The sensitivity of a corporate bond’s spread to changes in the 

business cycle and the level of cyclicality tend to be positively correlated. The 

greater the level of cyclicality, the greater the sensitivity of the bond’s spread to 

changes in the business cycle.
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15 A is correct. During an economic downturn, the spreads of corporate bonds 

can be expected to widen, as the risk premium that investors demand on risky 

financial assets will increase. When spreads widen, the spreads on bonds issued 

by corporations with a low credit rating and that are part of the cyclical sector 

will tend to widen most.

16 C is correct. During recessions, cyclical companies are likely to experience 

sharp declines in earnings, more so than non- cyclical companies. In contrast, 

while coming out of a recession, cyclical companies are likely to generate higher 

earnings growth relative to non- cyclical companies.

17 B is correct. If investors demand high equity risk premiums, they are likely 

expecting their future consumption and equity returns to be positively cor-

related. The positive correlation indicates that equities will exhibit poor hedging 

properties, as equity returns will be high (e.g., pay off) during “good times” and 

will be low (e.g., not pay off) during “bad times”. In other words, the covari-

ance between risk- averse investors’ inter- temporal rates of substitution and the 

expected future prices of equities is highly negative, resulting in a positive and 

large equity risk premium. This is the case because, in good times, when equity 

returns are high, the marginal value of consumption is low. Similarly, in bad 

times, when equity returns are low, the marginal value of consumption is high. 

Holding all else constant, the larger the magnitude of the negative covariance 

term, the larger the risk premium.

18 B is correct. The relative certainty about the real payoff from short- dated, 

default- free government bonds, and therefore the relative certainty about the 

amount of consumption that the investor will be able to undertake with the pay-

off, indicates that an investment in such bonds would be a good hedge against 

bad consumption outcomes.

19 B is correct. Other things being equal, an increase in inflation expectations 

would result in lower equity prices relative to current earnings. This would 

result in lower equilibrium P/E ratios.

20 C is correct. To arrive at an appropriate discount rate to be used to discount 

the cash flows from a commercial real estate investment, a liquidity premium is 

added to the discount rate applicable to equity investments. The added liquid-

ity premium provides additional compensation for the risk that the real estate 

investment may be very illiquid in bad economic times.

21 C is correct. Credit premiums have been an important component of the 

expected return on bonds issued by countries (sovereign debt). The credit pre-

mium varies from country to country depending on how creditworthy investors 

consider it to be. The fact that countries have both printed money to pay back 

debt and/or defaulted on it gives rise to non- zero credit risk premium.

22 C is correct. The additional annuity payment substantially increases Blake’s 

income and wealth, which decreases his marginal utility of consumption. As a 

result, the average loss of marginal utility from any risk taking decreases as his 

wealth increases. Thus, he requires a lower risk premium and is willing to buy 

more risky assets. 

23 B is correct. The pricing equation for a default- free nominal coupon- paying 

bond is
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 For a one- year bond, the pricing formula reduces to

P
l

t
t
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1 1 1
1
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 Thus, the implied premium for inflation uncertainty for the one- year govern-

ment zero- coupon bond is calculated as

 πt,1 = 
CFt
t

t tP
l+ − + +( )1

1 11 , ,θ  

  = 
100

96 37
1 0 0115 0 0225

.
. .− + +( )  

  = 1.0377 – 1.0340

  = 0.0037, or 0.37%

24 B is correct. Real short- term interest rates are positively related to both real 

GDP growth and the volatility of real GDP growth. Country #1 and Country 

#2 have the highest real GDP growth, as estimated by the difference between 

nominal GDP growth and average inflation (6.5% – 4.0% = 2.5% and 5.0% – 

2.5% = 2.5%, respectively), while Country #3 has the lowest real GDP growth 

(3.5% – 2.0% = 1.5%). Looking at the volatility of real GDP growth, Country #2 

has high real GDP growth volatility, whereas Country #1 and Country #3 have 

low real GDP growth volatility. Therefore, Country #2 would most likely have 

the highest real short- term interest rates. 

25 A is correct. The difference, or spread, between the yields on the country’s 

three- year default- free nominal and on the default- free real zero- coupon bonds 

is 2.0%. This spread is known as the breakeven rate of inflation (BEI), which is 

composed of the expected rate of inflation plus a risk premium for the uncer-

tainty of future inflation. Because this risk premium component is most likely 

positive, because investors are unlikely to be very confident in their ability to 

predict inflation accurately, the expected rate of inflation component would be 

less than 2.0%. 

26 B is correct. Stock prices are a function of expected cash flows discounted 

by inflation expectations, the uncertainty of future inflation, and the equity 

risk premium, among other factors. Holding all else equal, a decline in the 

uncertainty of future inflation would result in lower discount rates and higher 

valuations. This result would support a higher equilibrium P/E, thus justifying 

Country #3’s current trailing P/E being higher than its historical average. 

27 B is correct. The yield curve in Country #3 is currently flat (Exhibit 1), and 

Carlisle predicts a recession. During a recession, short- term rates tend to be 

lower because central banks tend to lower their policy rate in these times. 

However, the impact of monetary policy on longer- term rates will not be as 

strong because the central bank will usually be expected to bring short- term 

rates back to normal as the recession recedes. Thus, the slope of the yield curve 

will likely become upward sloping during the recession. 

28 A is correct. If Country #3 experiences a recession over the next 12 months, the 

credit spreads for corporate bonds would be expected to widen as investors sell 

the low- quality debt of issuers with high default risk and trade up to the higher- 

quality debt of issuers with low default risk. The issuers with a good credit 

rating (like Aaa rated Bond A) tend to outperform those with lower ratings (like 

B3 rated Bond C) as the spread between low and higher quality issuers widens. 

As a result, Bond A would be expected to outperform Bond C over the next 12 

months. 
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. describe how value added by active management is measured;

b. calculate and interpret the information ratio (ex post and ex ante) 

and contrast it to the Sharpe ratio;

c. state and interpret the fundamental law of active portfolio 

management including its component terms—transfer coefficient, 

information coefficient, breadth, and active risk (aggressiveness);

d. explain how the information ratio may be useful in investment 

manager selection and choosing the level of active portfolio risk;

e. compare active management strategies (including market timing 

and security selection) and evaluate strategy changes in terms of 

the fundamental law of active management;

f. describe the practical strengths and limitations of the 

fundamental law of active management.

INTRODUCTION

The Markowitz (1952) framework of what was originally called modern portfolio theory 

(MPT) has now become the prominent paradigm for communicating and applying 

principles of risk and return in portfolio management. Much of the mathematics and 

terminology of mean–variance portfolio theory was subsequently combined with the 

notion of informational efficiency by Sharpe (1964) and other financial economists 

to develop equilibrium models, such as the traditional capital asset pricing model. 

Separately, the tools of MPT were applied by Treynor and Black (1973) to guide inves-

tors in their selection of securities when prices differ from their equilibrium values. 

1

R E A D I N G
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The application of portfolio theory to active management was further developed by 

Grinold (1989) in “The Fundamental Law of Active Management” and by Black and 

Litterman (1992).

This reading summarizes the principles of active portfolio management using the 

terminology and mathematics of the fundamental law introduced by Grinold (1989) 

and further developed by Clarke, de Silva, and Thorley (2002). Active management 

theory deals with how an investor should construct a portfolio given an assumed 

competitive advantage or skill in predicting returns. Thus, active management relies on 

the assumption that financial markets are not perfectly efficient. In addition, although 

investors might ultimately care about total risk and return, when asset management 

is delegated to professional investors in institutional settings (e.g., pension funds) the 

appropriate perspective is risk and return relative to a benchmark portfolio. In addi-

tion to the principal–agent problem in delegated asset management, the availability 

of passively managed portfolios requires a focus on value added above and beyond 

the alternative of a low- cost index fund.

This reading assumes an understanding of basic portfolio theory, including the 

mathematics of expected values, variances, and correlation coefficients, as well as 

some familiarity with the related disciplines of mean–variance optimization and 

multi- factor risk models. Section 2 of this reading introduces the mathematics of 

value added through active portfolio management, including the concepts of active 

weights, relative returns, and performance attribution systems. Section 3 compares 

the well- known Sharpe ratio for measuring the total risk- adjusted value added with 

the information ratio for measuring relative risk- adjusted value added. Section 3 also 

makes a distinction between ex ante, or expected, risk and return versus ex post, or 

realized, risk and return and explains that the information ratio is the best criterion for 

evaluating active investors. Section 4 introduces the fundamental law that describes 

how relative skill, breadth of application, active management aggressiveness, and the 

constraints in portfolio construction combine to affect value added. Section 5 provides 

examples of active portfolio management strategies in both the equity and fixed- income 

markets. Section 6 describes some of the practical limitations of the fundamental 

law, and Section 7 summarizes the concepts and principles discussed in this reading.

ACTIVE MANAGEMENT AND VALUE ADDED

The objective of active management is to add value in the investment process by doing 

better than a benchmark portfolio. Value added is a relative performance comparison 

to investing in the benchmark portfolio, often called passive investing. If the investor 

outperforms the benchmark portfolio, value added is positive. If the investor under-

performs the benchmark portfolio, value added is negative. Specifically, in the latter 

case, the investor would have been better off during the measurement period by simply 

holding the benchmark portfolio, particularly net of fees and expenses. Examples of 

indexes that are used as benchmark portfolios include the MSCI All Country World 

Index and the Bloomberg Barclays Global Aggregate Bond Index, which represent the 

performance of global equities and global bonds, respectively.

2.1 Choice of Benchmark

A benchmark or passive portfolio should have a number of qualities to serve as a 

relevant comparison for active management:

 ■ The benchmark is representative of the assets from which the investor will 

select.

2
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 ■ Positions in the benchmark portfolio can actually be replicated at low cost.

 ■ Benchmark weights are verifiable ex ante, and return data are timely ex post.

An available security market index is often used as the benchmark portfolio. The 

most common market indexes weight the individual assets by their market capital-

ization. Capitalization weighting has played a prominent role in the development of 

capital market theory because such indexes are generally self- rebalancing and can be 

simultaneously held by many investors. Float- adjusted market capitalization- weighted 

indexes represent an incremental improvement over non- float- adjusted indexes by 

accounting for the percentage of a security or asset that is not privately held and 

thus available to the general investing public. One important consequence of using a 

float- adjusted capitalization- weighted market index as the benchmark is that when all 

relevant assets are included in the market, the value added from active management 

becomes a zero- sum game with respect to the market. Because the market portfolio 

represents the average performance across all investors that own securities before 

costs, active investors as a group cannot outperform the market (i.e., active man-

agement is a zero- sum game). For benchmarks that have a narrower definition than 

the total market, active management would not generally be a zero- sum game with 

respect to the narrower benchmark because investors might invest in assets outside 

the benchmark.

The return on the benchmark portfolio, RB, is based on the returns to the individual 

securities and the weights of each security in the portfolio:

R w RB B i i
i

N
=

=
∑ ,

1

where Ri is the return on security i, wB,i is the benchmark weight of security i, and 

N is the number of securities. Similarly, the return on an actively managed portfolio, 

RP, is a function of the weights of the securities i held in the portfolio, wP,i, and the 

returns to the individual securities:

R w RP P i i
i

N
=

=
∑ ,

1

Of course, there might be securities in the benchmark that are not part of the 

actively managed portfolio and that would have a weight of zero by definition or 

simply be left out of the calculation in Equation 2. Similarly, an investor could include 

securities in the active portfolio that are not in the benchmark and would have a 

benchmark weight of zero in Equation 1.1

2.2 Measuring Value Added

The value added or “active return” of an actively managed portfolio is typically cal-

culated as the simple difference between the return on that portfolio and the return 

on the benchmark portfolio,

RA = RP – RB

and can thus be either positive or negative. A risk- adjusted calculation of value added, 

which we will refer to as the managed portfolio’s alpha, incorporates some estimate of 

the managed portfolio’s risk relative to the benchmark, often captured by the portfolio’s 

(1)

(2)

1 For simplicity, the same notation, N, is used in the summation in the expression for the managed port-

folio return and the benchmark return, although there may be fewer or more securities in the managed 

portfolio compared with the benchmark.
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beta, αP = RP – βPRB. Unfortunately, the term alpha in practice is also often used to 

refer to active return, which implicitly assumes that the beta of the managed portfolio 

relative to the benchmark is 1.

Equations 1 and 2 can be combined to illustrate the important principle that 

value added is ultimately driven by the differences in managed portfolio weights and 

benchmark weights: Δwi = wP,i – wB,i. These values are called the active weights of 

the managed portfolio, and the symbol Δ (Greek letter delta) is used to indicate the 

difference from the benchmark weights. Combining Equations 1 and 2 and employing 

this definition for active weights yields the conceptually important result that value 

added is the sum product of the active weights and asset returns:

R w RA i i
i

N
=

=
∑Δ
1

Given that the sum of the active weights is zero, we can also write the value added as 

the sum product of active weights and active security returns:

R w RA i Ai
i

N
=

=
∑Δ
1

where RAi = Ri – RB. Equation 3 indicates that positive value added is generated when 

securities that have returns greater than the benchmark are overweighted and secu-

rities that have returns less than the benchmark are underweighted.

Whereas many applications of value added focus on individual securities as the 

assets, we first illustrate the concept with a simple numerical example of a composite 

portfolio that has just two assets—a stock portfolio and a bond portfolio. Suppose 

the benchmark is a 60/40 weighted composite portfolio of stocks/bonds. The investor 

believes that over the next year stocks will outperform bonds, so the investor holds a 

portfolio that is weighted 70% stocks and 30% bonds. The managed portfolio is said to 

be overweight stocks by 10 percentage points and underweight bonds by 10 percentage 

points (an active weight of –10 percentage points on bonds). Assume that ex post 

(i.e., “after the fact”), the return on the stock market turned out to be 14.0% and the 

return on the bond market turned out to be just 2.0%. As a result, the return on the 

managed portfolio is 0.70(14.0) + 0.30(2.0) = 10.4% and the return on the benchmark 

is 0.60(14.0) + 0.40(2.0) = 9.2%.

From these final numbers, one could directly calculate the value added as 10.4 

– 9.2 = 1.2%. But using Equation 3, a more informative calculation of value added 

showing the contributions from each segment is RA = 0.10(14.0 – 9.2) – 0.10(2.0 – 9.2) 

= 0.5 + 0.7 = 1.2%. This breakout suggests that a 0.5% return relative to the bench-

mark was generated by being overweight stocks and a 0.7% return was generated by 

being underweight bonds, for a total of 1.2%. Of course, the actual returns might 

have been different, with the stock market return being lower than the bond market 

return, resulting in negative value added in the managed portfolio. For example, if 

the stock market had a return of –14.0% instead of +14.0%, then the value added 

from this single overweight/underweight decision would have been RA = 0.10(–14.0) 

– 0.10(2.0) = –1.6%.

(3)
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EXAMPLE 1  

Value Added and Country Equity Markets

Consider the MSCI EAFE Index as the benchmark for an actively managed 

portfolio that includes allocations to individual countries, as given in the exhibit 

below. The portfolio (both benchmark and managed) weights are for the begin-

ning of 2013. The portfolio manager actively manages country allocations, but 

does not engage in security selection.

Country

Benchmark 

Weight

Portfolio 

Weight 2013 Return

United Kingdom 22% 16% 20.7%

Japan 21% 14% 27.3%

France 10% 8% 27.7%

Germany 9% 24% 32.4%

Other Countries 38% 38% 18.8%

Source: Data from MSCI.

1 Which countries have the largest overweight and largest underweight in 

the managed portfolio compared with the benchmark portfolio? What are 

the active weights for these two countries?

2 Using active weights and total returns, what was the value added of the 

managed portfolio over the benchmark portfolio in the calendar year 

2013?

Solution to 1:

Germany has the largest overweight at 24 – 9 = +15%, and Japan has the largest 

underweight at 14 – 21 = –7%.

Solution to 2:

The value added is –0.06(20.7) – 0.07(27.3) – 0.02(27.7) + 0.15(32.4) = 1.2%. 

Note that the “Other Countries” active weight is zero, so this asset does not 

contribute anything to the portfolio’s active return for any realized asset return. 

The value added can also be calculated using relative returns in Equation 3 with 

the same net result.

2.3 Decomposition of Value Added

In contrast to the previous simple example, performance attribution systems often 

attempt to decompose the value added into multiple sources. The most common 

decomposition is between value added due to asset allocation and value added due to 

security selection. Consider a composite portfolio of stocks and bonds where the asset 

allocation weights differ from a composite benchmark and each asset class is actively 

managed by selecting individual securities. The total value added is the difference 

between the actual portfolio return and the benchmark return:

R w R w RA P j P j
j

M

B j B j
j

M
= −

= =
∑ ∑, , , ,

1 1
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The first summation has both portfolio weights and the returns on actively managed 

portfolios, designated by the “P” subscript. The second summation has both benchmark 

weights and benchmark returns, designated by the “B” subscript. The subscript j = 1 

to M counts the number of asset classes, leaving the notation subscript i = 1 to N for 

use elsewhere to count the securities within each asset class.

We can rewrite the total value added as the sum of the active asset allocation 

decisions and the weighted sum of the value added from security selection, RA,j = 

RP,j – RB,j, within each asset class:

R w R w RA j B j
j

M

P j A j
j

M
= +

= =
∑ ∑Δ , , ,

1 1

although this formulation arbitrarily assigns an interactive effect to security selection.2 

The performance attribution system in Equation 4 may be easier to conceptualize with 

just two asset classes, stocks and bonds (in other words, with M = 2). Using stocks 

and bonds as the subscripts, Equation 4 becomes:

R w R w R w RA stocks B stocks bonds B bonds P stocks A stocks= +( ) + +Δ Δ, , , , ww RP bonds A bonds, ,( )
The first (parenthetical) term above is the value added from the asset allocation 

decision. The second term is the value added from security selection within the stock 

and bond portfolios. The active weights in the first term refer to differences from the 

policy portfolio. For example, the long- term policy portfolio might be 60/40 stocks 

versus bonds, and the investor deviates from this policy portfolio from year to year 

based on beliefs about the returns to each asset class.

To give a numerical example, consider the fund returns for the calendar year 2013 

in the following table.

Fund

Fund Return 

(%)

Benchmark Return 

(%)

Value Added 

(%)

Fidelity Magellan 35.3 32.3 3.0

PIMCO Total Return −1.9 −2.0 0.1

Portfolio Return 23.4 18.6 4.8

Specifically, the Fidelity Magellan mutual fund had a return of 35.3%, compared 

with a 32.3% return for its benchmark, the S&P 500 Index. In the same year, the 

PIMCO Total Return Fund had a return of –1.9%, compared with a –2.0% return for 

its benchmark, the Bloomberg Barclays US Aggregate Index. Consider an investor who 

invested in both actively managed funds, with 68% of the total portfolio in Fidelity and 

32% in PIMCO. Assume that the investor’s policy portfolio (strategic asset allocation) 

specifies weights of 60% for equities and 40% for bonds.

 ■ As shown in the table, Fidelity Magellan added value of RA = RP – RB = 35.3% – 

32.3% = 3.0% and PIMCO Total Return Fund Fidelity Magellan added value of 

RA = RP – RB = –1.9% – (–2.0%) = 0.1%. These value added numbers represent 

the funds’ skill in security selection.

(4)

2 As first discussed by Brinson, Hood, and Beebower (1986), the interaction effect between asset allocation 

and security selection can be separated out by a third term in the formula,

R w R w R w RA j B j
j

M

B j A j
j

M

j A j
j

M
= + +

= = =
∑ ∑ ∑Δ Δ, , , ,

1 1 1
, leaving the second term as a security selection effect that 

excludes the interaction effect.
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 ■ Using the actual weights of 68% and 32% in the Fidelity and PIMCO funds, the 

combined value added from security selection was 0.68(3.0%) + 0.32(0.1%) = 

2.1%.

 ■ The active asset allocation weights in 2013 were 68% – 60% = +8% for equities 

and ‒8% for bonds, so the value added by the active asset allocation decision 

was 0.08(32.3%) – 0.08(–2.0%) = 2.7%. The total value added by the investor’s 

active asset allocation decision and by the mutual funds through security selec-

tion was 2.1% + 2.7% = 4.8%. To confirm this total value added, note that the 

return on the investor’s portfolio was 0.68(35.3%) + 0.32(–1.9%) = 23.4% and 

the return on the policy portfolio was 0.60(32.3%) + 0.40(–2.0%) = 18.6%, for a 

difference of 23.4% – 18.6 = 4.8%.

Performance attribution systems can be expanded to include several asset classes—

for example, stocks, bonds, real estate, and cash (in other words, with M = 4 in 

Equation 4). For a given asset class, the performance attribution system might also 

include value added from the selection of industries or sectors relative to the bench-

mark. For example, an equity portfolio might measure value added from over- and 

underweighting different industry sectors, as well as individual stock selection within 

those sectors, and a fixed- income portfolio might decompose value added from the 

mix of sovereign government bonds versus corporate bonds, as well as individual 

bond selection.

In summary, deviations from portfolio benchmark weights drive the value added 

by active portfolio management. If every asset in the managed portfolio is held at its 

benchmark weight, there would be no value added relative to the benchmark. The total 

value added can be decomposed into various sources that capture the contribution 

from different decisions, such as asset allocation and security selection.

COMPARING RISK AND RETURN

The risk–return trade- off of a portfolio can be represented in either absolute or relative 

terms. The Sharpe ratio provides an absolute expected (ex ante) or realized (ex post) 

reward- to- risk measure. As we have noted, however, value added is a relative return 

comparison. The information ratio provides a benchmark relative expected (ex ante) 

or realized (ex post) reward- to- risk measure.

3.1 The Sharpe Ratio

The Sharpe ratio is used to compare the portfolio return in excess of a riskless rate 

with the volatility of the portfolio return. The ratio provides a measure of how much 

the investor is receiving in excess of a riskless rate for assuming the risk of the port-

folio. The Sharpe ratio, SRP, is calculated for any portfolio, either actively managed 

or a benchmark, using the formula

SR
STDP
P F

P

R R
R

=
−
( )

where RP is the portfolio return, RF is the risk- free rate, and STD(RP) is the standard 

deviation of the portfolio return. In this context, the standard deviation of the port-

folio return is often called either volatility or total risk. The Sharpe ratio can be used 

as an ex ante measure of expected return and risk, in which case the general formula 

in Equation 5 would have the expected portfolio return, E(RP), minus the risk- free 

3

(5)
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rate in the numerator and a forecast of volatility in the denominator. As subjective 

forecasts, the expected return and standard deviation of return will likely vary among 

different investors.

The Sharpe ratio can also be used to measure the ex post or realized performance 

of a portfolio over some time period. In that case, when applied to multiple time 

periods, the numerator in Equation 5 is the difference between the average realized 

portfolio return, RP , and the average risk- free rate, RF , and the denominator in 

Equation 5 is the sample standard deviation. The convention for Sharpe ratios is to 

annualize both the portfolio average return and the portfolio risk. For example, if the 

past return data are measured monthly, the average monthly return can be multiplied 

by 12 and the monthly return volatility can be multiplied by the square root of 12. 

The logic for multiplying the standard deviation by the square root of 12 is that vari-

ance (i.e., standard deviation squared), under certain assumptions, increases propor-

tionally with time.3

Exhibit 1   Benchmark Sharpe Ratios for 1994–2013 (based on a risk- free 

rate of 2.8%)

MSCI 

World

S&P 

500

Russell 

2000

MSCI 

EAFE

Bloomberg 

Barclays US 

Aggregate

Average annual return 8.5% 10.0% 13.4% 7.3% 5.7%

Return standard dev. 15.3% 15.2% 21.1% 16.7% 3.7%

Sharpe ratio 0.37 0.47 0.50 0.27 0.78

Exhibit 1 reports the annualized monthly historical return data (not compounded) 

in US dollars for several different benchmark portfolios for the 20- year period from 

1994 to 2013. Long- term ex post Sharpe ratios for equity benchmarks have typically 

fallen within a range of 0.20–0.50, although over a shorter horizon they will vary 

over a wider range and can be either negative or positive. The Sharpe ratio for the 

Bloomberg Barclays US Aggregate fixed- income benchmark in Exhibit 1 is particularly 

high because of the secular decline in interest rates over this 20- year period. Exhibit 2 

reports historical return data and Sharpe ratios from 1994 to 2013 for some well- 

known actively managed mutual funds over the same period.4 The Sharpe ratios in 

both exhibits are based on a risk- free rate of 2.8%, the average annualized US Treasury 

bill return during this 20- year period. The comparison of Sharpe ratios between funds 

intentionally uses data from the same measurement period. In other words, it would 

not be as useful to compare the Sharpe ratio of one fund over one five- year period 

with that of another fund over a different five- year period.

3 Although this scaling convention is common in practice, multiplying monthly returns by a factor of 12 for 

averages and the square root of 12 for standard deviations ignores the multiplicative (i.e., compound) nature 

of returns over time (for further details, see Kaplan 2012/2013). Simple multiplication factors (e.g., 250 and 

the square root of 250 for annualizing trading- day returns) are only technically correct if the underlying 

returns are independent and continuously compounded or logarithmic. Similarly, annualized compound 

returns for the two values in the numerator of the Sharpe ratio (i.e., the portfolio return and the riskless 

rate) may be used instead of the annualized difference of arithmetic returns. The various methodologies 

produce slightly different results but should not be a serious problem as long as comparisons between 

different portfolios use the same approach.

4 The selection of funds for illustration in this reading was made without any intended implication, positive 

or negative, concerning their performance relative to other possible choices.
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Exhibit 2   Active Fund Sharpe Ratios for 1994–2013 (based on a risk- free 

rate of 2.8%)

Fidelity 

Magellan

Vanguard 

Windsor

Templeton 

World

T. Rowe 

Price 

Small Cap

JPMorgan 

Bond

Average annual 

return

8.6% 10.4% 9.9% 12.5% 5.9%

Return standard dev. 17.9% 17.3% 16.3% 17.4% 3.8%

Sharpe ratio 0.32 0.44 0.44 0.56 0.82

An important property is that the Sharpe ratio is unaffected by the addition of 

cash or leverage in a portfolio. Consider a combined portfolio with a weight of wP 

on the actively managed portfolio and a weight of (1 – wP) on risk- free cash. The 

return on the combined portfolio is RC = wPRP + (1 – wP)RF, and the volatility of the 

combined portfolio is just STD(RC) = wPSTD(RP) because the (1 – wP)RF portion is 

risk free. Applying these two relationships in Equation 5 gives the Sharpe ratio for 

the combined portfolio as

SR
STD STD

SRC
C F

C

P P F

P P
P

R R
R

w R R
w R

=
−

( )
=

−( )
( )

=

which is the same as the Sharpe ratio of the actively managed portfolio. Note that the 

weight in the combined portfolio, wP, could be greater than 1, so (1 – wP) could be 

negative, indicating that leverage created by borrowing risk- free cash and investing 

in risky assets also does not affect the portfolio’s Sharpe ratio.

The proposition that, independent of preferences, investors should form port-

folios using two funds—one of which is the risk- free asset and the other the risky 

asset portfolio with the highest Sharpe ratio—is known as two- fund separation. On 

the one hand, if the expected volatility of the risky asset portfolio is higher than the 

investor prefers, the volatility can be reduced by holding more cash and less of the 

risky portfolio. On the other hand, if the expected volatility of the risky portfolio is 

lower than the investor desires, the volatility and expected return can be increased by 

leverage. For example, suppose an investor believes the performance of the Vanguard 

Windsor mutual fund shown in Exhibit 2 will repeat going forward but the investor 

desires a volatility of 10%. The investor might invest 58% of assets in the Vanguard 

Windsor fund and 42% in cash to reduce overall portfolio risk. The expected return 

of the combined portfolio is 0.58(10.4%) + 0.42(2.8%) = 7.2%. The volatility of the 

combined portfolio is 0.58(17.3%) = 10.0%. The Sharpe ratio of the combined portfo-

lio is (7.2% − 2.8%)/10.0% = 0.44, the same as the 0.44 Sharpe ratio of the Vanguard 

Windsor fund shown in Exhibit 2.

EXAMPLE 2  

Adjusting Risk and Return Using the Sharpe Ratio

Consider an investor choosing between two risky portfolios: a large- cap stock 

portfolio and a small- cap stock portfolio. Although forecasts about the future 

are usually subjectively determined, suppose for simplicity that the investor 

expects that the future statistics will be equal to the historical S&P 500 and 

Russell 2000 values and that the current risk- free rate is 2.8%. The forecasted 
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0.50 Sharpe ratio of the small- cap portfolio is higher than the 0.47 ratio of the 

large- cap portfolio, but suppose the investor does not want the high 21.1% 

volatility associated with the small- cap stocks.

Large Cap Small Cap

Expected return 10.0% 13.4%

Expected volatility 15.2% 21.1%

Sharpe ratio 0.47 0.50

1 How much would an investor need to hold in cash (in percentage terms) 

to reduce the risk of a portfolio invested in the small- cap portfolio and 

cash to the same risk level as that of the large- cap portfolio?

2 Based on your answer to 1, calculate the Sharpe ratio of the small- cap plus 

cash portfolio.

3 Compare the expected return of the small- cap plus cash portfolio with the 

expected return of the large- cap portfolio.

Solution to 1:

We want to reduce the 21.1% volatility to 15.2% by adding cash. The weight of 

small- cap stocks in the combined portfolio must therefore be 15.2/21.1 = 72%, 

leaving a 28% weight in risk- free cash. With that amount of cash, the volatility 

of the combined portfolio will be 0.72(21.1%) = 15.2%, the same as the large- 

cap portfolio.

Solution to 2:

The Sharpe ratio of the combined portfolio is unaffected by the amount in cash, 

so it remains 0.50.

Solution to 3:

The expected return of the combined portfolio is 0.72(13.4%) + 0.28(2.8%) = 

10.4%, 40 basis points (bps) higher than the 10.0% expected return on the large- 

cap portfolio but with the same risk as the large- cap portfolio. To reconfirm, 

the Sharpe ratio of the combined portfolio is (10.4% − 2.8%)/15.2% = 0.50, the 

same as the original 0.50 value.

3.2 The Information Ratio

The simplest definition of the information ratio compares the active return from a 

portfolio relative to a benchmark with the volatility of the active return, which we call 

“active risk” or “benchmark tracking risk.” The information ratio can be thought of as 

a way to measure the consistency of active return, as most investors would prefer a 

more consistently generated value added (low active risk) rather than a lumpy active 

return pattern. Like the more formal distinction between active portfolio return and 

alpha, active risk has a more exact beta- adjusted counterpart, which Grinold and 

Kahn (1999) called “residual risk.” This reading will present the information ratio 

based on the implicit assumption that the beta of the managed portfolio relative to 

the benchmark is exactly 1.0, although in practice that assumption can be relaxed.5

5 See Fischer and Wermers (2013) for a presentation of the information ratio that does not assume beta 

is 1. The alternative definition is also known as the Treynor‒Black appraisal ratio.
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The information ratio tells the investor how much active return has been earned, 

or is expected to be earned, for incurring the level of active risk. Active return, RA, is 

the difference between the managed portfolio return, RP, and the benchmark portfolio 

return, RB. The information ratio of an actively managed portfolio, IR, is calculated 

by dividing the active return by active risk:

IR
STD STD

=
−

−( )
=

( )
R R
R R

R
R

P B

P B

A

A

where STD(·) is the standard deviation function. As with the Sharpe ratio, the typical 

convention is to annualize both the active return and the active risk. The information 

ratio can refer to the investor’s ex ante, or forecasted, active return, in which case the 

numerator in Equation 6 would be replaced by the expected returns—that is, E(RA) = 

E(RP) – E(RB). Alternatively, the calculation of an ex post, or historical, information 

ratio would use realized average active returns and the realized sample standard 

deviation of the active return.

Two investment strategies and the associated terminology can help reinforce the 

conceptual distinction between the Sharpe ratio and the information ratio. First, a 

“closet index fund” (a fund that advertises itself as being actively managed but is actually 

close to being an index fund) will have a Sharpe ratio that is close to the benchmark 

because the excess return and volatility will be similar to the benchmark. However, 

the closet index fund will have a small amount of active risk, although positive by 

definition like any volatility estimate. While there may be little active risk, the infor-

mation ratio of a closet index fund will likely be close to zero or slightly negative if 

value added cannot overcome the management fees. Of course, if one has the actual 

holdings of the fund, closet indexing is easy to detect on the basis of a measurement 

called “active share.”6 As a second example, the Sharpe ratio and the information ratio 

for a market- neutral long–short equity fund (a fund with offsetting long and short 

positions that has a beta of zero with respect to the market) would be identical if we 

consider the benchmark to be the riskless rate, because the excess return and active 

return would be the same calculation, as would be total risk and active risk.

Exhibit 3 shows historical information ratios for the mutual funds in Exhibit 2, 

with the benchmark portfolio for each calculation shown at the bottom of Exhibit 3. 

The average active return in the first row of Exhibit 3 can be verified by subtracting 

the specified benchmark average return in Exhibit 1 from the average fund return in 

Exhibit 2. The active risk is the annualized standard deviation of the return differences 

from 1994 to 2013, which cannot be verified with just the summary data in Exhibits 

1 and 2.

As shown in Exhibit 3, ex post information ratios will be negative if the active return 

is negative. In fact, under the zero- sum property of active management, the average 

realized information ratio across investment funds with the same benchmark should 

be about zero. The realized information ratios in Exhibit 3 are within a range of about 

–0.25 to +0.25, although the range would be much wider over shorter periods. Of 

course, ex ante, or before the fact, if an investor did not expect the information ratio 

to be positive, he or she would simply invest in the benchmark. Note that ranking by 

active risk, a relative measure, does not necessarily equate to ranking by total risk, 

an absolute measure. For example, the relative risk of Fidelity Magellan in Exhibit 3 

is slightly lower than the relative risk of Vanguard Windsor, but the absolute risk of 

Fidelity Magellan in Exhibit 2 is slightly higher.

(6)

6 The active share of a portfolio—a measure of how similar a portfolio is to its benchmark—was defined 

by Cremers and Petajisto (2009) as half the sum of the absolute values of the active weights. The active 

share of a closet index fund is close to zero. In the absence of short selling and leverage, the maximum 

active share is 100%.
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Exhibit 3   Active Fund Information Ratios for 1994–2013

Fidelity 

Magellan

Vanguard 

Windsor

Templeton 

World

T. Rowe 

Price Small 

Cap

JPMorgan 

Bond

Active return ‒1.4% 0.4% 1.4% ‒0.9% 0.2%

Active risk 6.1% 7.4% 5.4% 3.4% 1.1%

Information 

ratio

–0.23 0.05 0.26 –0.26 0.18

Benchmark S&P 500 S&P 500 MSCI 

World

Russell 2000 Bloomberg 

Barclays US 

Aggregate

Unlike the Sharpe ratio, the information ratio is affected by the addition of cash or 

the use of leverage. For example, if the investor adds cash to a portfolio of risky assets, 

the information ratio for the combined portfolio will generally shrink. However, the 

information ratio of an unconstrained portfolio is unaffected by the aggressiveness of 

active weights. Specifically, if the active security weights, Δwi, defined as deviations 

from the benchmark portfolio weights, are all multiplied by some constant, c, the 

information ratio of an actively managed portfolio will remain unchanged.

To see this, recall the expression for the active return of a managed portfolio in 

Equation 3. If each active weight in Equation 3 is multiplied by some constant, c, then 

the active return on the altered portfolio, RC, is

R c w R c w R cRC i Ai
i

N

i Ai
i

N

A= = =
= =
∑ ∑Δ Δ
1 1

Similarly, the active risk of the altered portfolio is cSTD(RA), so the information ratio 

of the altered portfolio is

IR
STD

IRC
A

A

cR
c R

=
( )

=

the same as that of the actively managed portfolio with no proportional increase in the 

active weights. Specifically, if the active weights in a managed portfolio are all doubled, 

the expected active return (or realized average active return) would be doubled, along 

with the expected or realized active risk, leaving the information ratio unchanged.

Of course, an outside investor will not be able to adjust the active risk of an existing 

fund by changing the individual asset active weight positions, but the same objective 

can be met by taking positions in the benchmark portfolio. For example, if the active 

risk of a fund is 5.0%, combining that fund in an 80/20 mix with the benchmark 

portfolio (i.e., a benchmark portfolio weight of 20%) will result in an active risk of 

the combined portfolio of 0.80(5.0%) = 4.0%, with a proportional reduction in the 

active return. Similarly, the investor can short sell the benchmark portfolio and use 

the proceeds to invest in the actively managed fund to increase the active risk and 

return. Note that in practice, institutional investors might simply reduce the amount 

they would have otherwise invested in the benchmark portfolio or other actively 

managed fund, rather than employ an explicit short sell.

3.3 Constructing Optimal Portfolios

An important concept from basic portfolio theory is that with a risk- free asset, the 

portfolio on the efficient frontier of risky assets that is tangent to a ray extended from 

the risk- free rate is the optimal risky asset portfolio in that it has the highest possible 
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Sharpe ratio. Thus, given the opportunity to adjust absolute risk and return with cash 

or leverage, the overriding objective is to find the single risky asset portfolio with the 

maximum Sharpe ratio, whatever the investor’s risk aversion. A similarly important 

property in active management theory is that, given the opportunity to adjust active 

risk and return by investing in both the actively managed and benchmark portfolios, 

the squared Sharpe ratio of an actively managed portfolio is equal to the squared 

Sharpe ratio of the benchmark plus the information ratio squared:

SR SR IRP B
2 2 2= +

Equation 7 implies that the active portfolio with the highest (squared) information 

ratio will also have the highest (squared) Sharpe ratio. (Note that Equation 7 is not 

practical for comparisons of investment skill involving negative IR because the sign is 

lost in squaring.) As a consequence, according to mean‒variance theory, the expected 

information ratio is the single best criterion for assessing active performance among 

various actively managed funds with the same benchmark.7 For any given asset class, 

an investor should choose the manager with the highest expected skill as measured by 

the information ratio, because investing with the highest information- ratio manager 

will produce the highest Sharpe ratio for the investor’s portfolio.

The preceding discussion on adjusting active risk raises the issue of determining 

the optimal amount of active risk, without resorting to utility functions that measure 

risk aversion. For unconstrained portfolios, the level of active risk that leads to the 

optimal result in Equation 7 is

STD IR
SR

STDR RA
B

B( ) = ( )

where STD(RB) is the standard deviation of the benchmark return.8 This Sharpe ratio 

maximizing level of active risk or “aggressiveness” comes from the general mean–

variance optimality condition that the ratio of expected active return to active return 

variance of the managed portfolio be set equal to the ratio of expected benchmark 

excess return to benchmark return variance.

For example, if the actively managed portfolio has an information ratio of 0.30 and 

active risk of 8.0% and the benchmark portfolio has a Sharpe ratio of 0.40 and total 

risk of 16.0%, then according to Equation 8 the optimal amount of aggressiveness in 

the actively managed portfolio is (0.30/0.40)16.0% = 12.0%. If the actively managed 

portfolio is constructed with this amount of active risk, the Sharpe ratio will be 

(0.402 + 0.302)1/2 = 0.50, as shown in Equation 7. To verify this Sharpe ratio, note 

that the actively managed portfolio in this example has an expected active return of 

(0.30)12.0% = 3.6% over the benchmark, or a total expected excess return of 6.4% + 

3.6% = 10.0%. By definition, the total risk of the actively managed portfolio is the sum 

of the benchmark return variance and active return variance,

STD STD STDR R RP B A( ) = ( ) + ( )2 2 2

so at the optimal active risk of 12.0%, the total portfolio risk is (16.02 + 12.02)1/2 = 

20.0%, verifying the maximum possible Sharpe ratio of 10.0/20.0 = 0.50.

The initial actively managed portfolio has active risk of only 8.0%, whereas the 

optimal amount required under the assumed information ratio needed to maximize the 

Sharpe ratio is 12.0%. The actively managed portfolio would thus need to be managed 

more aggressively to increase the active risk while preserving the same information 

(7)

(8)

7 The original insight about the importance of an actively managed portfolio’s information ratio can be 

traced back to Treynor and Black (1973), although the description in this reading has been modified to be 

consistent with Grinold (1989).

8 Note that the right- hand side of Equation 8 should be multiplied by the benchmark beta of the actively 

managed portfolio if that value is different from 1.
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ratio, or alternatively, the investor could short the benchmark and use the proceeds 

to increase the size of the actively managed fund. The proportion required to be 

invested in the actively managed fund would be 12.0/8.0 = 1.5 times while shorting 

the benchmark by 0.5 times to fund the increase.

For readers familiar with risk–return charts in basic portfolio theory, Exhibit 4 

will help illustrate these concepts.

Exhibit 4   Portfolio Risk and Return

Benchmark Sharpe Ratio

Optimal PortflioAssets

Optimal Sharpe RatioBenchmark Portfolio

Forecasted Excess Return (%)
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Several individual risky assets are plotted in Exhibit 4 in terms of their forecasted 

return in excess of the risk- free rate (“excess return”) on the vertical axis and risk 

on the horizontal axis. The values for the individual assets are based on subjective 

assessments supplied by the investor. The theory described in this reading explains 

how to optimally employ those expectations assuming they are based on reason-

able judgment. Using the benchmark portfolio weights (not shown), the risks and 

expected returns of the individual assets combine into the benchmark portfolio risk 

and expected return shown in Exhibit 4. Because the expected returns plotted along 

the vertical axis are in excess of the risk- free rate, the slope of a line that emanates 

from the origin (zero risk and zero excess return) is the Sharpe ratio of the benchmark 

portfolio. Specifically, the Sharpe ratio of the benchmark portfolio (i.e., slope of the 

dark line) in Exhibit 4 is the expected excess return of 5.0% divided by return volatility 

of 10.8%, or 5.0%/10.8% = 0.46.

Because of diversification, the Sharpe ratio of the benchmark portfolio is higher 

than those of most of the individual assets, but the benchmark portfolio does not have 

the highest possible Sharpe ratio of all portfolios that can be constructed from these 

assets. In fact, the optimal portfolio (i.e., mean–variance efficient frontier portfolio with 

the highest possible Sharpe ratio) shown in Exhibit 4 has an expected excess return 

of 8.7% and return volatility of 14.2%, which result in a Sharpe ratio of 8.7%/14.2% 

= 0.61 (i.e., slope of the dotted line). This higher Sharpe ratio could be retained in 

a portfolio while adjusting the level of risk through the use of cash or leverage. For 

example, the risk of the optimal portfolio could be reduced along the dotted line to 

the benchmark portfolio risk of 10.8% with an expected excess return of 0.61(10.8%) 

= 6.6%, compared with the benchmark expected excess return of 5.0%.
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Exhibit 5   Portfolio Active Risk and Return
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Exhibit 5 plots the same individual assets, the benchmark portfolio, and the optimal 

portfolio in Exhibit 4 in terms of their expected active return on the vertical axis and 

active risk on the horizontal axis. By definition, the benchmark portfolio is plotted 

at the origin in Exhibit 5 with zero active return and zero active risk. The individual 

assets have both positive and negative active returns compared with the benchmark 

portfolio return, whereas the optimal portfolio has a positive active return of 3.8% 

and active risk of 9.4%. The information ratio of the optimal portfolio is therefore 

3.8%/9.4% = 0.40, the slope of the dark line in Exhibit 5. The information ratio of this 

optimal portfolio is higher than that of any of the individual assets and, in fact, can 

be shown to be the square root of the sum of the squared values of the individual 

assets’ information ratios, similar to Equation 7, including those assets with negative 

information ratios. The asset weights required for the construction of this optimal 

portfolio are the subject of the next section of this reading; they might be negative 

for negative- IR assets, meaning that short sells of individual assets may be required.

Although the information ratio will remain constant at 0.40, various levels of 

aggressiveness can be applied to the actively managed portfolio in Exhibit 5 by scaling 

the optimal active weights or, alternatively, taking a position in the benchmark port-

folio, leading to portfolios that plot along the dark line. But to construct the optimal 

actively managed portfolio given the assumed information ratio, the active risk must 

be adjusted to a level of (0.40/0.46)10.8% = 9.4%, in accordance with Equation  8. 

Specifically, this level of aggressiveness is required to construct the optimal portfolio 

in Exhibit 4, and according to Equation 7, the Sharpe ratio of this optimal portfolio 

is (0.462 + 0.402)1/2 = 0.61.

As we will see later, optimal levels of active risk in equity management practice 

are typically lower than those shown in this numerical example because the under-

lying portfolios are constrained to be long only, leading to information ratios that 

are substantially lower. As the information ratio gets close to zero, either because of 

constraints or because the manager is judged to be less skilled, the optimal amount 

of active risk in Equation 8 goes to zero, meaning that the optimal portfolio becomes 

the passive benchmark portfolio.
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EXAMPLE 3  

Expected Value Added Based on the Information Ratio

Suppose that the historical performance of the Fidelity Magellan and Vanguard 

Windsor mutual funds in Exhibits 2 and 3 are indicative of the future perfor-

mance of hypothetical funds “Fund I” and “Fund II.” In addition, suppose that the 

historical performance of the S&P 500 benchmark portfolio shown in Exhibit 1 

is indicative of expected returns and risk going forward, as shown below. We use 

historical values in this problem for convenience, but in practice the forecasted, 

or expected, values for both the benchmark portfolio and the active funds would 

be subjectively determined by the investor.

Excerpted from Exhibits 1 and 2 (based on a risk- free rate of 2.8%)

S&P 500

Fidelity 

Magellan 

(Fund I)

Vanguard 

Windsor (Fund II)

Average annual return 10.0% 8.6% 10.4%

Return standard dev. 15.2% 17.9% 17.3%

Sharpe ratio 0.47 0.32 0.44

Excerpted from Exhibit 3

Fidelity 

Magellan 

(Fund I)

Vanguard 

Windsor 

(Fund II)

Active return ‒1.4% 0.4%

Active risk 6.1% 7.4%

Information ratio −0.23 0.05

Benchmark S&P 500 S&P 500

1 State which of the two actively managed funds, Fund I or Fund II, would 

be better to combine with the passive benchmark portfolio and why.

2 Calculate the possible improvement over the S&P 500 Sharpe ratio from 

the optimal deployment of a new fund, called “Fund III,” which has an 

expected information ratio of 0.20.

3 Suppose Fund III comes with an active (i.e., benchmark relative) risk of 

5.0% but the investor wants to adjust the active risk to 6.5%. Describe how 

that adjustment would be made. (No calculations required, give a qualita-

tive description.)

4 Again, suppose Fund III comes with an active risk of 5.0%. Determine the 

weight of the benchmark portfolio required to create a combined portfolio 

with the highest possible expected Sharpe ratio.
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Solution to 1:

Fund II has the potential to add more value as measured by the Sharpe ratio, 

because Fund II has the higher expected information ratio: 0.05 compared with 

–0.23.

Solution to 2:

Properly combined with the S&P 500 benchmark portfolio, Fund III has the 

potential to increase the expected Sharpe ratio from 0.47 for the passive bench-

mark portfolio to an expected Sharpe ratio of (0.472 + 0.202)1/2 = 0.51.

Solution to 3:

To increase the active risk of Fund III to the optimal level, the investor would 

need to be more aggressive in managing the portfolio, take a short position in 

the benchmark, or, more simply, invest less than he or she otherwise would have 

invested in the benchmark or other actively managed fund.

Solution to 4:

According to Equation 8, the optimal amount of active risk is (0.20/0.47)15.2% = 

6.5%, the value proposed in Question 3. The benchmark portfolio weight needed 

to adjust the active risk in Fund III is 1 − 6.5%/5.0% = −30%.

Note that at the 6.5% optimal level of active risk, Fund III has an expected 

active return of 0.20(6.5%) = 1.3%, a total expected excess return of 7.2% + 1.3% = 

8.5%, and a total risk of (15.22 + 6.52)1/2 = 16.5%, for an expected Sharpe ratio of 

8.5/16.5 = 0.52, within rounding error of the 0.51 value calculated for Question 2.

In summary, the information ratio is active return over active risk, in contrast to 

the excess return- to- risk measure known as the Sharpe ratio. Information ratios help 

investors focus on the relative valued added by active management. The information 

ratio is unaffected by the aggressiveness of the active weights (i.e., deviations from 

benchmark weights) in the managed portfolio, because both the active return and the 

active risk increase proportionally. The potential improvement in an active portfolio’s 

expected Sharpe ratio compared with the benchmark’s Sharpe ratio is a function of 

the squared information ratio. Thus, the expected information ratio becomes the 

single best criterion for constructing an actively managed portfolio, and the ex post 

information ratio is the best criterion for evaluating the past performance of various 

actively managed funds.

THE FUNDAMENTAL LAW OF ACTIVE MANAGEMENT

The fundamental law is a framework for thinking about the potential value added 

through active portfolio management. The framework can be used to size individual 

asset active weights, estimate the expected value added of an active management 

strategy, or measure the realized value added after the fact, but the most common use 

is the description and evaluation of active management strategies. The law itself is a 

mathematical relationship that relates the expected information ratio of an actively 

managed portfolio to a few key parameters.

4
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4.1 Active Security Returns

On the basis of the prior section, we assume that the investor is concerned about 

maximizing the managed portfolio’s active return subject to a limit on active risk (also 

called “benchmark tracking risk”). To this end, the investor uses forecasts for each 

security of the active return, RAi, or thus the benchmark relative return,

RAi = Ri – RB

for the N individual assets that might be included in the portfolio. Our notation for 

the investor’s forecasts of the active security returns is μi (Greek letter mu). The term 

μi can be thought of as the security’s expected active return, μi = E(RAi), referring to 

the investor’s subjective expectation, in contrast to an expectation based on a formal 

equilibrium model.

Although we focus on the simple definition of active security return in Equation 9, 

there are several possible choices depending on the assumed risk model (i.e., statisti-

cal model of returns) and the desired trade- off between a conceptual treatment and 

more complex but implementable formulas. For example, Equation 9 can be modified 

to define the active security return as the residual return in a single- factor statistical 

model, RAi = Ri – βiRB, where βi is the sensitivity of the security return to the bench-

mark return. Although this expression may appear to be related to the CAPM, the 

benchmark return may or may not be the market return and the fundamental law 

does not require the empirical validity of the CAPM, the multi- factor APT (arbitrage 

pricing theory), or any other equilibrium theory of required returns. The individual 

security active return can also be defined as the residual return in a multi- factor 

statistical model:

R R RAi i j i j
j

K
= −

=
∑β ,

1

with K market- wide factor returns, Rj, and security sensitivities, βj,i, to those factors. 

The technical appendix covers the most general case with exact implementable for-

mulas, but for now we continue to use Equation 9 to define the asset active returns.9

Exhibit  6 provides a conceptual diagram in which to think about the various 

parameters in the fundamental law of active management. At the three corners of the 

triangle are the sets of forecasted active returns, μi; active portfolio weights, Δwi; and 

realized active returns, RAi. The base of the triangle reflects the realized value added 

through active management, defined as the difference between the realized returns 

on the actively managed portfolio and the benchmark portfolio. Value added is the 

sum of the products of active weights and active returns for the i = 1 to N securities 

(9)

9 The technical appendix is available online under “Supplemental Materials” at www.cfainstitute.org. It is 

not included or assigned as part of the curriculum.
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in the portfolio, as shown in Equation 3. The value of this sum is ultimately a function 

of the correlation coefficient between the active weights, Δwi, and realized active 

returns, RAi.
10

Exhibit 6   The Correlation Triangle

Forecasted
Active Returns

μi

Value Added

Active Weights
wi

Realized
Active Returns

RAi

Signal Quality:
Information Coefficient

Portfolio Construction:
Transfer Coefficient

In Exhibit 6, the arrows in the legs of the triangle represent the correlation between 

the quantities at the corners of the triangle to which the arrows point. While the arrow 

at the base of the triangle reflects value added, a clearer understanding of the sources 

and limitations of value added can be obtained by examining the correlations on the 

two vertical legs. First, there is little hope of adding value if the investor’s forecasts of 

active returns do not correspond at least loosely to the realized active returns. Signal 

quality is measured by the correlation between the forecasted active returns, μi, at the 

top of the triangle, and the realized active returns, RAi, at the right corner, commonly 

called the information coefficient (IC). Investors with higher IC, or ability to forecast 

returns, will add more value over time, but only to the extent that those forecasts are 

exploited in the construction of the managed portfolio. The correlation between any 

set of active weights, Δwi, in the left corner, and forecasted active returns, μi, at the 

top of the triangle, measures the degree to which the investor’s forecasts are translated 

into active weights, called the transfer coefficient (TC).

10 To understand the role of the correlation coefficient, consider the following algebraic expansion of 

Equation 3 that uses COV, STD, and COR to designate the covariance, standard deviation, and correlation 

coefficient functions, respectively:

 

R w R

w R N

w R w R N

A i Ai
i

N

i Ai

i Ai i Ai

=

= ( )
= ( ) ( ) ( )

=
∑Δ

Δ

Δ Δ

1

COV

COR STD STD

,

,
 The exact equalities in this expansion depend on the fact that the cross- sectional means of active 

weights and active returns are zero. Specifically, the population covariance between two variables, X and 

Y, is calculated as COV(X, Y) = 
1

1N
X X Y Yi i

i

N
−( ) −( )

=
∑  or simply COV(X, Y) = 

1

1N
X Yi i

i

N

=
∑ . Similarly, the 

population variance for a single variable is VAR(X) = 
1 2

1N
Xi

i

N

=
∑  if the mean is zero.
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In the following math, we transition to using sigma rather than STD in order to 

simplify the notational appearance of the fundamental law equations. Formal math-

ematical proofs are left to the technical appendix, but mean–variance- optimal active 

security weights for uncorrelated active returns, subject to a limit on active portfolio 

risk, are given by

Δwi
i

i

A

i

ii

N
∗

=

=

∑

μ

σ

σ

μ

σ

2 2

2
1

where σA represents active portfolio risk—STD(RA) in the prior notation—σi is the 

forecasted volatility of the active return on security i. This formula for active weights 

makes intuitive sense; the desired deviations (positive or negative) from the benchmark 

weight for security i are higher for larger values of the forecasted active return, μi, 

but are reduced by forecasted volatility, σi. In addition, the active weights are scaled 

by the active risk of the portfolio, σA, so that the desire for more active portfolio risk 

requires larger individual active weights.

In addition to employing mean–variance optimization, proofs of the fundamental 

law generally assume that active return forecasts are scaled prior to optimization using 

the Grinold (1994) rule:

μi = ICσiSi

where IC is the expected information coefficient and Si represents a set of standard-

ized forecasts of expected returns across securities, sometime called “scores.” Scores 

with a cross- sectional variance of 1 are used in Equation 10 to ensure that the scaling 

process using the multipliers σi (separate values for individual securities) and IC (one 

value for all securities) result in expected active returns of the correct magnitude. 

Specifically, if the assumed IC value is low, then the cross- sectional variation of 

the expected active returns in Equation 10 will be low. However, the exact process 

for calculating expected active returns may be more involved than the simple rule 

indicated in Equation 10, depending on how the investor’s views on individual asset 

returns are originally formulated.

Using the Grinold rule shown in Equation 10, the mean–variance optimal active 

weights are

Δwi
i

i

A∗ =
μ

σ

σ
2 IC BR

where IC stands for information coefficient and BR, which has replaced the symbol 

N, stands for breadth, two key fundamental law parameters we discuss in turn below.

As previously stated, IC is the ex ante (i.e., anticipated) cross- sectional correlation 

between the N forecasted active returns, μi, and the N realized active returns, RAi. To 

be more accurate, IC is the ex ante risk- weighted correlation

IC COR=
⎛

⎝
⎜

⎞

⎠
⎟

RAi
i

i

iσ
μ
σ

,

where COR(·) indicates correlation. As a correlation coefficient, IC can take on 

values anywhere from –1.00 to +1.00, although small positive values less than 0.20 

are often the norm. The ex ante, or anticipated, IC must be positive or the investor 

would generally not pursue active management and would simply invest in the passive 

benchmark. Later, we will discuss the realized, or ex post, information coefficient in 

terms of measuring active management performance after the fact, where the real-

ized information coefficient might be either positive or negative, leading to positive 

or negative value added.

(10)

(11)

(12)
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The other important fundamental law parameter in Equation 11 is BR, or breadth, 

conceptually equal to the number of independent decisions made per year by the 

investor in constructing the portfolio. The simplest case for the calculation of breadth 

is a single- factor risk model where the only source of correlation between the secu-

rities is the common market factor, and where decisions about the active return for 

any given security are independent from one year to the next. In this case, breadth 

is equal to the number of securities, because each active return is independent from 

the other active return forecasts for that period and independent from the forecast 

for that security in subsequent periods.

However, most risk models will incorporate other factors—for example, economic 

sectors or industries. If the risk model includes the assumption that all the securities 

within a given industry are positively correlated, then part of the forecast that the 

active returns for securities in that industry will be higher or lower is based on just 

one perspective the investor has about the industry and breadth is intuitively lower 

than the number of securities. Alternatively, breadth can be higher than the number 

of securities if factors in the risk model suggest that their active returns are negatively 

correlated. For these more complicated cases, breadth will be a non- integer number, 

as explained in the technical appendix.

Similarly, if some aspect of a security is fairly constant over time and the inves-

tor makes decisions about expected active return based on that characteristic, then 

breadth over time is lower. Alternatively, if the investor makes quarterly or monthly 

forecasts about a security that are truly independent over time, then breadth can be 

as high as the number of securities times the number of rebalancing periods per year.

EXAMPLE 4  

Scaling Active Return Forecasts and Sizing Active Weights

Consider the simple case of four individual securities whose active returns are 

defined to be uncorrelated with each other and have active return volatilities of 

25.0% and 50.0%. After some analysis, an active investor believes the first two 

securities will outperform the other two over the next year, and thus assigns 

scores of +1 and –1 to the first and second groups, respectively. The scenario is 

depicted in the following exhibit:

Security Score Volatility

#1 1.0 25.0%

#2 1.0 50.0%

#3 ‒1.0 25.0%

#4 ‒1.0 50.0%

1 Assume that the anticipated accuracy of the investor’s ranking of securi-

ties is measured by an information coefficient of IC = 0.20. What are the 

forecasted active returns to each of the four securities using the scaling 

rule μi = ICσiSi?

2 Given the assumption that the four securities’ active returns are uncor-

related with each other, and forecasts are independent from year to year, 

what is the breadth of the investor’s forecasts?

3 Suppose the investor wants to maximize the expected active return of the 

portfolio subject to an active risk constraint of 9.0%. Calculate the active 

weights that should be assigned to each of these securities using the 

formula Δwi
i

i

A∗ =
μ

σ

σ
2 IC BR
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Solution to 1:

The forecasted active return to Security #1 is 0.20(25.0%)(1.0) = 5.0%. Similar 

calculations for the other three securities are shown in the following exhibit.

Security Score

Active Return 

Volatility

Expected Active 

Return

#1 1.0 25.0% 5.0%

#2 1.0 50.0% 10.0%

#3 ‒1.0 25.0% ‒5.0%

#4 ‒1.0 50.0% ‒10.0%

Solution to 2:

If the active returns are uncorrelated with each other and the forecasts are inde-

pendent from year to year, then the investor has made four separate decisions 

and breadth is BR = 4, the number of securities.

Solution to 3:

The size of the active weight for Security #1 is Δwi
∗ = =

0 05
0 25

0 09
0 20 4

182
.

.
.

.
% . 

Similar calculations for the other four securities are shown in the following 

exhibit.

Security

Expected Active 

Return

Active Return 

Volatility Active Weight

#1 5.0% 25.0% 18.0%

#2 10.0% 50.0% 9.0%

#3 −5.0% 25.0% −18.0%

#4 −10.0% 50.0% −9.0%

4.2 The Basic Fundamental Law

On the basis of Equation  3, the anticipated value added for an actively managed 

portfolio, or expected active portfolio return, is the sum product of active security 

weights and forecasted active security returns:

E R wA i i
i

N
( ) =

=
∑Δ μ

1

Using the optimal active weights in Equation 11 and forecasted active security returns 

in Equation 10, the expected active portfolio return is

E IC BRRA A( ) =∗ σ

where the * indicates that the actively managed portfolio is constructed from optimal 

active security weights, Δwi
∗. We remind readers that the algebra for this result assumes 

that breadth is the number of securities: BR = N. A more general proof where breadth 

is different from the number of securities is provided in the technical appendix.

The basic fundamental law of active management in Equation 13 states that the 

optimal expected active return, E(RA)*, is the product of three key parameters: the 

assumed information coefficient, IC; the square root of breadth, BR; and portfolio 

(13)
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active risk, σA. Using Equation 13, we can also express the information ratio of the 

unconstrained optimal portfolio, E(RA)*/σA, as the product of just two 

terms: IR IC BR∗ = .

EXAMPLE 5  

The Basic Fundamental Law

Consider the simple case of four individual securities whose active returns are 

uncorrelated with each other and forecasts are independent from year to year. 

The active return forecasts, active risks, and the active weights for each security 

are shown in the exhibit below.

Security

Expected Active 

Return

Active Return 

Volatility Active Weight

#1 5.0% 25.0% 18%

#2 10.0% 50.0% 9%

#3 ‒5.0% 25.0% ‒18%

#4 ‒10.0% 50.0% ‒9%

1 Suppose that the benchmark portfolio for these four securities is equally 

weighted (i.e., wB,i = 25% for each security) and that the forecasted return 

on the benchmark portfolio is 10.0%. What are the portfolio weights and 

the total expected returns for each of the four securities?

2 Calculate the forecasted total return and active return of the managed 

portfolio.

3 Calculate the active risk of the managed portfolio.

4 Verify the basic fundamental law of active management using the 

expected active return and active risk of the managed portfolio. The indi-

vidual security active return forecasts and active weights were sized using 

an information coefficient of IC = 0.20, breadth of BR = 4, and active risk 

of σA = 9.0%.

Solution to 1:

The portfolio weight for Security #1 is the benchmark weight plus the active 

weight, 25% + 18% = 43%. The total expected return for Security #1 is the expected 

benchmark return plus the expected active return, 10.0% + 5.0% = 15.0%. Similar 

calculations for the other three securities are shown in the following exhibit.

Security Total Weight Total Return Forecast

#1 43% 15.0%

#2 34% 20.0%

#3 7% 5.0%

#4 16% 0.0%

100%

Solution to 2:

The forecasted total return of the portfolio is the sum of portfolio weights times 

total returns for each security: 0.43(15.0) + 0.34(20.0) + 0.07(5.0) + 0.16(0.0) = 

13.6%. The expected active return of the portfolio is the managed portfolio return 
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minus the benchmark return: 13.6 – 10.0 = 3.6%. Alternatively, the calculation 

is the sum of active weights times active returns for each security: 0.18(5.0%) + 

0.09(10.0%) – 0.18(–5.0%) – 0.09(–10.0%) = 3.6%.

Solution to 3:

The active risk of the managed portfolio is the square root of the sum of active 

weights squared times the active volatility squared for each security, which gives 

[0.182 × 25.02 + 0.092 × 50.02 + (–0.18)2 × 25.02 + (–0.09)2 × 50.02]1/2 = 9.0%.

Solution to 4:

The basic fundamental law states that the expected active portfolio return 

is IC BR A  = 0.20 × 41/2 × 9.0 = 3.6%, which is consistent with the calculation 

in the Solution to 2. Alternatively, the information ratio of 3.6/9.0 = 0.40 confirms 

the basic fundamental law that IR IC BR∗ =  = 0.20 × 41/2 = 0.40.

4.3 The Full Fundamental Law

Although we were able to derive an analytic (i.e., formula- based) solution for the set 

of unconstrained optimal active weights in Equation  11, a number of practical or 

strategic constraints are often imposed in practice. For example, if the unconstrained 

active weight of a particular security is negative and large, that might lead to a negative 

absolute weight or short sell of the security. Many investors are constrained to be long 

only, either by regulation or by preference because of the extra complexity and costs 

of short selling. For quantitatively oriented investors, optimal solutions for active 

weights under long- only constraints, limits on turnover, socially responsible screens, 

or other constraints generally require the use of a numerical optimizer. Alternatively, 

one can use the fundamental law framework to better analyze the active weights that 

are subjectively determined by less quantitative techniques.

Let Δwi (without an *) represent the actual active security weights for a constrained 

portfolio, in contrast to the optimal active weights, Δwi*, specified in Equation 11. 

As explained previously, the transfer coefficient, TC, is basically the cross- sectional 

correlation between the forecasted active security returns and actual active weights. 

To be more accurate, for a single- factor risk model, TC is the following risk- weighted 

correlation:

TC = COR(μi/σi,Δwiσi)

Based on the correspondence between optimal active weights and forecasted active 

returns in Equation  11, the transfer coefficient can also be expressed as the risk- 

weighted correlation between the optimal active weights and the actual active 

weights, TC COR= ( )∗Δ Δw wi i i iσ σ, . The technical appendix discusses the calculation 

of TC for a more general multi- factor risk model.

As a correlation coefficient, TC can take on values anywhere from –1.00 to +1.00, 

although TC values are typically positive and range from about 0.20 to 0.90. A low 

TC results from the formal or informal constraints imposed on the structure of the 

portfolio. In fact, at TC = 0.00, there would be no correspondence between the active 

return forecasts and active weights taken and thus no expectation of value added 

from active management. In contrast, TC = 1.00 (no binding constraints) represents 

a perfect correspondence between active weights taken and forecasted active returns, 

allowing the full expected value added to be reflected in the portfolio structure. The 

portfolio TC could even conceivably be negative if relative weights are negatively 

correlated with current expected returns because the portfolio needs rebalancing.
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Including the impact of the transfer coefficient, the full fundamental law is expressed 

in the following equation:

E TC IC BRRA A( ) = ( )( ) σ

where an * is not used because the managed portfolio is constructed from constrained 

active security weights, Δwi.
11 The full fundamental law of active management shown 

in Equation 14, which we will refer to simply as the fundamental law henceforward, 

states that the expected active return, E(RA), is the product of four key parameters: 

the transfer coefficient, TC; the assumed information coefficient, IC; the square root 

of breadth, BR; and portfolio active risk, σA. Using Equation 14, we can also express 

the portfolio’s information ratio, E(RA)/σA, as the product of just three 

terms: IR TC IC BR= ( )( ) . 

The fundamental law as stated in Equation  14, although more practical than 

Equation  13, is still based on a simple risk model for the individual securities. 

Specifically, the equations in this section are based on the simplifying assumption of 

a single- index model, so the active security returns are residual returns and are thus 

uncorrelated with each other. If we go even further in terms of simplicity and assume 

that the individual securities all have the same residual volatility, then the correlation 

formulas for IC and TC do not need to be risk weighted. Alternatively, we could move 

in the direction of more complexity by using the single- factor risk model with factor 

sensitivity: RAi = Ri − βiRB. In quantitative portfolio management practice, even more 

sophisticated multi- factor risk models are used, with correspondingly more complex 

fundamental law parameter values—as described in the technical appendix—although 

the basic form of Equation 14 is preserved.

EXAMPLE 6  

The Full Fundamental Law

Consider the simple case of four individual securities whose active returns 

are uncorrelated with each other, and forecasts are independent from year to 

year. The securities have a range of active return forecasts, risks, optimal active 

weights, and actual active weights as given in the exhibit below. The optimal 

active weights are based on a formula for maximizing the active return of a 

managed portfolio for a given level of active risk. The actual active weights are 

the result of a numerical optimizer with a number of constraints, in addition to 

the active risk constraint of 9.0%.

(14)

11 To better understand the role of the correlation coefficient, consider the algebraic expansion of the 

forecasted active return of the managed portfolio under the simplifying assumption that the security active 

returns are uncorrelated with each other: 
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 where the replacement of STD(μi/σi) with IC is based on the Grinold rule for scaling active returns, 

shown in Equation 10.
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Security

Expected 

Active 

Return

Active 

Return 

Volatility

Optimal 

Active 

Weight

Actual Active 

Weight

#1 5.0% 25.0% 18% 6%

#2 10.0% 50.0% 9% 4%

#3 ‒5.0% 25.0% ‒18% 7%

#4 ‒10.0% 50.0% ‒9% ‒17%

1 Calculate the transfer coefficient (TC) as the risk- weighted correlation 

coefficient between the four active return forecasts and the four actual 

active weights. Compare this number with the transfer coefficient for the 

optimal active weights.

2 The forecasted active return of the optimal portfolio is the sum of the 

active weights times active returns for each security: 0.18(5.0) + 0.09(10.0) 

+ (–0.18)(–5.0) + (–0.09)(–10.0) = 3.6%. The active risk of the optimal 

portfolio is the square root of the sum of active weights squared times the 

active volatility squared for each security: [(0.18)2(25.0)2 + (0.09)2 (50.0)2 

+ (–0.18)2 (25.0)2 + (–0.09)2 (50.0)2]1/2 = 9.0%. Calculate the forecasted 

active return and active risk of the managed portfolio using the actual 

rather than unconstrained optimal active weights.

3 Verify the full fundamental law of active management using the active 

portfolio return, active portfolio risk, and transfer coefficient calculations 

in Parts 1 and 2. The individual active return forecasts and optimal active 

weights were sized using an information coefficient of IC = 0.20 and 

breadth of BR = 4.

Solution to 1:

The transfer coefficient is the correlation between the risk- weighted expected 

active returns and actual active weights: TC = COR(Δwiσi,μi/σi), where COR 

denotes correlation (for example, you can use the Microsoft Excel function 

CORREL) with four pairs of numbers. For example, the risk- weighted values 

for Security #1 are Δw1σ1 = 0.06(25.0) = 1.5% and μ1/σ1 = 5.0/25.0 = 20.0%. 

The correlation coefficient across all four securities (calculated in Excel) is TC 

= 0.58. The transfer coefficient for the optimal active weights is by definition 

1.0 but can be verified by the calculated correlation coefficient. For example, 

the risk- weighted values for Security #1 are then Δw1σ1 = 0.18(25.0) = 4.5% and 

μ1/σ1 = 5.0/25.0 = 20.0%.

Solution to 2:

The forecasted active return of the managed portfolio is 0.06(5.0) + 0.04(10.0) 

+ 0.07(–5.0) + (–0.17)(–10.0) = 2.1%. The active risk of the managed portfolio 

is the square root of the sum of actual active weights squared times the active 

volatility squared for each security, [(0.06)2(25.0)2 + (0.04)2 (50.0)2 + (0.07)2 

(25.0)2 + (–0.17)2 (50.0)2]1/2 = 9.0%, as specified by the active risk constraint.

Solution to 3:

The full fundamental law states that the expected portfolio active return will 

be E TC IC BRRA A( ) = ( )( ) σ  = 0.58 × 0.20 × (4)1/2 × 9.0 = 2.1%, consistent with 

the direct calculation in the Solution to 2.
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We close this sub- section by noting that the transfer coefficient, TC, also comes 

into play in calculating the optimal amount of active risk for an actively managed 

portfolio with constraints. Specifically, with constraints and using notation consistent 

with expressions in the fundamental law, Equation 8 becomes

σ σA
B

B=
∗

TC IR
SR

where IR* is the information ratio of an otherwise unconstrained portfolio. Employing 

this optimal level of aggressiveness leads to a maximum possible value of the con-

strained portfolio’s squared Sharpe ratio:

SR SR TC IRP B
2 2 2 2

= + ( ) ( )∗

As noted before, the active risk of an actively managed fund can be adjusted to its 

optimal level while preserving the information ratio by adding long or short positions 

in the benchmark portfolio. For further insight, we note that with a transfer coefficient 

of 0.00, the optimal amount of active risk calculated above is zero. In other words, 

the investor should just invest in the benchmark portfolio.

To illustrate the impact of the transfer coefficient, if the actively managed portfolio 

has a transfer coefficient of 0.50 and an unconstrained information ratio of 0.30 and 

the benchmark portfolio has a Sharpe ratio of 0.40 and risk of 16.0%, then the optimal 

amount of aggressiveness in the actively managed portfolio is 0.50(0.30/0.40)16.0 = 

6.0%. If the actively managed portfolio is constructed with this amount of active risk, 

the Sharpe ratio will be (0.402 + 0.502 × 0.302)1/2 = 0.43. If the constrained portfolio 

has an active risk of 8.0%, the active risk can be lowered to the optimal level of 6.0% by 

mixing 1 − 6.0/8.0 = 25% in the benchmark and 75.0% in the actively managed fund.

4.4 Ex Post Performance Measurement

Most of the fundamental law perspectives discussed up to this point relate to the 

expected value added through active portfolio management. Actual performance 

in any given period will vary from its expected value in a range determined by the 

benchmark tracking risk. We now turn our attention to examining actual performance, 

the ex post analysis of the realized value added.

The key determinant of the sign and magnitude of the realized value added in 

Equation 3 is the degree to which the portfolio has positive active weights on securi-

ties that realize positive relative returns and negative active weights on securities that 

realize negative relative returns. In other words, actual performance is measured by 

the relationship between relative weights and realized relative returns. Knowing how 

actual returns match up with realized returns (the realized information coefficient, 

ICR) allows the investor to examine what realized return to expect given the transfer 

coefficient. Specifically, expected value added conditional on the realized information 

coefficient, ICR, is

E IC TC IC BRRA R R A|( ) = ( )( ) σ

Equation 15 is similar to the fundamental law, shown in Equation 14; in Equation 15 the 

realized information coefficient, ICR, replaces the expected information coefficient, IC.

We can represent any difference between the actual active return of the portfolio 

and the conditional expected active return with a noise term:

RA = E(RA | ICR) + Noise

(15)

(16)
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Equation 16 states that the realized value added of an actively managed portfolio 

can be divided into two parts. The first part comes from the expected value added 

given the realized skill of the investor that period, and the second part represents any 

noise that results from constraints that impinge on the optimal portfolio structure.

Equation 15 also leads to an ex post (i.e., realized) decomposition of the portfolio’s 

active return variance into two parts: variation due to the realized information coef-

ficient and variation due to constraint- induced noise. Clarke, de Silva, and Thorley 

(2005) showed that the two parts of the realized variance are proportional to TC2 and 

1 ‒ TC2. For example, with a TC value of, say, 0.60, only TC2 = 36% of the realized 

variation in performance is attributed to variation in the realized information coef-

ficient, and 1 ‒ TC2 = 64% comes from constraint- induced noise. Low- TC investors 

will frequently experience periods when the forecasting process succeeds but actual 

performance is poor or when actual performance is good even though the return- 

forecasting process fails.

EXAMPLE 7  

Ex Post Performance

Consider an active management strategy that includes BR = 100 investment 

decisions (e.g., 100 individual stocks whose active returns are uncorrelated, 

and annual rebalancing), an expected information coefficient of IC = 0.05, a 

transfer coefficient of TC = 0.80, and annualized active risk of σA = 4.0%. Thus, 

the expected value added according to the fundamental law is

E TC IC BRRA A( ) = ( )( ) = × × × =σ 0 80 0 05 100 4 0 1 6. . . % . %

1 Suppose that the realized information coefficient in a given period is 

–0.10, instead of the expected value of IC = 0.05. In the absence of 

constraint- induced noise, what would be the value added that period?

2 Suppose that the actual return on the active portfolio was –2.6%. Given 

the –0.10 realized information coefficient, how much of the forecasted 

active return was offset by the noise component?

3 What percentage of the performance variance (i.e., tracking risk squared) 

in this strategy over time is attributed to variation in the realized informa-

tion coefficient (i.e., forecasting success), and what percentage of perfor-

mance variance is attributed to constraint- induced noise?

Solution to 1:

The value added, without including constraint- induced noise (which has an 

expected value of zero) is

E IC TC IC BRRA R R A| . . . % . %( ) = ( )( ) = × −( ) × × = −σ 0 80 0 10 100 4 0 3 2

In other words, conditional on the actual information coefficient, the investor 

should expect an active return that is negative because the realized information 

coefficient is negative.

Solution to 2:

The noise portion of the active return is the difference between the actual active 

return and the forecasted active return: –2.6 – (–3.2) = 0.6%. In other words, 

the noise component helped offset the negative value added from poor return 

forecasting. Of course, the constraint- induced noise component could just as 
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easily have gone the other way, exacerbating the negative value added. Note that 

the negative realized active return of –2.6% is well within the range associated 

with the tracking error (active risk) of 4.0% per period.

Solution to 3:

Given the transfer coefficient of TC = 0.80, TC2 = 64% of the variation in perfor-

mance over time is attributed to the success of the forecasting process, leaving 

36% due to constraint- induced noise.

APPLICATIONS OF THE FUNDAMENTAL LAW

In this section, we discuss three specific applications of active portfolio manage-

ment—one application to a global equity strategy with different sets of active return 

forecasts and constraints and two applications to US fixed income. These applications 

will further illustrate how the fundamental law is used to evaluate active portfolio 

strategies, including security selection and market timing.

5.1 Global Equity Strategy

In our first example, we show how the fundamental law can be used to calculate the 

expected active return for an actively managed portfolio benchmarked to the MSCI 

All Country World Index (ACWI). This global equity example focuses on the cross- 

sectional characteristics of the fundamental law, whereas the US fixed- income exam-

ples that follow will also include time- series implications of the law. The investable 

assets in this example are the individual MSCI market indexes, including the 21 EAFE 

(Europe, Australasia, and the Far East) markets, the United States, and Canada, and 

the Emerging Markets Index, for a total of 24 assets. “Now” is the beginning of the 

calendar year 2014. For purposes of illustration, we will assume that the future will 

be like the past in terms of active risk, and thus we will base our estimates on the US 

dollar return to the MSCI market indexes from 2009 to 2013. In practice, managerial 

judgment or a commercial model would be used to forecast risk. The various rankings 

of the markets’ forecasted active returns for the calendar year 2014 are hypothetical.

The ex ante expected active risk of each asset is equal to the annualized historical 

standard deviation of beta- adjusted differences between the individual market return 

and the ACWI return, as shown in the second column of Exhibit 7. For example, the 

active risk of the United Kingdom is 5.8% and the active risk of Japan is 10.9%. Note 

that the risk estimates are for active returns, meaning the difference between the 

individual asset and benchmark returns. The total risk of each market would be higher 

based on the estimated risk of the benchmark and the benchmark beta.

Exhibit 7   Long–Short Global Equity Fund for 2014 (risk statistics based on MSCI returns from 2009 to 2013)

Market Score

Active Return 

Volatility

Expected 

Active Return

Active 

Weight

ACWI 

Benchmark 

Weight

Portfolio 

Weight

United Kingdom 2.0 5.8% 1.2% 16.6% 8.2% 24.8%

Japan 0.0 10.9% 0.0% –2.6% 7.7% 5.1%

France –2.0 8.9% –1.8% –11.4% 3.7% –7.7%

Germany 0.0 8.7% 0.0% 2.0% 3.5% 5.5%

5

(continued)
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Market Score

Active Return 

Volatility

Expected 

Active Return

Active 

Weight

ACWI 

Benchmark 

Weight

Portfolio 

Weight

Switzerland 2.0 8.5% 1.7% 7.7% 3.3% 11.0%

Australia 0.0 12.0% 0.0% –1.2% 2.8% 1.6%

Spain –2.0 19.2% –3.8% –4.9% 1.3% –3.6%

Sweden 0.0 11.9% 0.0% –2.1% 1.2% –0.9%

Hong Kong SAR 1.0 13.1% 1.3% 2.9% 1.1% 4.0%

Netherlands 0.0 8.6% 0.0% 1.6% 1.1% 2.7%

Italy –1.0 15.5% –1.6% –1.3% 0.9% –0.4%

Singapore 0.0 12.7% 0.0% –2.2% 0.6% –1.6%

Belgium 1.0 10.5% 1.1% 5.6% 0.4% 6.0%

Denmark 0.0 12.1% 0.0% –1.2% 0.4% –0.8%

Finland –1.0 15.7% –1.6% 0.0% 0.3% 0.3%

Norway 0.0 13.8% 0.0% –0.8% 0.3% –0.5%

Israel 1.0 14.9% 1.5% 1.2% 0.2% 1.4%

Ireland 0.0 15.6% 0.0% 0.7% 0.2% 0.9%

Austria –1.0 15.5% –1.6% –2.0% 0.1% –1.9%

Portugal 0.0 15.3% 0.0% 1.0% 0.0% 1.0%

New Zealand 1.0 14.6% 1.5% 1.9% 0.0% 1.9%

United States 0.0 4.1% 0.0% –4.2% 48.4% 44.2%

Canada –1.0 9.6% –1.0% –6.9% 3.6% –3.3%

Emerging 0.0 9.3% 0.0% –0.4% 10.7% 10.3%

Total 0.0 0.0% 100.0% 100.0%

Transfer Coefficient Information Coefficient Breadth

0.982 0.095 27.0

Active Return Active Risk Information Ratio

0.99% 2.00% 0.496

The 24 individual assets in Exhibit 7 are listed by size in the EAFE benchmark, 

followed by the United States, Canada, and the emerging markets. For example, the 

United Kingdom has a benchmark weight of 8.2% and Canada has a benchmark 

weight of 3.6%. Scores representing an active investor’s forecasts of the relative per-

formance of each asset during 2014 are assigned to each market. The scores are one of 

five numerical values that represent a managerial forecast of strong outperformance 

(2.0), weak outperformance (1.0), neutral performance (0.0), weak underperformance 

(–1.0), and strong underperformance (–2.0). The number of scores in each of these 

five categories is based on the requirement that the scores sum to zero and have a 

cross- sectional standard deviation of 1.

The active return forecasts in the third column of Exhibit  7 are based on the 

Grinold rule in Equation 10 of “IC times volatility times score,” where IC is the ex ante 

information coefficient that measures the assumed accuracy of the investor relative 

Exhibit 7   (Continued)
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rankings, as illustrated by the right leg of the correlation triangle in Exhibit 6. In this 

example, we use an assumed information coefficient of 0.10, meaning that forecasted 

and realized active security returns are expected to have a cross- sectional correlation 

coefficient of 0.10. For example, the active return forecast for the United Kingdom, 

which has a score of 2.0, is 0.10(5.8)(2.0) = 1.2%. Alternatively, the active return forecast 

for Japan is 0.0% because the score is 0. As explained later, the information coefficient 

used in fundamental law accounting will be adjusted down to 0.095, as shown at the 

bottom of Exhibit 7, to account for the assignment of scores in this particular example.

The active weights for each market are based on the active return forecast and a 

numerical optimizer (i.e., Excel Solver) with the objective to maximize the expected 

active return of the portfolio, subject to a 2.00% constraint on active risk. Note that 

while the active weights for each market are generally correlated with the forecasted 

active returns in Exhibit  7, they are not perfectly proportional, for two reasons. 

First, the optimizer also takes into account the estimated correlations between each 

market’s active return, based on the MSCI monthly return data from 2009 to 2013. 

Exhibit 8 reports the estimated active return correlations for the eight largest EAFE 

countries; the full correlation matrix is not reported to conserve space. For example, 

the correlation coefficient between the United Kingdom (GB) and Japan (JP) is fairly 

low at 0.004, while the correlation coefficient between France (FR) and Germany 

(DE) is higher at 0.247. Note that these correlation coefficients are for active returns, 

meaning the differences between the individual market and ACWI benchmark returns. 

The correlations for total market returns would all be positive and much higher—for 

example, values that range from 0.4 to 0.9.

Exhibit 8   Active Return Correlation Coefficients for Eight Countries (based on MSCI returns from 2009 to 

2013)

Country GB JP FR DE CH AU ES SE

GB 1.000 0.004 0.162 0.014 0.098 –0.023 0.219 0.102 …

JP 0.004 1.000 –0.101 –0.073 0.103 –0.090 0.000 –0.069 …

FR 0.162 –0.101 1.000 0.247 0.095 –0.016 0.346 0.059 …

DE 0.014 –0.073 0.247 1.000 0.010 –0.105 0.108 0.047 …

CH 0.098 0.103 0.095 0.010 1.000 0.103 0.070 0.045 …

AU –0.023 –0.090 –0.016 –0.105 0.103 1.000 0.010 0.072 …

ES 0.219 0.000 0.346 0.108 0.070 0.010 1.000 0.056 …

SE 0.102 –0.069 0.059 0.047 0.045 0.072 0.056 1.000 …

… … … … … … … … …

The second reason that the active weights in Exhibit 7 are not perfectly propor-

tional to the forecasted active returns is that the active weights are constrained by the 

optimizer to sum to zero. For example, the highest active weight in Exhibit 7 is for 

the United Kingdom, at 16.6%, and the lowest active weight is for France, at –11.4%. 

These active weights are added to the benchmark weights to give the total portfolio 

weights in the last column of Exhibit 7. For example, the total weight for the United 

States is 44.2%, even though the active weight is –4.2%, because the US benchmark 

weight in the ACWI is 48.4%. In fact, the optimization in Exhibit 7 is for a relatively 

unconstrained long–short portfolio where the sum of the positive total weights is 

about 120% and the sum of the negative total weights is about –20%, what might be 

called a “120/20 long–short” strategy in practice.
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Because the optimization is basically unconstrained, the transfer coefficient or 

risk- weighted correlation between active return forecasts and active weights shown 

at the bottom of Exhibit 7 is 0.982, almost perfect. The transfer coefficient in this 

example takes into account all the risk statistics (i.e., forecasted active volatilities 

and forecasted correlations) but is not exactly 1.0 because of the budget constraint 

that the active weights sum to zero. Alternatively, if the sum of active weights were 

allowed to be non- zero, effectively allowing for risk- free cash or leverage in the equity 

portfolio to meet the budget constraint, the transfer coefficient would be exactly 1.0. 

The breadth of the strategy shown at the bottom of Exhibit 7 is 27.0, slightly higher 

than the number of individual assets, 24.0, because the risk model includes active 

return correlation coefficients that are different from zero. If all the off- diagonal 

correlations in the extended table in Exhibit 8 were exactly zero, then breadth would 

be exactly 24.0, instead of 27.0. The technical appendix discusses the calculation of 

breadth in more detail.12

The fundamental law in Equation 14 states that the expected active return on the 

portfolio is E TC IC BRRA A( ) = ( )( ) σ  = 0.982  × 0.095  × (27.0)1/2 × 2.00  = 0.97%. 

Alternatively, the expected active return of 0.99% shown at the bottom of Exhibit 7 

is calculated as the sum of the active weights times active returns. Thus, the accuracy 

of the fundamental law is quite high. The fundamental law is often expressed in terms 

of the information ratio, or forecasted active return over active risk. Using this frame-

work, the validation of the fundamental law is IR TC IC BR= ( )( )  = 0.982 × 0.095 × 

(27.0)1/2 = 0.485, fairly close to actual forecasted active return divided by active risk, 

0.99/2.00  = 0.496. Because the information ratio in this relatively unconstrained 

portfolio is unaffected by the aggressiveness of the strategy, we would get the same 

IR value if the active risk were allowed to be higher. For example, if the active risk 

specified to the optimizer were increased to 3.00%, the forecasted active return would 

increase to 1.49%, an information ratio of, again, 1.49/3.00 = 0.496.

Exhibit 9 continues examining the global equity strategy but uses a slightly different 

assignment of scores than Exhibit 7 to illustrate how this change affects the values in 

the fundamental law. Specifically, the scores for Germany (DE) and the United Kingdom 

(UK) have been switched, as well as the scores for Switzerland (CH) and Australia 

(AU). While the breadth in Exhibit 9 is unchanged at 27.0, the information coefficient 

has increased slightly to 0.103, compared with 0.095 in Exhibit 7. Even though the 

assumed IC used to create the expected active returns in Exhibit 9 is still 0.10, the IC 

used in fundamental law accounting has increased because the new assignment of 

scores represents a slightly more ambitious forecast. For example, the active (i.e., 

benchmark relative) returns for France and Germany in Exhibit 9 are now forecasted 

to go strongly in opposite directions, even though they are positively correlated 

according to the risk model in Exhibit 8. Given the increase in IC and slight change 

in TC, the fundamental law calculation for Exhibit  9 is now IR TC IC BR= ( )( )  = 

0.995 × 0.103 × (27.0)1/2 = 0.533, quite close to the actual value of 0.532.

12 See Buckle (2004) for a more in- depth discussion of breadth calculations.
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Exhibit 9   Long–Short Global Equity Fund with Different Scores for 2014 (risk statistics based on MSCI 

returns from 2009 to 2013)

Market Score

Active Return 

Volatility

Expected 

Active Return

Active 

Weight

ACWI 

Benchmark 

Weight

Portfolio 

Weight

United Kingdom 0.0 5.8% 0.0% 0.7% 8.2% 8.9%

Japan 0.0 10.9% 0.0% 0.2% 7.7% 7.9%

France –2.0 8.9% –1.8% –11.3% 3.7% –7.6%

Germany 2.0 8.7% 1.7% 12.9% 3.5% 16.4%

Switzerland 0.0 8.5% 0.0% –2.9% 3.3% 0.4%

Australia 2.0 12.0% 2.4% 7.4% 2.8% 10.2%

Spain –2.0 19.2% –3.8% –4.1% 1.3% –2.8%

Sweden 0.0 11.9% 0.0% –1.8% 1.2% –0.6%

Hong Kong SAR 1.0 13.1% 1.3% 3.4% 1.1% 4.5%

Netherlands 0.0 8.6% 0.0% 3.3% 1.1% 4.4%

Italy –1.0 15.5% –1.6% –1.2% 0.9% –0.3%

Singapore 0.0 12.7% 0.0% –2.1% 0.6% –1.5%

Belgium 1.0 10.5% 1.1% 7.4% 0.4% 7.8%

Denmark 0.0 12.1% 0.0% –0.4% 0.4% 0.0%

Finland –1.0 15.7% –1.6% –2.4% 0.3% –2.1%

Norway 0.0 13.8% 0.0% 0.4% 0.3% 0.7%

Israel 1.0 14.9% 1.5% 1.4% 0.2% 1.6%

Ireland 0.0 15.6% 0.0% 0.0% 0.2% 0.2%

Austria –1.0 15.5% –1.6% –2.1% 0.1% –2.0%

Portugal 0.0 15.3% 0.0% 1.8% 0.0% 1.8%

New Zealand 1.0 14.6% 1.5% 1.6% 0.0% 1.6%

United States 0.0 4.1% 0.0% –3.6% 48.4% 44.8%

Canada –1.0 9.6% –1.0% –5.3% 3.6% –1.7%

Emerging 0.0 9.3% 0.0% –3.4% 10.7% 7.3%

Total 0.0 0.0% 100.0% 100.0%

Transfer Coefficient Information Coefficient Breadth

0.995 0.103 27.0

Active Return Active Risk Information Ratio

1.06% 2.00% 0.532

We now apply constraints to the global equity strategy to focus on the transfer 

coefficient. Specifically, Exhibit 10 shows two constrained portfolio optimizations using 

the same score assignments and thus active return forecasts as in Exhibit 7. The first 

optimization, shown on the left- hand side of Exhibit 10, has two constraints. First, 

the portfolio is constrained to be long only, meaning that a negative active weight for 

any given market cannot be bigger than the benchmark weight. For example, France 

has an active weight of –3.7%, bounded by the benchmark weight of 3.7%, so that the 

total weight for France in the managed portfolio is zero. Second, the portfolio weights 
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are constrained to not be more than 10.0% over or under the benchmark weight, 

meaning that the absolute value of any given market active weight cannot be greater 

than 10.0%. For example, the active weights for the United Kingdom and Switzerland 

are limited to 10.0% and the active weight for the United States is limited to –10.0%.

Exhibit 10   Constrained Global Equity Funds for 2014 (risk statistics based on MSCI returns from 2009 to 

2013)

Market

Active 

Weight

ACWI 

Benchmark 

Weight

Portfolio 

Weight

Active 

Weight

ACWI 

Benchmark 

Weight

Portfolio 

Weight

United Kingdom 10.0% 8.2% 18.2% 8.6% 8.2% 16.8%

Japan –5.0% 7.7% 2.7% –7.8% 7.7% –0.1%

France –3.7% 3.7% 0.0% –3.7% 3.7% 0.0%

Germany –2.9% 3.5% 0.6% –3.5% 3.5% 0.0%

Switzerland 10.0% 3.3% 13.3% 10.0% 3.3% 13.3%

Australia –2.8% 2.8% 0.0% –2.8% 2.8% 0.0%

Spain –1.2% 1.3% 0.1% –1.2% 1.3% 0.1%

Sweden –1.2% 1.2% 0.0% –1.2% 1.2% 0.0%

Hong Kong SAR 5.0% 1.1% 6.1% 9.5% 1.1% 10.6%

Netherlands –1.0% 1.1% 0.1% –1.0% 1.1% 0.1%

Italy –0.8% 0.9% 0.1% –0.8% 0.9% 0.1%

Singapore –0.5% 0.6% 0.1% –0.5% 0.6% 0.1%

Belgium 5.9% 0.4% 6.4% –0.4% 0.4% 0.0%

Denmark –0.4% 0.4% 0.0% –0.4% 0.4% 0.0%

Finland –0.3% 0.3% 0.0% –0.3% 0.3% 0.0%

Norway –0.3% 0.3% 0.0% –0.3% 0.3% 0.0%

Israel 4.5% 0.2% 4.7% 10.0% 0.2% 10.2%

Ireland 0.8% 0.2% 1.0% –0.1% 0.2% 0.1%

Austria –0.1% 0.1% 0.0% –0.1% 0.1% 0.0%

Portugal –0.1% 0.0% –0.1% –0.1% 0.1% 0.0%

New Zealand 4.6% 0.0% 4.6% 10.0% 0.0% 10.0%

United States –10.0% 48.4% 38.4% –10.0% 48.4% 38.4%

Canada –3.7% 3.6% –0.1% –3.7% 3.6% –0.1%

Emerging –6.9% 10.7% 3.8% –10.0% 10.7% 0.7%

Total 0.0% 100.0% 100.0% 0.0% 100.0% 100.0%

Transfer 

Coefficient

Information 

Coefficient Breadth

Transfer 

Coefficient

Information 

Coefficient Breadth

0.724 0.095 27.0 0.574 0.095 27.0

Active 

Return Active Risk

Information 

Ratio

Active 

Return Active Risk

Information 

Ratio

0.71% 2.00% 0.357 0.85% 3.00% 0.283
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The long- only and maximum over- or underweight constraints substantially reduce 

the transfer of active return forecasts into active weights, as shown by the transfer 

coefficient of 0.724 at the bottom of the left side of Exhibit 10, compared with 0.982 

for the same scores and active return forecasts in Exhibit 7. The impact of this transfer 

coefficient on expected active return according to the fundamental law 

is E TC IC BRRA A( ) = ( )( ) σ  = 0.724 × 0.095 × (27.0)1/2 × 2.00 = 0.71%, compared with 

0.99% for the unconstrained portfolio in Exhibit 7. Similarly, the impact of this transfer 

coefficient measured by the information ratio is IR TC IC BR= ( )( )  = 0.724 × 0.095 × 

(27.0)1/2 = 0.357, compared with 0.496 for the unconstrained portfolio. In other words, 

the expected active return and information ratio are reduced by almost a third because 

of the constraints imposed in portfolio construction.

As previously mentioned, an increase in the allowed active risk from 2.00% to 

3.00% in the unconstrained portfolio in Exhibit 7 proportionally increases the active 

return, leaving the information ratio at about 0.496. However, an increase in allowed 

active risk to 3.00% does not preserve the information ratio of the constrained port-

folio, as shown by the optimization on the right- hand side of Exhibit 10. Specifically, 

the higher active risk leads to more variation in unconstrained active weights, as 

shown in Equation 11, and the constraints thus become more binding. For example, 

the active weight for New Zealand, which is 4.6% on the left- hand side of Exhibit 10, 

is capped at the maximum possible value of 10.0% on the right- hand side of Exhibit 10. 

The result is a further reduction in the transfer coefficient from 0.724 to 0.574, leading 

to a reduction in the information ratio to IR TC IC BR= ( )( )  = 0.574 × 0.095 × (27.0)1/2 

= 0.283, compared with 0.357 at the lower active portfolio risk of 2.0%.

The key concept is that although an unconstrained IR is invariant to the level of 

active risk, as shown by the dark line in Exhibit 5, the IR for a constrained portfolio 

generally decreases with the aggressiveness of the strategy. Specifically, the dark line 

in Exhibit 5 for a constrained portfolio would curve downward from left to right, in 

accordance with an increasingly lower transfer coefficient. Thus, the constraints that 

are imposed on the portfolio should inform the decision of how aggressively to apply 

an active management strategy.

EXAMPLE 8  

Compare and Contrast Active Management Strategies

Consider two active management strategies: individual stock selection with a 

benchmark composed of 100 securities, and industrial sector selection with a 

benchmark of nine sectors. The active security returns are defined as residuals in 

a risk model and thus are essentially uncorrelated, and forecasts are independent 

from year to year. Suppose the individual stock investor is expected to exhibit 

skill as measured by an information coefficient of 0.05, while the industrial sector 

investor has a higher information coefficient of 0.15.

1 Conceptually, what is the breadth (i.e., number of independent decisions 

per year) of each active management strategy?

2 Calculate the expected information ratio for each strategy, under the 

assumption that each investor’s forecasts can be implemented without 

constraints, such as the long- only constraint or a limit on turnover each 

year.

3 Suppose the aggressiveness of each active management strategy is estab-

lished by a portfolio active risk target of 3.0% per year. What is the 

expected active return to each strategy?
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4 Under the more realistic assumption that the individual security selection 

strategy is constrained to be long only and has turnover limits, the trans-

fer coefficient has a value of 0.60. What is the constrained information 

ratio and expected active return of the security selection strategy?

5 Suppose the aggressiveness of the constrained individual security selec-

tion strategy is increased to a portfolio active risk target of 4.0% per year. 

Conceptually, what is likely to happen to the information ratio, and why?

Solution to 1:

Given that the active asset returns in each strategy are uncorrelated, and fore-

casts are independent from year to year, the breadth of the security selection 

strategy is BR = 100 and the breadth of the sector selection strategy is BR = 9.

Solution to 2:

The expected information ratio of the unconstrained security selection strategy 

is calculated as IR IC BR= ( ) = × =0 05 100 0 50. . , while the information ratio 

of the industrial sector selection strategy is IR IC BR= ( ) = × =0 15 9 0 45. . .

Solution to 3:

The expected active return to the unconstrained security selection strategy 

is 0.50(3.0) = 1.50%, while the expected active return of the industrial sector 

selection strategy is 0.45(3.0) = 1.35%.

Solution to 4:

The information ratio of the constrained security selection strategy 

is IR TC IC BR= ( )( ) = × × =0 60 0 05 100 0 30. . . , rather than 0.50, and the 

expected active return is 0.30(3.0) = 0.90%, rather than 1.50%.

Solution to 5:

A more aggressive implementation of the constrained security selection strategy 

will likely result in larger deviations of constrained weights from unconstrained 

weights and thus a lower transfer coefficient. For example, the transfer coefficient 

might drop from 0.60 to 0.50, leading to an information ratio of 

only IR TC IC BR= ( )( ) = × × =0 50 0 05 100 0 25. . . . Thus, instead of a propor-

tional increase in the expected active return associated with an increase in the 

active portfolio risk from 3.0% to 4.0%, the expected active return would only 

increase from 0.9% to 0.25(4.0) = 1.0%.

5.2 Fixed- Income Strategies

Two additional examples of the fundamental law in practice are based on the Bloomberg 

Barclays US fixed- income index returns. Consider first an active management strat-

egy of over- and underweighting credit exposure once a quarter using corporate 

investment- grade and high- yield bond portfolios as assets. Let the benchmark portfolio 

be composed of 70% investment- grade bonds and 30% high- yield bonds. Each quar-

ter, the active investor makes a single dichotomous decision either to overweight the 

investment- grade asset (and thus underweight the high- yield asset) or to overweight 

the high- yield asset (and thus underweight the investment- grade asset). In addition 

to switching to a fixed- income example, we are also now moving into a time- series 

application of the fundamental law, instead of the purely cross- sectional application.

After some thought, we decide to use the historical 2009–2013 returns on 

exchange- traded funds (ETFs) that track the two bond portfolios for our risk esti-

mates. Specifically, the quarterly return volatility of the IG (investment- grade) asset 
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is 2.84%, and the quarterly return volatility of the HY (high- yield) asset is 4.64%, with 

an estimated correlation between the two of 0.575. Because there are only three risk 

parameters in this strategy, a data table is not needed. The active risk of this decision 

is the volatility of the differential returns between the two bond portfolios, [(2.84)2 – 

2(2.84)(4.64)(0.575) + (4.64)2]1/2 = 3.80%. In effect, the active investor assigns a “score” 

of either +1.0 or –1.0 on credit exposure each quarter, with an annualized active risk 

of 3.80 × (4)1/2 = 7.60%. Suppose the fixed- income investor expects to call the market 

correctly 55% of the time (i.e., 11 out of 20 quarters). If the investor makes the correct 

call 55% of the time and an incorrect call 45% of the time, then the time- series infor-

mation coefficient is 0.55 – 0.45 = 0.10.13 Without a limit on active risk, the expected 

active return can be calculated using a simple probability- weighted average: 0.55(3.80) 

+ 0.45(–3.80) = 38 bps per quarter. But to illustrate the fundamental law, we use the 

Grinold rule of “alpha equals IC times volatility times score”: 0.10(3.80)(1.0) = 38 bps.

The investor decides to limit the annual active risk to 2.00% and thus sets the 

active weight (i.e., deviation from the 70/30 benchmark weights) at 2.00/7.60 = 26.3%. 

Under the assumption that active returns are uncorrelated over time, the breadth of 

this strategy is 4.0, the four quarterly rebalancing decisions made each year. Thus, in 

quarters when the investor believes credit risk will pay off, the managed portfolio is 

invested 70.0% – 26.3% = 43.7% in investment- grade bonds and 30% + 26.3% = 56.3% 

in high- yield bonds. Alternatively, in quarters where the investor believes credit risk 

will not pay off, the active portfolio has 70.0% + 26.3% = 96.3% in investment- grade 

bonds and only 30% – 26.3% = 3.7% in high- yield bonds. According to the simple 

form of the fundamental law, the expected annualized active return to this strategy 

is E IC BRRA A( ) = ( ) σ  = 0.10 × (4.0)1/2 × 2.00 = 40 bps a year, or 10 bps per quarter. 

Alternatively, given the active weight of 26.3% motivated by the desire to limit active 

risk, the expected quarterly return can be calculated more directly as 0.263 × 38 = 10 

bps. Given the small breadth of this strategy, the annual information ratio is 

only IR IC BR= ( )  = 0.10 × (4.0)1/2 = 0.20.

The key concept in this illustration is that the breadth of the strategy is 4, meaning 

four active management decisions per year. The same small- breadth problem also 

applies to quarterly tactical asset allocation decisions in a simple strategy that switches 

between equity and cash. There are so few opportunities to make an active decision 

in these “market- timing” strategies that the investor’s accuracy as measured by the 

information coefficient must be quite high to achieve even a modest information 

ratio. A full description of the breadth calculation requires matrix formulas supplied 

in the technical appendix; one “rule of thumb” described in the technical appendix 

is that breadth is approximately BR = N/[1 + (N – 1)ρ], where N is the number of 

securities and ρ is the average correlation between the active security returns. In this 

fixed- income example, ρ = 0.0, so breadth is BR = 4.0.

A natural question is whether the expected information ratio can be increased by 

switching more frequently—say, monthly. Although it is somewhat more complicated 

to show, the basic answer is yes—if the information coefficient of 0.10 can be main-

tained and if the credit exposure decisions in this example are truly independent over 

time. For example, making monthly calls that do not change during the quarter (i.e., 

signals of +1.0, +1.0, and +1.0 in January, February, and March) will not increase the 

13 If a time series of T predicted dichotomous (i.e., plus or minus 1.0) scores, SP,t, and a time series of T 

realized dichotomous scores, SR,t, both have zero means, then the time- series covariance between the two 

is COV S S
T

S SP R P t R t
t

T
, , ,( ) =

=
∑1

1
. The product of the two scores at time period t is 1.0 if the scores have the 

same sign (i.e., the call is correct) and –1.0 if the scores have different signs (i.e., the call is incorrect). 

Because the scores have unit variances, the correlation coefficient is equal to the covariance. Thus, the 

time- series correlation is equal to the number of correct calls minus the number of incorrect calls all over 

total calls, or, in other words, the percentage correct minus the percentage incorrect.
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information ratio of 0.20. However, if the monthly signals are truly uncorrelated with 

each other, then the information ratio in this example would 

be IR IC BR= ( ) = × =0 10 12 0 35. . . Although somewhat implausible, if an investor 

made daily decisions (250 trading days a year) that were truly independent and were 

still correct 55% of the time, the expected information ratio could potentially increase 

to IR IC BR= ( ) = × =0 10 250 1 58. . . 

The high 1.58 information ratio indicates that the investor could earn an expected 

active return of 3.16% with active risk of only 2.00%. With such a high information 

ratio, the investor might be inclined to increase the aggressiveness of the credit risk 

strategy—for example, doubling to an expected return of 2 × 3.16% = 6.32% and active 

risk of 2 × 2.00% = 4.00%. Besides the issue of transaction costs, this more aggressive 

strategy would likely bump up against various constraints. For example, at the higher 

4.00% active risk, the required active weights would be plus and minus 4.00/7.60 = 

52.6%, meaning that a tilt against credit risk would require a total portfolio weight of 

70% + 52.6% = 122.6% in investment- grade bonds, funded by a –22.6% short position 

in high- yield bonds.

The essential logic of this example is not confined to a dichotomous decision, 

meaning that the same general perspectives would hold if the single credit risk signal 

were continuous—for example, numbers like –0.57 or 1.32. Then under the more 

aggressively applied active risk target of 4.0%, a signal of –0.57 would require an active 

weight of –0.57(4.0)/7.6 = –30.0%. With a benchmark portfolio of 70.0% investment- 

grade and 30.0% high- yield bonds, this active weight translates into a 100% position 

in investment- grade bonds and no position in high- yield bonds. Alternatively, for a 

positive credit risk signal of 1.32, the required active weight would be 1.32(4.00)/7.60 = 

69.5%, meaning 100% in high- yield bonds and almost no position in investment- grade 

bonds. In other words, for this more aggressive strategy under a long- only constraint, 

the transfer coefficient would be less than 1 and the full fundamental 

law, IR TC IC BR= ( )( ) , would come into play. Under a normal distribution for scores, 

the transfer coefficient of this strategy is 0.62, so the expected information ratio is 

only IR = × × =0 62 0 10 250 0 98. . . , not 1.58.14 For an active risk of 4.00%, the 

expected active return is thus only 0.98 × 4.00% = 3.92%, not 6.32%.

For our second fixed- income example, consider an active management strategy 

using the five US Treasury bond portfolios in Exhibit 11 as the individual assets. We 

will consider the neutral benchmark to be an equally weighted composite portfolio of 

the five, or 20% invested in each asset, but with annual rebalancing. In other words, we 

are now moving back into a purely cross- sectional application of the fundamental law.

14 The transfer coefficient in this example is based on the calculation Φ(1.32) – Φ(-0.57) = 0.62, where 

Φ(S) is the cumulative standard normal distribution function. Given long- only limits on positions, the 

actual active risk of the constrained portfolio would be lower than 4.0%. In other words, the actual active 

weights (determined by a numerical optimizer) would need to be larger than the simple formula (S)4.0/7.6 

to get back up to an actual active risk of 4.0%.
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Exhibit 11   Bloomberg Barclays US Treasury Bond Average Returns and Risk 

(return statistics from 2009 to 2013)

Treas. 

0–1

Treas. 

1–3

Treas. 

3–7

Treas. 

7–10

Treas. 

10–20

Avg. Ret. 0.24% 1.11% 2.68% 3.23% 3.60%

Volatility 0.07% 0.86% 3.55% 6.59% 9.24%

Exhibit 12 shows the volatility of the historical return differences between each 

asset and the equally weighted benchmark. Note that while the absolute volatility of 

each asset return goes up with maturity in Exhibit 11, the active volatility with respect 

to the benchmark is highest for the assets with the shortest maturity, at 3.90%, and the 

longest maturity, at 5.34%. Exhibit 12 also shows the estimated active (i.e., benchmark 

relative) return correlation matrix, which has both positive and negative values, in 

contrast to the absolute return correlation matrix (not shown), which would only 

have large positive values. For example, the correlation between the 0–1- year T- bond 

active return and the 1–3- year T- bond active return in Exhibit 12 is positive 0.494, 

meaning that these shorter- maturity active returns tend to move together. However, 

the correlation between the 0–1- year active return and the 7–10- year active return 

is negative, at –0.491, meaning that these two diverse maturity active returns tend 

to move apart.

Exhibit 12   US Treasury Bond Estimated Active Return Risk and Correlations 

(return statistics from 2009 to 2013)

Treas. 

0–1

Treas. 

1–3

Treas. 

3–7

Treas. 

7–10

Treas. 

10–20

Active Vol. 3.90% 3.32% 1.34% 2.69% 5.43%

Active Corr.

Treas. 

0–1

Treas. 

1–3

Treas. 

3–7

Treas. 

7–10

Treas. 

10–20

Treas. 0–1 1.000 0.494 0.221 –0.491 –0.473

Treas. 1–3 0.494 1.000 0.275 –0.488 –0.487

Treas. 3–7 0.221 0.275 1.000 –0.200 –0.351

Treas. 7–10 –0.491 –0.488 –0.200 1.000 0.454

Treas. 10–20 –0.473 –0.487 –0.351 0.454 1.000

A full description of the calculation requires matrix formulas supplied in the 

technical appendix, but the breadth associated with the risk estimates in Exhibit 12 

is 9.4, even though there are only 5.0 assets. The breadth is different from the number 

of assets because the off- diagonal values in the correlation matrix are substantially 

different from zero. Exhibit 13 shows the fundamental law calculations for two sets 

of scores given an active portfolio risk target of 1.0% per year. The first set of scores 

has positive values for the shorter- maturity bonds and negative scores for the longer- 

maturity bonds. The associated active returns are calculated using Grinold rule and 

an assumed information coefficient of 0.20; for example, the active return for 10–20- 

year T- bonds is 0.20 × 5.43% × –1.76 = –1.91%. The active weights in Exhibit 13 are 
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calculated by an optimizer given the constraint on active risk of 1.00%. For example, 

the active weight for the 10–20- year T- bonds is –19.1%, shown in the upper half of 

Exhibit 13. Given the benchmark weights of 20% for each asset, this results in a total 

weight of only 20 – 19.1 = 0.9% in the managed portfolio.

Although the information coefficient used to scale the active returns was 0.20, the 

first set of scores in Exhibit 13 does not represent a very ambitious forecast, so the 

information coefficient used in the fundamental law calculation is 0.12. The intuition 

for the large downward adjustment in the information coefficient is that the positive 

scores for the shorter- maturity bonds and the negative scores for the longer- maturity 

bonds are all based on essentially one active decision that interest rates will rise. 

Specifically, the expected active (i.e., benchmark relative) return for the managed 

fixed- income portfolio is E IC BRRA A( ) = ( ) σ  = 0.12 × (9.4)1/2 × 1.00 = 37 bps a year.

Exhibit 13   Signals and Weights for a Fixed- Income Portfolio with Breadth 

of 9.4 and Active Risk of 1.00% (return statistics from 2009 to 

2013)

Treas. 

0–1

Treas. 

1–3

Treas. 

3–7

Treas. 

7–10

Treas. 

10–20 IC

Active 

Ret.

Score 0.63 0.67 0.92 –0.46 –1.76 0.12 0.37%

Active Ret. 0.49% 0.45% 0.25% –0.25% –1.91%

Active Wgt. –1.5% –2.1% 15.4% 7.4% –19.1%

Total Wgt. 18.5% 17.9% 35.4% 27.4% 0.9%

Score –0.22 1.20 0.23 0.57 –1.77 0.18 0.55%

Active Ret. –0.17% 0.80% 0.06% 0.31% –1.93%

Active Wgt. –11.3% 17.0% –12.8% 24.3% –17.2%

Total Wgt. 8.7% 37.0% 7.2% 44.3% 2.8%

In contrast, the second set of scores in Exhibit 13 is a more ambitious set of active 

forecasts that specify a modification in the shape of the yield curve. As a result, the 

information coefficient is 0.18, not much lower than the 0.20 value used to scale the 

active returns, and the expected active return for the portfolio using the fundamental 

law is E IC BRRA A( ) = ( ) σ  = 0.18 × (9.4)1/2 × 1.00 = 55 bps a year. The fundamental 

law in terms of the expected information ratio for the second set of scores in Exhibit 13 

is IR IC BR= ( )  = 0.18 × (9.4)1/2 = 0.55, alternatively calculated as the expected active 

return over active risk, 55/100 = 0.55.

At this relatively high information ratio, the investor may be inclined to increase 

the active risk to, say, 2.00% instead of 1.00%. However, given that the longest- maturity 

asset has a total weight approaching zero (i.e., 2.8% as shown in the lower right- hand 

corner of Exhibit 13), such a strategy would likely require shorting, and if short sells 

are not allowed, the transfer coefficient would be less than 1.00.
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EXAMPLE 9  

Breadth and Rebalancing in Active Management 

Strategies

Consider an active portfolio management strategy that involves decisions on 

overweighting or underweighting four individual assets. For example, the assets 

might be ETFs for four country equity markets or four different fixed- income 

ETFs. The active returns to Assets #1 and #2 are positively correlated, as are 

the active returns to Assets #3 and #4. However, the assumed risk model for 

active returns has no other non- zero correlations. The correlation structure 

in this risk model is shown in the 4- by- 4 correlation matrix below, and the 

breadth calculation is BR = 3.2. For simplicity, we will assume that the portfolio 

management decisions are dichotomous, meaning that each year, the investor 

forecasts two of the assets to outperform the benchmark and the other two 

assets to underperform.

Correlations #1 #2 #3 #4

#1 1.00 0.25 0.00 0.00

#2 0.25 1.00 0.00 0.00

#3 0.00 0.00 1.00 0.25

#4 0.00 0.00 0.25 1.00

1 Conceptually speaking (i.e., exact numbers are not necessary), why is the 

breadth less than the number of assets for this strategy?

2 Suppose the investor predicts Assets #1 and #2 to outperform and that 

Assets #3 and #4 will underperform. Conceptually speaking (i.e., exact 

numbers are not necessary), how will these scores affect the information 

coefficient in the fundamental law compared with a prediction that Assets 

#1 and #3 will outperform and Assets #2 and #4 will underperform?

3 Suppose the active investor rebalances monthly instead of just once a year. 

Explain how this would affect the information ratio of this strategy, clearly 

stating your assumptions.

Solution to 1:

According to the risk model, the active returns to Assets #1 and #2 tend to 

move together, with a correlation coefficient of 0.25, as do the active returns 

for Assets #3 and #4. As a result, the 3.2 breadth of this strategy is lower than 

the number of assets, N = 4.

Solution to 2:

According to the risk model, the active returns to Assets #1 and #2 tend to 

move together, so a forecast that both will outperform is not as ambitious as a 

forecast that one will outperform while the other underperforms. As a result, 

the information coefficient will be adjusted downward by more under the first 

set of forecasts than under the second set of forecasts.

Solution to 3:

Rebalancing monthly instead of annually could increase the breadth by a fac-

tor of 12, but only if the active management decisions for each asset are truly 

uncorrelated over time. For example, the breadth could increase to as much as 

12 × 3.2 = 38.4. However, to increase the information ratio, one would have to 

assume that the information coefficient remains at the same level and that there 
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are no constraints to fully implementing the active management decisions (i.e., 

a transfer coefficient of 1.00). For example, turnover constraints might limit 

the degree to which the monthly active management decisions could be fully 

implemented into new active positions, resulting in a lower transfer coefficient.

In summary, the examples above illustrate how the information coefficient, IC, 

measures the strength of the return- forecasting process, or signal. The information 

coefficient is the correlation between the forecasted and realized security active returns 

and is anticipated to be positive or active management is generally not justified. 

Breadth, BR, measures the number of independent decisions made by the investor 

each year and is equal to the number of securities only if the active returns are cross- 

sectionally uncorrelated. Similarly, breadth increases with the number of rebalancing 

periods only if the active returns are uncorrelated over time.

Like the information coefficient, the transfer coefficient, TC, is a simple multipli-

cative factor in the fundamental law, and it measures the extent to which constraints 

reduce the expected value added of the investor’s forecasting ability. In the absence of 

constraints, the transfer coefficient is approximately 1.00, resulting in the basic form 

of the fundamental law. However, in practice, investors often work under constraints 

that result in TC values between 0.20 and 0.80. The lower transfer coefficient suggests 

that average performance in practice is only a fraction (20%–80%) of what would 

otherwise be predicted by the basic form of the fundamental law.

PRACTICAL LIMITATIONS

The limitations of the fundamental law include both practical considerations, such as 

ignoring transaction costs and taxes, and more conceptual issues, such as dynamic 

implementation over time. In this section, we focus on two limitations: the ex ante 

measurement of skill using the information coefficient and assumptions of indepen-

dence in forecasts across assets and over time. The fundamental law extends the 

mean–variance- optimization approach to relative performance and hence has many 

of the same limitations of mean–variance optimization. In this reading, we do not deal 

with the shortcomings of mean‒variance optimization in general (e.g., assumptions 

of normality in return distributions or the degree of risk aversion) or the technical 

problems associated with the estimation and use of a risk model (e.g., the correct 

set of risk factors, nonlinearities, and non- stationary returns). The fundamental law 

takes as given that mean‒variance optimization to balance risk and return against a 

benchmark is the correct objective function and that the investor has a way to ade-

quately model risk.

6.1 Ex Ante Measurement of Skill

A core element of the fundamental law is the information coefficient, generally defined 

as the correlation between the portfolio investor’s forecasts and actual outcomes. 

Active investors assume that the financial market they are trading in is not perfectly 

efficient in terms of public information and that they have some differential skill in 

competing with other active investors; otherwise, active management is generally not 

justified. Behaviorally, one might argue that investors tend to overestimate their own 

skills as embedded in the assumed IC, but even if that bias did not exist, questions 

about assessing an accurate level of skill remain. Furthermore, forecasting ability 

probably differs among different asset segments and varies over time.

6
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For example, Qian and Hua (2004) expanded the basic form of the fundamental 

law by including the uncertainty about the level of skill, or the reality that the realized 

information coefficient can vary over time. Specifically, they showed that realized 

active portfolio risk, σA, is a product of both the benchmark tracking risk predicted 

by the risk model, denoted σRM, and the additional risk induced by the uncertainty 

of the information coefficient, denoted σIC:

σ σ σA IC RMN=

Their insight about “strategy risk” is derived under the simplifying assumptions that 

portfolio positions are unconstrained, TC = 1.00, and that breadth is the number of 

securities, BR = N, but can be expanded to include both refinements. In other words, 

they suggest that a more accurate representation of the basic fundamental law using 

the expression in Equation 17 is

E ICRA
IC

A( ) =
σ

σ

The key impact of accounting for the uncertainty of skill is that actual information 

ratios are substantially lower than predicted by an objective application of the original 

form of the fundamental law. Specifically, security (i.e., individual stock) selection strat-

egies are analytically and empirically confirmed to be 45%–91% of original estimates 

using the fundamental law. Like the refinement for implementation issues associated 

with constraints as measured by the transfer coefficient, strategy risk reduces expected 

and average realized information ratios. The higher the uncertainty about forecasting 

ability, the smaller the expected value added is likely to be.

6.2 Independence of Investment Decisions

As we have discussed, the number of individual assets, N, is not an adequate measure 

of strategy breadth, BR, when the active returns between individual assets are cor-

related, as defined by the risk model, and forecasts are not independent from period 

to period. Specifically, decisions to overweight all the stocks in a given industry or 

all the countries in a given region because they are responding to similar influences 

cannot be counted as completely independent decisions, so breadth in these contexts 

is lower than the number of assets. Similarly, when fundamental law concepts are 

applied to hedging strategies using derivatives or other forms of arbitrage, breadth 

can increase well beyond the number of securities.

For example, arbitrage of just two securities, say, a country equity market ETF 

traded on two different exchanges, can have extremely high breadth, meaning that 

the expected active return on the strategy is large compared with the active risk. To 

illustrate, Clarke, de Silva, and Thorley (2006) showed that a practical measure of 

breadth is

BR =
+ −( )
N
N1 1 ρ

where ρ is the same correlation coefficient in all the off- diagonal elements of the risk 

model. For just two securities, N = 2, and a correlation coefficient associated with near- 

arbitrage opportunities, ρ = –0.8, breadth could be BR = 2/[1 – (2 – 1)0.8] = 10.0 so 

that information ratios are quite high for even modest values of IC or forecasting skill.

Another example of the limitation of the fundamental law due to the lack of decision 

independence is the active management of fixed- income portfolios. Most descriptions 

of the fundamental law are based on individual stock selection strategies where the risk 

of equity securities is decomposed into systematic and idiosyncratic factors by a risk 

model. Once the systematic risk factors are removed, the active asset returns (defined 

as the returns on idiosyncratic risks) are essentially independent, so breadth can be 

(17)

(18)

(19)
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more easily determined. In contrast, almost all bonds represent some form of duration 

risk, as well as credit risk and optionality, so returns are highly correlated in more 

subtle ways. In addition, the implicit assumption of normality in the realized return 

distribution of bonds with default risk and embedded options is clearly unwarranted.

The limitation of independent decisions within the fundamental law also affects 

time- series implementation. In particular, increasing the rebalancing frequency may 

increase the realized information ratio, but only to the extent that sequential active 

return forecasts are independent from period to period. Refinements on the concept 

of breadth—for example, Buckle (2004)—have improved the cross- sectional opera-

tionalization of the fundamental law, but more work is needed to provide conceptually 

useful modifications of the fundamental law in a multi- period, multi- asset setting.

In summary, the fundamental law is a useful conceptual framework in many 

active management applications and can even produce operational measurements 

of the essential elements of an active management strategy. But an understanding of 

the limitations of the law is warranted—particularly the issues of uncertainty in the 

level of assumed skill and the measurement of breadth in the face of time- dependent 

rebalancing policies and multi- period optimization.

EXAMPLE 10  

Limitations of the Fundamental Law

Consider an active portfolio management strategy of selecting individual stocks 

in the S&P 500 on a monthly basis. The investor does a quick calculation of the 

fundamental law based on an information coefficient of IC = 0.05 and BR = 

12 × 500 = 6,000, giving an astounding information ratio of IR = 3.87. In other 

words, at an active portfolio risk of 3.0%, the expected active return would be 

3.87(3.0) = 11.6%.

Provide at least two different explanations of why the information ratio in this 

example could be too high, based on practical limitations of the fundamental law.

Solution:

Potential answers include the following:

1 Cross- sectional dependence: The active returns on the 500 stocks in the 

S&P 500 are probably correlated, so the number of independent monthly 

decisions is lower than 500. For example, the investor could be forecasting 

outperformance of all the stocks in a given industrial sector and under-

performance of all the stocks in another sector.

2 Time- series dependence: The decisions on any particular stock may be 

correlated from month to month. For example, the forecasting process 

might be based on the earnings yield (reported EPS over price), which 

changes slowly over time. A stock that is forecasted to outperform in one 

month is likely to retain the outperformance forecast for several months 

in a row.
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3 Uncertainty: Although an information coefficient of 0.05 appears to be 

modest, the basic form of the fundamental law does not account for 

uncertainty in the information coefficient or the likelihood that the infor-

mation coefficient changes over time and could be different for different 

sets of stocks.

4 Constraints: An answer that involves accounting for such constraints as 

long only or turnover limits using a transfer coefficient is a weaker answer 

because the impact of constraints and the transfer coefficient is a well- 

known refinement of the fundamental law, even though it does not appear 

to be used in this example.

SUMMARY

This reading covers a number of key concepts and principles associated with active 

portfolio management. Active management is based on the mathematics and princi-

ples of risk and return from basic mean–variance portfolio theory, but with a focus 

on value added compared with a benchmark portfolio. Critical concepts contained 

in the reading include the following:

 ■ Value added is defined as the difference between the return on the managed 

portfolio and the return on a passive benchmark portfolio. This difference in 

returns might be positive or negative after the fact but would be expected to be 

positive before the fact or active management would generally not be justified.

 ■ Value added is related to active weights in the portfolio, defined as differences 

between the various asset weights in the managed portfolio and their weights in 

the benchmark portfolio. Individual assets can be overweighted (have positive 

active weights) or underweighted (have negative active weights), but the com-

plete set of active weights sums to zero.

 ■ Positive value added is generated when positive- active- weight assets have larger 

returns than negative- active- weight assets. By defining individual asset active 

returns as the difference between the asset total return and the benchmark 

return, value added is shown to be positive if and only if end- of- period realized 

active asset returns are positively correlated with the active asset weights estab-

lished at the beginning of the period.

 ■ Value added can come from a variety of active portfolio management decisions, 

including security selection, asset class allocation, and even further decomposi-

tions into economic sector weightings and geographic or country weights.

 ■ The Sharpe ratio measures reward per unit of risk in absolute returns, whereas 

the information ratio measures reward per unit of risk in benchmark relative 

returns. Either ratio can be applied ex ante to expected returns or ex post to 

realized returns. The information ratio is a key criterion on which to evaluate 

actively managed portfolios.

 ■ Higher information ratio portfolios can be used to create higher Sharpe ratio 

portfolios. The optimal amount of active management that maximizes a portfo-

lio’s Sharpe ratio is positively related to the assumed forecasting accuracy or ex 

ante information coefficient of the active strategy.
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PRACTICE PROBLEMS

1 Wei Liu makes two statements about active portfolio management:

Statement 1 The “active return” of an actively managed portfolio is the dif-

ference between the portfolio’s return and the return on the 

benchmark portfolio, and is equal to the managed portfolio’s 

alpha.

Statement 2 The active weights are the differences in the managed portfo-

lio’s weights and the benchmark’s weights.

 Are Liu’s statements correct?

A Only Statement 1 is correct.

B Only Statement 2 is correct.

C Both statements are correct.

2 The benchmark weights and returns for each of the five stocks in the Capitol 

index are given below. The Tukol Fund uses the Capitol Index as its benchmark, 

and the fund’s portfolio weights are also shown in the table.

Stock

Portfolio 

Weight (%)

Benchmark 

Weight (%)

2016 

Return (%)

1 30 24 14

2 30 20 15

3 20 20 12

4 10 18 8

5 10 18 10

 What is the value added (active return) for the Tukol Fund?

A 0.00%

B 0.90%

C 1.92%

3 Consider the following asset class returns for calendar year 2016:

Asset class

Portfolio 

Weight (%)

Benchmark 

Weight (%)

Portfolio 

Return (%)

Benchmark 

Return (%)

Domestic equities 55 40 10 8

International equities 20 30 10 9

Bonds 25 30 5 6

 What is the value added (or active return) for the managed portfolio?

A 0.25%

B 0.35%

C 1.05%

4 Gertrude Fischer mentions two properties of the Sharpe ratio and the informa-

tion ratio that she says are very useful.

Property 1 The Sharpe ratio is unaffected by the addition of cash or lever-

age in a portfolio.
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Property 2 The information ratio for an unconstrained portfolio is unaf-

fected by the aggressiveness of the active weights.

 Are Fischer’s two properties correct?

A Yes.

B No. Only Property 1 is correct.

C No. Only Property 2 is correct.

The following information relates to Questions 5 

and 6

S&P 500 Indigo Fund

Expected annual return 9.0% 10.5%

Return standard deviation 18.0% 25.0%

Sharpe ratio 0.333 0.30

Active return 1.2%

Active risk 8.0%

Information ratio 0.15

5 What is the maximum Sharpe ratio that a manager can achieve by combining 

the S&P 500 benchmark portfolio and the Indigo Fund?

A 0.333

B 0.365

C 0.448

6 Which of the following pairs of weights would be used to achieve the highest 

Sharpe ratio and optimal amount of active risk through combining the Indigo 

Fund and benchmark portfolio, respectively?

A 1.014 on Indigo and –0.014 on the benchmark

B 1.450 on Indigo and –0.450 on the benchmark

C 1.500 on Indigo and –0.500 on the benchmark

7 The benchmark portfolio is the S&P 500. Which of the following three port-

folios can be combined with the benchmark portfolio to produce the highest 

combined Sharpe ratio?

S&P 500 Portfolio A Portfolio B Portfolio C

Expected annual return 9.0% 10.0% 9.5% 9.0%

Return standard deviation 18.0% 20.0% 20.0% 18.0%

Sharpe ratio 0.333 0.350 0.325 0.333

Active return 0 1.0% 0.5% 0

Active risk 0 10.0% 3.0% 2.0%

A Portfolio A

B Portfolio B

C Portfolio C
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8 Based on the fundamental law of active management, if a portfolio manager has 

an information ratio of 0.75, an information coefficient of 0.1819, and a trans-

fer coefficient of 1.0, how many securities are in the portfolio manager’s fund, 

making the assumption that the active returns are uncorrelated.

A About 2

B About 4

C About 17

9 Two analysts make the following statements about the transfer coefficient in the 

full fundamental law of active management:

 Analyst One says, “The transfer coefficient measures how well the realized 

returns correlate with the anticipated returns, adjusted for risk.”

 Analyst Two says, “The transfer coefficient measures how well the realized 

returns correlate with the active weights, adjusted for risk.”

 Which, if either, analyst is correct?

A Only Analyst One is correct.

B Only Analyst Two is correct.

C Neither analyst is correct.

10 The full fundamental law of active management is stated as follows:

E TC IC BRRA A( ) = ( )( ) σ

 Which component on the right hand side represents the extent to which the 

portfolio manager’s expectations are realized? The

A transfer coefficient, TC.

B information coefficient, IC.

C breadth, BR.

11 An analyst is given the following information about a portfolio and its bench-

mark. In particular, the analyst is concerned that the portfolio is a closet index 

fund.1 The T- bill return chosen to represent the risk- free rate is 0.50%.

Benchmark Portfolio

Return 8.75% 8.90%

Risk 17.50% 17.60%

Active Return 0.00% 0.15%

Active Risk 0.00% 0.79%

Sharpe Ratio 0.4714 0.4773

Information Ratio N/A 0.1896

 Which of the following three statements does not justify your belief that the 

portfolio is a closet index?

 I. The Sharpe ratio of the portfolio is close to the Sharpe ratio of the 

benchmark.

 II. The information ratio of the portfolio is relatively small.

 III. The active risk of the portfolio is very low.

A Statement I

1 A closet index fund is a fund that advertises itself as being actively managed but is actually close to 

being an index fund.
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B Statement II

C Statement III

12 You are considering three managers for a small cap growth mandate. After care-

ful analysis, you produce the following forward looking expectations about the 

managers’ active risk and active return:

Manager A Manager B Manager C

Active Return 0.7% 0.6% 1.2%

Active Risk 3.2% 3.1% 6.3%

 If you intend to rely on the information ratio to make your decision, which 

manager should you choose?

A Manager A

B Manager B

C Manager C

13 You have a portfolio 100% allocated to a manager with an ex- post active risk at 

8.0%. You choose to allocate a 75% position to the active manager and 25% to 

the benchmark to bring the portfolio back to your target active risk of 6.0%. If 

the manager’s information ratio is 0.50, what happens to the information ratio 

of the portfolio after the reallocation?

A The information ratio increases because the lower active risk reduces the 

denominator of the ratio.

B The information ratio remains unchanged because allocations between the 

active portfolio and the benchmark don’t affect the information ratio.

C The information ratio decreases because allocating some of the portfolio 

to the benchmark means that the external manager generates less active 

return.

The following information relates to Questions 14 

and 15

You are analyzing three investment managers for a new mandate. The table below 

provides the managers’ ex- ante active return expectations and portfolio weights. The 

last two columns include the risk and the ex- post, realized active returns for the four 

stocks. Use the following data for the following two questions:

Manager 1 Manager 2 Manager 3

Δw E(RA) Δw E(RA) Δw E(RA) Risk

Realized 

RA

Security 1 –0.125 0.03 0.2 0.04 –0.05 0.025 0.17 0.06

Security 2 0.025 0.04 0 0.01 0.05 0.015 0.10 0.07

Security 3 0.075 0.05 –0.1 0 0.05 0.005 0.12 0.04

Security 4 0.025 0.06 –0.1 0.02 –0.05 0.015 0.25 0.02

14 Suppose all three managers claim to be good at forecasting returns. According 

to the full fundamental law of active management, which manager is the best at 

efficiently building portfolios by anticipating future returns?

A Manager 1
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B Manager 2

C Manager 3

15 Suppose all three managers claim to be efficient in portfolio construction. 

According to the full fundamental law of active management, which manager is 

the best at building portfolios to make full use of their ability to correctly antici-

pate returns?

A Manager 1

B Manager 2

C Manager 3

16 Manager 1 has an information coefficient of 0.15, a transfer coefficient of 1.0, 

and invests in 50 securities. Manager 2 has a different strategy, investing in 

more securities, but is subject to investment constraints that reduce his transfer 

coefficient. Manager 2 has an information coefficient of 0.10, a transfer coef-

ficient of 0.8, and invests in 100 securities. The investment selections of each 

manager are independent decisions. If both managers target an active risk of 

5.0%, which manager will have the greater expected active return?

A Manager 1

B Manager 2

C Both managers will have the same active return.

17 Nick Young is concerned that Goudon Partners, one of his money managers, 

overestimates its expected active return because Goudon overstates its strategy 

breadth. Young makes two notes about his concern:

Note 1 Although Goudon claims that the number of independent asset 

decisions is high because it uses 200 stocks, many of these stocks 

cluster in industries where the same general analysis applies to 

several stocks.

Note 2 Goudon claims that each stock is independent and evaluated each 

month, or 12 times per year. These analyses are not independent 

because some of their strategies, such as favoring a particular 

industry or favoring value stocks, persist beyond one month. For 

example, a strategy of favoring low- P/E stocks will persist for sev-

eral months and the investment decisions are not independent.

 If his judgments are correct, are Young’s notes about the overstatement of 

breadth correct?

A Only Note 1 is correct.

B Only Note 2 is correct.

C Both Notes 1 and 2 are correct.

18 Caramel Associates uses the fundamental law to estimate its expected active 

returns. Two things have changed. First, Caramel will lower its estimate of the 

information coefficient because they felt their prior estimates reflected over-

confidence. Second, their major clients have relaxed several constraints on their 

portfolios, including social screens, prohibitions on short selling, and con-

straints on turnover. Which of these changes will increase the expected active 

return?

A Only the lower information coefficient.
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B Only the relaxation of several portfolio constraints.

C Both the lower information coefficient and the relaxation of portfolio 

constraints.

The following information relates to Questions 

19–25

James Frazee is chief investment officer at H&F Capital Investors. Frazee hires a third- 

party adviser to develop a custom benchmark for three actively managed balanced 

funds he oversees: Fund X, Fund Y, and Fund Z. (Balanced funds are funds invested 

in equities and bonds.) The benchmark needs to be composed of 60% global equities 

and 40% global bonds. The third- party adviser submits the proposed benchmark to 

Frazee, who rejects the benchmark based on the following concerns:

Concern 1: Many securities he wants to purchase are not included in the 

benchmark portfolio.

Concern 2: One position in the benchmark portfolio will be somewhat costly to 

replicate.

Concern 3: The benchmark portfolio is a float- adjusted, capitalization- weighted 

portfolio.

After the third- party adviser makes adjustments to the benchmark to alleviate 

Frazee’s concerns, Frazee accepts the benchmark portfolio. He then asks his research 

staff to develop risk and expected return forecasts for Funds X, Y, and Z as well as for 

the benchmark. The forecasts are presented in Exhibit 1.

Exhibit 1   Forecasted Portfolio Statistics for Funds X, Y, and Z and the 

Benchmark

Fund X Fund Y Fund Z Benchmark

Portfolio weights:

  Global equities (%) 60.0 65.0 68.0 60.0

  Global bonds (%) 40.0 35.0 32.0 40.0

Expected return (%) 10.0 11.6 13.2 9.4

Expected volatility (%) 17.1 18.7 22.2 16.3

Active risk (%) 5.2 9.2 15.1 N/A

Sharpe ratio (SR) 0.45 0.50 0.49 0.44

Note: Data are based on a risk- free rate of 2.3%.

Frazee decides to add a fourth offering to his group of funds, Fund W, which will 

use the same benchmark as in Exhibit 1. Frazee estimates Fund W’s information ratio 

to be 0.35. He is considering adding the following constraint to his portfolio construc-

tion model: Fund W would now have maximum over- and underweight constraints 

of 7% on single- country positions.

Frazee conducts a search to hire a manager for the global equity portion of Fund 

W and identifies three candidates. He asks the candidates to prepare risk and return 

forecasts relative to Fund W’s benchmark based on their investment strategy, with 
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the only constraint being no short selling. Each candidate develops independent 

annual forecasts with active return projections that are uncorrelated and constructs a 

portfolio made up of stocks that are diverse both geographically and across economic 

sectors. Selected data for the three candidates’ portfolios are presented in Exhibit 2.

Exhibit 2   Forecasted Portfolio Data for Equity Portion of Fund W

Candidate A Candidate B Candidate C

Rebalancing Annually Annually Annually

Number of securities 100 64 36

Information ratio (IR) 0.582 0.746 0.723

Transfer coefficient (TC) 0.832 0.777 0.548

Information coefficient* 0.07 0.12 0.22

* Information coefficient based on previously managed funds.

Frazee asks Candidate C to re- evaluate its portfolio data given the following 
changes:

Change 1: Fix the number of securities to 50.

Change 2: Rebalance on a semiannual basis.

Change 3: Add maximum over- or underweight constraints on sector 

weightings.

19 Which of Frazee’s concerns best justifies his decision to reject the proposed 

benchmark?

A Concern 1

B Concern 2

C Concern 3

20 Based on Exhibit 1, the expected active return from asset allocation for Fund X 

is:

A negative.

B zero.

C positive.

21 Based on Exhibit 1, which fund is expected to produce the greatest consistency 

of active return?

A Fund X

B Fund Y

C Fund Z

22 Based on Exhibit 1, combining Fund W with a fund that replicates the bench-

mark would produce a Sharpe ratio closest to:

A 0.44.

B 0.56.

C 0.89.

23 If Frazee added the assumption he is considering in Fund W’s portfolio con-

struction, it would most likely result in:

A a decrease in the optimal aggressiveness of the active strategy.
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B the information ratio becoming invariant to the level of active risk.

C an increase in the transfer of active return forecasts into active weights.

24 Based on the data presented in Exhibit 2, the candidate with the greatest skill at 

achieving active returns appears to be:

A Candidate A.

B Candidate B.

C Candidate C.

25 Which proposed change to Fund W would most likely decrease Candidate C’s 

information ratio?

A Change 1

B Change 2

C Change 3

The following information relates to Questions 

26–29

John Martinez is assessing the performance of the actively managed diversified asset 

portfolio. The diversified asset portfolio is invested in equities, bonds, and real estate, 

and allocations to these asset classes and to the holdings within them are unconstrained.

Selected return and financial data for the portfolio for 2015 are presented in 

Exhibit 1.

Exhibit 1   Diversified Asset Portfolio 2015 Portfolio Performance

Subportfolio 

Return (%)

Benchmark 

Return (%)

Portfolio 

Allocation (%)

Strategic Asset 

Allocation (%)

Equities 

subportfolio

36.9 31.6 63 60

Bond 

subportfolio

–2.4 –2.6 28 35

Real estate 

subportfolio

33.4 28.3 9 5

Martinez uses several risk- adjusted return metrics to assess the performance of 

the diversified asset portfolio, including the information ratio and the Sharpe ratio. 

Selected risk, return, and statistical data for the portfolio are presented in Exhibit 2.
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Exhibit 2   Diversified Asset Portfolio Data, 1996–2015

Transfer Coefficient 

(TC)

Information 

Coefficient (IC) Breadth (BR)

Equities 

subportfolio

0.90 0.091 21

Bond 

subportfolio

0.79 0.087 23

Real estate 

subportfolio

0.86 0.093 19

Martinez has recently hired Kenneth Singh to help him evaluate portfolios. Martinez 

asks Singh about the possible effects on the portfolio’s information ratio if cash were 

added to the diversified asset portfolio or if the aggressiveness of the portfolio’s active 

weights were increased. Singh responds with two statements:

Statement 1 Adding cash to the portfolio would change the portfolio’s infor-

mation ratio.

Statement 2 Increasing the aggressiveness of active weights would not change 

the portfolio’s information ratio.

26 Based on Exhibit 1, the value added to the diversified asset portfolio attribut-

able to the security selection decision in 2015 was closest to:

A 2.3%.

B 3.9%.

C 6.1%.

27 Based on Exhibit 1, the value added of the diversified asset portfolio attributable 

to the asset allocation decision in 2015 was closest to:

A 2.3%.

B 3.9%.

C 6.1%.

28 Based on data in Exhibit 2 and using the information ratio as the criterion for 

evaluating performance, which subportfolio had the best performance in the 

period 1996–2015?

A The bond subportfolio.

B The equities subportfolio.

C The real estate subportfolio.

29 Which of Singh’s statements regarding the information ratio is correct?

A Only Statement 1

B Only Statement 2

C Both Statement 1 and Statement 2
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SOLUTIONS

1 B is correct. Although the first part of Statement 1 is correct (active return, or 

value added, equals the difference between the managed portfolio return and 

the benchmark return), active return is not the same as alpha. In other words, 

RA = RP – RB, while αP = RP – βP × RB. Statement 2 correctly defines active 

weights.

2 B is correct. The portfolio active return is equal to the portfolio return minus 

the benchmark return:

RA = RP – RB

 The portfolio return is R w RP P i i
i

n
=

=
∑ ,

1
RP = 0.30(14%) + 0.30(15%) + 0.20(12%) + 0.10(8%) + 0.10(10%) = 12.9%.

 The benchmark return is R w RB B i i
i

n
=

=
∑ ,

1
RB = 0.24(14%) + 0.20(15%) + 0.20(12%) + 0.18(8%) + 0.18(10%) = 12.0%.

 The active return is:

RA = RP – RB = 12.9% – 12.0% = 0.9%

 Note that this same correct answer can be obtained in two other equivalent 

ways. The active weights are the differences between the portfolio and bench-

mark weights, or Δwi = wP,i – wB,i. Computing the active weights from the table 

above, the active return is:

 RA = Δw Ri i
i

N

=
∑
1

  = 0.06(14%) + 0.10(15%) + 0(12%) – 0.08(8%) – 0.08(10%)

  = 0.9%

 Finally, we could express the active security returns as their differences from 

the benchmark return, or RAi = Ri – RB. Computing the active security returns 

from the table above, the portfolio active return is the sum product of the active 

weights and the active security returns:

 RA = Δw Ri Ai
i

N

=
∑
1

  = 0.06(2%) + 0.10(3%) + 0(0%) – 0.08(–4%) – 0.08(–2%)

  = 0.9%

3 C is correct. The active return is equal to the portfolio return minus the bench-

mark return:

R R R w R w RA P B P j P j
j

M

B j B j
j

M
= − = −

= =
∑ ∑, , , ,

1 1

 The portfolio return is RP = w RP i i
i

n

,
=
∑

1
 = 0.55(10%) + 0.20(10%) + 0.25(5%) = 

8.75%
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 The benchmark return is RB = w RB i i
i

n

,
=
∑

1
 = 0.40(8%) + 0.30(9%) + 0.30(6%) = 

7.70%

RA = RP – RB = 8.75% – 7.70% = 1.05%

4 A is correct. Both properties are correct. For Property 1, if wP is the weight 

of an actively managed portfolio and (1 – wP) is the weight on risk- free cash, 

changing wP does not change the Sharpe ratio, as can be seen in this equation.

SR
STD STD

SRC
C F

C

P P F

P P
P

R R
R

w R R
w R

=
−

( )
=

−( )
( )

=

 For Property 2, the information ratio of an unconstrained portfolio is unaffected 

by multiplying the active security weights, Δwi by a constant.

5 B is correct. The highest squared Sharpe ratio of an actively managed portfolio 

is:

SR SR IRP B
2 2 2 2 20 333 0 15 0 1334= + = + =. . .

 The highest Sharpe ratio is SRP = 0 1334.  = 0.365

6 A is correct. The optimal amount of active risk is:

STD IR
SR

STDR RA
B

B( ) = ( ) = =
0 15
0 333

18 0 8 11.
.

. % . %

 The weight on the active portfolio (Indigo) would be 8.11%/8.0% = 1.014 and 

the weight on the benchmark portfolio would be 1 – 1.014 = –0.014.

 We can demonstrate that these weights achieve the maximum Sharpe ratio (of 

0.365). Note that 8.11% is the optimal level of active risk, and that Indigo has an 

expected active return of 1.014(1.2%) = 1.217% over the benchmark (and a total 

excess return of 6.0% + 1.217% = 7.217%. The portfolio total risk is

STD(RP)2 = STD(RB)2 + STD(RA)2 = 18.02 + 8.1112 = 389.788

 Taking the square root, STD(RP) = 19.743, and the optimal Sharpe ratio is 

indeed 7.217/19.743 = 0.365.

7 B is correct. The active portfolio that is optimal is the portfolio with the highest 

Information ratio, the ratio of active return to active risk. The IRs for the three 

active portfolios are:

IRA = 1.0/10.0 = 0.10

IRB = 0. 5/3.0 = 0.167

IRC = 0/2.0 = 0.00

 Portfolio B has the highest IR and is the best active portfolio; it is therefore the 

best portfolio to combine with the benchmark.

8 C is correct. Using the equation IR* = IC × BR  and assuming that breadth 

can be interpreted as number of securities in the portfolio, solving for breadth 

in the equation above yields 
0 75

0 1819

2.
.

⎛
⎝
⎜

⎞
⎠
⎟  = 17.000.

9 C is correct. The transfer coefficient measures how well the anticipated (ex- 

ante), risk adjusted returns correlate with the risk- adjusted active weights. This 

is also expressed in the equation for the transfer coefficient: TC = COR(μi/

σi,Δwiσi).

© CFA Institute. For candidate use only. Not for distribution.



Solutions 551

10 B is correct. The IC measures an investment manager’s ability to forecast 

returns.

11 B is correct. A closet index will have a very low active risk and will also have a 

Sharpe ratio very close to the benchmark. Therefore, Statements I and III are 

consistent with a closet index portfolio. A closet index’s information ratio can 

be indeterminate (because the active risk is so low), and often negative due to 

management fees.

12 A is correct. Manager A has the highest information ratio. The information 

ratio is defined as IR = 
active return
active risk

. The managers in this example have the 

following information ratios:

Manager A Manager B Manager C

Information ratio 0.7/3.2 = 0.219 0.6/3.1 = 0.194 1.2/6.3 = 0.190

13 B is correct. The information ratio is unaffected by rebalancing the active port-

folio and the benchmark portfolio. In this case, the active return and active risk 

are both reduced by 25%, and the information ratio will be unchanged.

14 C is correct. The proper statistic to calculate is the information coefficient, and 

it is defined as follows:

IC COR=
⎛

⎝
⎜

⎞

⎠
⎟

RAi
i

i

iσ
μ
σ

,

 A manager is a good forecaster if his or her ex- ante active return expectations 

(forecasts) are highly correlated with the realized active returns. The infor-

mation coefficient requires that these forecasts and realized returns be risk- 

weighted. When this is done for the three managers, the risk- weighted forecasts 

and realized returns are:

Risk- weighted forecasts, μi/σi RAi/σi

Manager 1 Manager 2 Manager 3 Realized

Security 1 0.176 0.235 0.147 0.353

Security 2 0.400 0.100 0.150 0.700

Security 3 0.417 0.000 0.042 0.333

Security 4 0.240 0.080 0.060 0.080

 The ICs are found by calculating the correlations between each manager’s 

forecasts and the realized risk- weighted returns. The three managers have the 

following ICs:

Manager 1 Manager 2 Manager 3

Information coefficient 0.5335 0.0966 0.6769

 Manager 3 has the highest IC.

15 B is correct. The proper statistic to calculate is the transfer coefficient and it is 

defined as follows:

TC = COR(μi/σi,Δwiσi)

 The TC is the cross- sectional correlation between the forecasted active security 

returns and the actual active weights, adjusted for risk.
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Risk- weighted forecasts, μi/σi Risk- adjusted weights, Δwiσi

Manager 

1

Manager 

2

Manager 

3

Manager 

1

Manager 

2

Manager 

3

Security 1 0.1765 0.2353 0.1471 –0.0213 0.0340 –0.0085

Security 2 0.4000 0.1000 0.1500 0.0025 0.0000 0.0050

Security 3 0.4167 0.0000 0.0417 0.0090 –0.0120 0.0060

Security 4 0.2400 0.0800 0.0600 0.0063 –0.0250 –0.0125

 The three managers have the following TCs:

Manager 1 Manager 2 Manager 3

Transfer coefficient 0.7267 0.8504 –0.0020

 Manager 2 has the highest TC.

16 A is correct. Manager 1’s IR = TC × IC × BR  = 1.0 × 0.15 × 50  = 1.06. 

Manager 2’s IR = 0.8 × 0.10 × 100  = 0.80. Manager 1’s active return is 1.06(5.0) 

= 5.3% and Manager 2’s expected active return is 0.80(5.0) = 4.0%. Manager 1 

has the greater expected active return.

17 C is correct. If the decisions about each of the 200 stocks are not independent, 

and if the decisions about a stock from one month to the next are not indepen-

dent, then Goudon Partners is overstating its estimates of its breadth and its 

expected active returns.

18 B is correct. Although the relaxation of portfolio constraints will increase the 

transfer coefficient (and expected active returns), the lower information coeffi-

cient reduces the information ratio and the expected active return.

19 A is correct. Because the benchmark does not contain many assets that Frazee 

wants to invest in, the benchmark may not be representative of his investment 

approach. Concern 2, as stated, is less important because it does not imply that 

the cost of replicating the benchmark is a serious concern. Finally, Concern 3 

actually states a generally positive feature of the benchmark.

20 B is correct. Active return from asset allocation is derived from differences 

between the benchmark weight and the portfolio weight across asset classes. 

For Fund X, the expected active return from asset allocation is calculated as:

Active Return from Asset Allocation 

= Δw R R Rj B j
j

M

B e B b, , ,
=

∑ = −( ) + −( ) =
1

60 60 40 40 0

 Where Δwj is the difference in the active portfolio and the benchmark asset 

weights, RB,e is the benchmark’s return from global equities, and RB,b is the 

benchmark’s return from global bonds.

 Because Fund X has the same asset weights as the benchmark across the two 

asset classes (60% global equities, 40% global bonds), the expected active return 

from asset allocation is zero.

21 C is correct. The IR measures the consistency of active return. The IR is calcu-

lated for the three funds as follows:

IR
STD STD

=
−

−( )
=

( )
R R
P R

R
R

P B

P B

A

A

IR for Fund X = (10.0 – 9.4)/5.2 = 0.6/5.2 = 0.12
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IR for Fund Y = (11.6 – 9.4)/9.2 = 2.2/9.2 = 0.24

IR for Fund Z = (13.2 – 9.4)/15.1 = 3.8/15.1 = 0.25

 Fund Z has the largest IR and thus is expected to produce the greatest consis-

tency of active return.

22 B is correct. Given the IR for Fund W of 0.35 and the benchmark’s SR of 0.44, 

the combination of the benchmark portfolio and Fund W would produce an SR 

of 0.55, calculated as follows:

SR SR IRP B
2 2 2= +

SRP = (0.442 + 0.352)0.5 = 0.56

23 A is correct. The new assumption adds constraints to Fund W. The IR for a 

constrained portfolio generally decreases with the aggressiveness of the strategy 

because portfolio constraints reduce the transfer of active return forecasts into 

active weights. Furthermore, the optimal active risk is given by the following 

formula:

σ σA
B

B= TC IR
SR

 The addition of portfolio constraints reduces the TC, thus also reducing the 

optimal active risk.

 So, having maximum over- and underweight constraints on single- country posi-

tions decreases the optimal aggressiveness of the active management strategy.

24 B is correct. The IR measures the consistency of active return generation. 

A higher ratio generally indicates better managerial skill at achieving active 

returns on a risk- adjusted basis. The IR for Candidate B (0.746) is higher than 

the IR for Candidate A (0.582) and Candidate C (0.723).

 Thus, Candidate B appears to have the greatest skill as indicated by the highest 

IR of 0.746.

25 C is correct. The IR is calculated as IR TC IC BR= ( )( ) , where BR is breadth. 

Change 3, establishing new constraints of caps on the over- and underweight of 

sectors, reduces the correlation of optimal active weights with the actual active 

weights, which results in a decreased TC and thus a decrease in the IR. Change 

1 (increasing portfolio size from 36 to 50) and Change 2 (increasing the fre-

quency of rebalancing from annually to semiannually) would both likely have 

the effect of increasing the BR of the portfolio, which would increase the IR.

26 B is correct. Based on the differences in returns for the portfolio and bench-

mark in Exhibit 1, the value added by each asset class within the portfolio is 

shown in the following table:

Subportfolio 

Return (%)

Benchmark 

Return (%)

Value Added 

(%)

Portfolio 

Allocation 

(%)

Equities 

subportfolio

36.9 31.6 5.3 63

Bond subportfolio –2.4 –2.6 0.2 28

Real estate 

subportfolio

33.4 28.3 5.1 9
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 The value added from security selection is calculated as the sum of the actual 

portfolio weights multiplied by each subportfolio’s value added measure. Thus, 

the value added from security selection is calculated as: Value added from secu-

rity selection = 0.63(5.3%) + 0.28(0.2%) + 0.09(5.1%) = 3.9%.

 A is incorrect. It represents the value added from asset allocation.

 C is incorrect. It represents the total value added (3% + 3.9% = 6.1%).

27 A is correct. The value added from asset allocation is calculated as the sum of 

the differences in the weights between the strategic (benchmark) allocation and 

the actual subportfolio allocation multiplied by each subportfolio’s benchmark 

return.

Benchmark 

Return (%)

Actual Asset 

Allocation 

(%)

Strategic 

Asset 

Allocation 

(%)

Actual – Strategic 

Asset Allocation 

(%)

Equities 

subportfolio

31.6 63 60 +3

Bond 

subportfolio

–2.6 28 35 –7

Real estate 

subportfolio

28.3 9 5 +4

 Thus, the value added by the active asset allocation decision is calculated as:

Value added from asset allocation decision = 0.03(31.6%) – 0.07(–2.6%) + 

0.04(28.3%) = 2.3%.

 B is incorrect. It is the value added from security selection.

 C is incorrect. It is the total value added.

28 B is correct. The information ratio for a portfolio can be expressed as follows:

IR TC IC BR= ( )( )

 The information ratios for the three subportfolios are calculated as follows:

Information Ratio

Equities subportfolio 0.90 × 0.091 × (21)0.5 = 0.38

Bond subportfolio 0.79 × 0.087 × (23)0.5 = 0.33

Real estate subportfolio 0.86 × 0.093 × (19)0.5 = 0.35

 Based on the information ratio, the equities subportfolio outperformed the real 

estate subportfolio. The information ratio for the equities subportfolio of 0.38 

was higher than the information ratio for the real estate subportfolio of 0.35 

and the bond subportfolio of 0.33.

29 C is correct. The information ratio for a portfolio of risky assets will generally 

shrink if cash is added to the portfolio. Because the diversified asset portfolio 

is an unconstrained portfolio, its information ratio would be unaffected by an 

increase in the aggressiveness of active weights.
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LEARNING OUTCOMES

Mastery The candidate should be able to:

a. explain the components of execution costs, including explicit and 

implicit costs;

b. calculate and interpret effective spreads and VWAP transaction 

cost estimates;

c. describe the implementation shortfall approach to transaction 

cost measurement;

d. describe factors driving the development of electronic trading 

systems;

e. describe market fragmentation;

f. distinguish among types of electronic traders;

g. describe characteristics and uses of electronic trading systems;

h. describe comparative advantages of low- latency traders;

i. describe the risks associated with electronic trading and how 

regulators mitigate them;

j. describe abusive trading practices that real- time surveillance of 

markets may detect.

INTRODUCTION

Securities research, portfolio management, and securities trading support the invest-

ment process. Of the three, trading is often the least understood and least appreciated 

function. Among the questions addressed in this reading are the following:

 ■ What are explicit and implicit trading costs, and how are they measured?

 ■ How is a limit order book interpreted?

1

R E A D I N G

48

This reading draws from Trading and Electronic Markets: What Investment Professionals Need to Know, by 

Larry Harris, PhD, CFA, Research Foundation of CFA Institute. © 2015 CFA Institute. All rights reserved.

© 2019 CFA Institute. All rights reserved.
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 ■ How have trading strategies adapted to market fragmentation?

 ■ What types of electronic traders can be distinguished?

This reading is organized as follows: Section 2 discusses the direct and indirect 

costs of trading.1 Section 3 discusses developments in electronic trading and the 

effects they had on transaction costs and market fragmentation. Section 4 identifies 

the most important types of electronic traders. Section 5 describes electronic trading 

facilities and some important ways traders use them. Section 6 discusses risks posed 

by electronic trading and how regulators control them. Finally, Section 7 summarizes 

the reading.

COSTS OF TRADING

Understanding the costs of trading is critical for ensuring optimal execution and 

transaction cost management for portfolios. Because trading costs are a significant 

source of investment performance slippage, investment sponsors and their investment 

managers pay close attention to trading processes.

The costs of trading include fixed costs and variable costs. For buy- side institu-

tions, fixed trading costs include the costs of employing buy- side traders, the costs 

of equipping them with proper trading tools (electronic systems and data), and the 

costs of office space (trading rooms or corners). Small buy- side institutions often avoid 

these costs by not employing buy- side traders. Their portfolio managers submit their 

orders directly to their brokers. Variable transaction costs arise from trading activity 

and consist of explicit and implicit costs.

Explicit costs are the direct costs of trading, such as broker commission costs, 

transaction taxes, stamp duties, and fees paid to exchanges. They are costs for which 

a trader could receive a receipt.

Implicit costs, by contrast, are indirect costs caused by the market impact of trading. 

Buyers often must raise prices to encourage sellers to trade with them, and sellers often 

must lower prices to encourage buyers. The price concessions that impatient traders 

make to complete their trades are called the market impacts of their trades. For small 

orders, market impact often is limited to buying at bid prices and selling at lower ask 

prices. Small market orders generally have small market impact because these orders 

often are immediately filled by traders willing to trade at quoted bid and offer prices, 

or even better prices. Larger orders have greater market impact when traders must 

move the market to fill their orders. In these cases, traders must accept larger price 

concessions (less attractive prices) to execute their orders in entirety. Although no 

receipt can be given for implicit costs, they are real nonetheless.

Implicit costs result from the following issues:

 ■ The bid–ask spread is the ask price (the price at which a trader will sell a spec-

ified quantity of a security) minus the bid price (the price at which a trader will 

buy a specified quantity of a security). Traders who want to trade quickly buy 

at higher prices and sell at lower prices than those willing to wait for others to 

trade with them.

 ■ Market impact (or price impact) is the effect of the trade on transaction prices. 

Traders who want to fill large orders often must move prices to encourage oth-

ers to trade with them.

2

1 CFA Institute would like to thank Ananth Madhavan, PhD, at BlackRock (USA) for his contribution to 

this section, which includes material first written by him.
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 ■ Delay costs (also called slippage) arise from the inability to complete the 

desired trade immediately. Traders fail to profit when they fill their orders after 

prices move as they expect.

 ■ Opportunity costs (or unrealized profit/loss) arise from the failure to execute 

a trade promptly. Traders fail to profit when their orders fail to trade and price 

move as they expect.

2.1 Dealer Quotes

Dealers provide liquidity to other traders when they allow traders to buy and sell when 

those traders want to trade. Those traders may be the clients known to the dealers, 

or they may be unknown traders whose orders exchanges assign to standing dealer 

orders and quotes.

Unlike brokers, dealers trade for their accounts when filling their customers’ orders. 

When dealers buy or sell, they increase or reduce their inventories. Dealers profit by 

selling at ask prices that are higher than the bid prices at which they buy. If buying 

interest is greater than selling interest, dealers raise their ask prices to discourage 

buyers and raise their bid prices to encourage sellers. Likewise, if selling interest is 

greater than buying interest, dealers lower their ask prices to encourage buyers and 

lower their bid prices to discourage sellers.

Dealers help markets function well by being continuously available to take the 

other side of a trade when other traders want to trade. Dealers thus make markets 

more continuous. They are especially important in markets for infrequently traded 

securities in which buyers and sellers rarely are present at the same time. For example, 

most bond markets are overwhelmingly dealer markets because most bonds rarely 

trade. If an investor wants to sell a rarely traded bond, the investor might have a long 

wait before another investor interested in buying that bond arrives. Instead, a dealer 

generally will buy the bond and then try to market it to potential buyers. Practitioners 

say that dealers “make market” when they offer to trade.

2.2 Bid–Ask Spreads and Order Books

The prices at which dealers will buy or sell specified quantities of a security are, 

respectively, their bid prices and ask prices. (Ask prices are also known as offer 

prices.) The excess of the ask price over the bid price is the dealer’s bid–ask spread.

When several dealers offer bid prices, the best bid is the offer to buy with the 

highest bid price. The best bid is also known as the inside bid. The best ask, also 

known as the best offer or inside ask, is the offer to sell with the lowest ask price.

The spread between the best bid price and the best ask price in a market is the 

market bid–ask spread, which is also known as the inside spread. It will be smaller 

(tighter or narrower) than the individual dealer spreads if the dealer with the highest 

bid price is not also the dealer with the lowest ask price.

For example, suppose that a portfolio manager gives the firm’s trading desk an 

order to buy 1,000 shares of Economical Chemical Systems, Inc. (ECSI). Three deal-

ers (coded A, B, and C) make a market in those shares. When the trader views the 

market in ECSI at 10:22 a.m. on his computer screen, the three dealers have put in 

the following limit orders to trade at an exchange market:

 ■ Dealer A: bid: 98.85 for 600 shares; ask: 100.51 for 1,000 shares

 ■ Dealer B: bid: 98.84 for 500 shares; ask: 100.55 for 500 shares

 ■ Dealer C: bid: 98.82 for 700 shares; ask: 100.49 for 200 shares
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The bid–ask spreads of Dealers A, B, and C are, respectively,

 ■ 100.51 – 98.85 = 1.66

 ■ 100.55 – 98.84 = 1.71

 ■ 100.49 – 98.82 = 1.67

The best bid price, 98.85 by Dealer A, is lower than the best ask price, 100.49 by 

Dealer C. The market spread is thus 100.49 – 98.85 = 1.64, which is lower than any 

of the dealers’ spreads.

The trader might see the quote information organized on his screen as shown 

in Exhibit 1. In this display, called a limit order book, the bids and asks are sepa-

rately ordered from best to worst with the best at the top. The trader also notes that 

the midquote price (halfway between the market bid and ask prices) is (100.49 + 

98.85)/2 = 99.67.

Exhibit 1   The Limit Order Book for Economical Chemical Systems, Inc.

Bids Asks

Dealer Time Entered Price Size Dealer Time Entered Price Size

A 10:21 a.m. 98.85 600 C 10:21 a.m. 100.49 200

B 10:21 a.m. 98.84 500 A 10:21 a.m. 100.51 1,000

C 10:19 a.m. 98.82 700 B 10:19 a.m. 100.55 500

Note: The bids are ordered from highest to lowest, while the asks are ordered from lowest to highest. These orderings are from best bid or 

ask to worst bid or ask.

If the trader on the firm’s trading desk submits a market buy order for 1,000 

shares, the trader would purchase 200 shares from Dealer C at 100.49 per share and 

800 shares from Dealer A at 100.51 per share.

Note that filling the second part of the order cost the trader 0.02 per share more 

than the first part because Dealer C’s ask size was insufficient to fill the entire order. 

Large orders have price impact when they move down the book as they fill. The price 

impact of an order depends on its size and the available liquidity.

If this market were not an exchange market, the trader might choose to direct the 

buy order to a specific dealer—for example, to Dealer A. The trader may do so for 

many reasons. The trader may believe that Dealer A more likely will honor her quote 

than would Dealer C. Alternatively, the trader may believe that Dealer A more likely 

will settle the trade than Dealer C. Such considerations are especially important in 

markets for which no clearinghouse guarantees that all trades will settle—for example, 

most currency markets. Institutions active in such markets may screen counterparties 

on credit criteria. Finally, the trader might fear that Dealer A will cancel her quote 

when she (or a computer managing her quote) sees that a trade took place at 100.49. 

Sending the order first to Dealer A thus could produce a better average price.

2.3 Implicit Transaction Cost Estimates

Investment managers and traders measure transaction costs so that they can better 

predict the cost of filling orders and so that they can better manage the brokers and 

dealers who fill their orders. Buyers, of course, want to trade at low prices, while sellers 

want to trade at high prices. Expensive trades are purchases arranged at high prices 

or sales arranged at low prices.
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To estimate transaction costs, analysts compare trade prices to a benchmark price. 

Commonly used price benchmarks include the midquote price at the time of the 

trade, the midquote price at the time of the order submission, and a volume- weighted 

average price around the time of the trade. These three benchmarks, respectively, 

correspond to the effective spread, implementation shortfall, and VWAP methods of 

transaction cost estimation.

2.4 Effective Spreads

The market spread is a measure of trade execution costs. It is how much traders would 

lose per quantity traded if they simultaneously submitted buy and sell market orders 

that respectively execute at the ask and bid prices. The loss is the cost of trading, 

because this strategy otherwise accomplishes nothing. Given that two trades generated 

the cost, the cost per trade is one half of the quoted spread.

The prices that traders receive when trading often differ from quoted prices. Smaller 

orders sometimes fill at better prices; larger orders often fill at worse prices. Standing 

orders offering liquidity fill at same- side prices (buy at bid, sell at ask), if they fill at all.

The effective spread provides a more general estimate of the cost of trading. It 

uses the midquote price (the average, or midpoint, of the bid and the ask prices at the 

time the order was entered) as the benchmark price:

Effective spread transaction cost estimate

Trade size
Trad
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×
ee price Bid Ask

Bid Ask Trade price
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2
2
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for sell orders

For a buy order filled at the ask, the estimated implicit cost of trading is half the 

bid–ask spread, because Ask − [(Bid + Ask)/2] = [(Ask − Bid)/2]. Multiplying this 

midquote price benchmark transaction cost estimate by 2 produces a statistic called 

the effective spread. It is the spread that traders would have observed if the quoted 

ask (for a purchase) or the bid (for a sale) were equal to the trade price.

The effective spread is a sensible estimate of transaction costs when orders are filled 

in single trades. If an order fills at a price better than the quoted price (e.g., a buy order 

fills at a price below the ask price), the order is said to receive price improvement 

and the spread is effectively lower. Price improvement occurs when trade execution 

prices are better than quoted prices. An order that fills at a price outside the quoted 

spread has an effective spread that is larger than the quoted spread. Such results occur 

when trade execution prices are worse than quoted prices.

The effective spread is a poor estimate of transaction costs when traders split large 

orders into many parts to fill over time. Such orders often move the market and cause 

bid and ask prices to rise or fall. The impact of the order on market prices, called 

market impact, makes trading expensive—especially for the last parts to fill—but the 

effective spread will not fully identify this cost if it is computed separately for each trade.

For example, suppose that a buy order for 10,000 shares fills in two trades. The 

prices and sizes of these trades and the best bids and offers in the market when the 

trades occurred appear in the following table:

Trade Trade Price Trade Size Prevailing Bid Prevailing Offer

#1 10.21 4,000 10.19 10.21

#2 10.22 6,000 10.20 10.22

For this buy order, the effective spread transaction cost per share is 0.01, or 

[(10.21– 10.19)/2] and [(10.22 – 10.20)/2], for both trades (the effective spreads are 

both 0.02). Thus, the total transaction cost estimate measured using the midquote 
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price benchmark is 100 = 0.01 × 10,000. This estimate is problematic because it reflects 

the higher price of the second trade, which was likely caused by the market impact 

of the trader’s first trade.

Effective spreads also do not measure delay costs (also called slippage) that arise 

from the inability to complete the desired trade immediately because of its size in 

relation to the available market liquidity. Delay costs also arise when portfolio man-

agers or their traders fail to create and route orders quickly to the markets where they 

will fill most quickly. Analysts often measure delay costs on the portion of the order 

carried over from one day to the next. Delay is costly when price moves away from 

an order (up for a buy order, down for a sell order), often because information leaks 

into the market before or during the execution of the order.

When delays in execution cause a portion of the order to go unfilled, the asso-

ciated cost is called opportunity cost. For example, suppose a futures trader places 

an order to buy 10 contracts with a limit price of 99.00, good for one day, when the 

market quote is 99.01 to 99.04. The order does not execute, and the contract closes at 

99.80. If the order could have been filled at 99.04, the difference (99.80 – 99.04 = 0.76) 

reflects the opportunity cost per contract. By trading more aggressively, the trader 

might have avoided these costs. Opportunity costs are difficult to measure. In the 

example, the one- day time frame is arbitrary, and the assumption that the order could 

fill at 99.04 may be suspect. The estimate usually is sensitive to the time frame chosen 

for measurement and to assumptions about the prices at which orders could trade.

2.5 Implementation Shortfall

The implementation shortfall method of measuring trading costs addresses the 

problems associated with the effective spread method. Implementation shortfall is 

also attractive because it views trading from an investment management perspective 

and measures the total cost of implementing an investment decision by capturing all 

explicit and implicit costs. The implementation shortfall method includes the market 

impact costs and delay costs as well as opportunity costs, which are often significant 

for large orders.

Implementation shortfall compares the values of the actual portfolio with that of 

a paper portfolio constructed on the assumption that trades could be arranged at the 

prices that prevailed when the decision to trade is made. The prevailing price—also 

called the decision price, the arrival price, or the strike price—is generally taken to be 

the midquote price at the time of the trade decision. The excess of the paper value over 

the actual value is the implementation shortfall. The coverage of implementation 

shortfall is continued at Level III.

2.6 VWAP Transaction Cost Estimates

Volume- weighted average price (VWAP) is one of the most widely used benchmark 

prices that analysts use to estimate transaction costs. Analysts typically compute the 

VWAP using all trades that occurred from the start of the order until the order was 

completed, a measure that is often referred to as “interval VWAP.” The VWAP is the 

sum of the total dollar value of the benchmark trades divided by the total quantity of 

the trades. The VWAP transaction cost estimate formula is as follows:

VWAP transaction cost estimate

Trade size
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The VWAP transaction cost estimate is popular in part because it is easy to inter-

pret. It answers this question: Did you get a better or worse average price than all 

traders trading when you were trading?

Interpreting VWAP transaction cost estimates is problematic when the trades being 

evaluated are a substantial fraction of all trades in the VWAP benchmark, or, more 

generally, when the trades took place at the same rate as other trades in the market. In 

both cases, the Trade VWAP and the VWAP benchmark will be nearly equal, which 

would suggest that the evaluated trades were not costly. But this conclusion would 

be misleading if the trade had substantial price impact. For example, if a large trader 

were the only buyer for a given trading period (or interval), the VWAP transaction 

cost estimate would be zero regardless of the market impact.

This bias toward zero helps explain why the measure is so popular. Investment 

managers like to show their investment sponsors transaction cost estimates that 

suggest that trading is not expensive.

EXAMPLE 1  

Transaction Cost Analyses for an Illiquid Stock

Arapahoe Tanager, portfolio manager of a Canadian small- cap equity mutual 

fund, and his firm’s chief trader, Lief Schrader, are reviewing the execution of 

a ticket to sell 12,000 shares of Alpha Company, limit C$9.95. The order was 

traded over the day.

Schrader split the ticket into three orders that executed that day as follows:

A A market order to sell 2,000 shares executed at a price of C$10.15. Upon 

order submission, the market was C$10.12 bid for 3,000 shares, 2,000 

shares offered at C$10.24.

B A market order to sell 3,000 shares executed at a price of C$10.11. Upon 

order submission, the market was C$10.11 bid for 3,000 shares, 2,000 

shares offered at C$10.22.

C Toward the end of the trading day, Schrader submitted an order to sell 

the remaining 7,000 shares, limit C$9.95. The order executed in part, with 

5,000 shares trading at an average price of C$10.01. Upon order submis-

sion, the market was C$10.05 bid for 3,000 shares, 2,000 shares offered at 

C$10.19. This order exceeded the quoted bid size and “walked down” the 

limit order book (i.e., after the market bid was filled, the order continued 

to buy at lower prices). After the market closed, Schrader allowed the 

order to cancel. Tanager did want to buy the 2,000 unfilled shares on the 

next trading day.

Only two other trades in Alpha Company occurred on this day: 2,000 shares 

at C$10.20 and 1,000 shares at C$10.15. The last trade price of the day was 

C$9.95; it was C$9.50 on the following day.

1 For each of the three fund trades, compute the quoted spread. Also, com-

pute the average quoted spreads prevailing at the times of each trade.

2 For each of the three fund trades, compute the effective spread (use the 

average fill price for the third trade). Also, compute the average effective 

spread.
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3 Explain the relative magnitudes of quoted and effective spreads for each of 

the three fund trades.

4 Calculate the VWAP for all 13,000 Alpha Company shares that traded 

that day and for the 10,000 shares sold by the mutual fund. Compute the 

VWAP transaction cost estimate for the 10,000 shares sold.

Solution to 1:

The quoted spread is the difference between the ask and bid prices. For the first 

order, the quoted spread is C$10.24 – C$10.12 = C$0.12. Similarly, the quoted 

spreads for the second and third orders are C$0.11 and C$0.14, respectively. The 

average quoted spread is (C$0.12 + C$0.11 + C$0.14)/3 = C$0.1233.

Solution to 2:

The effective spread for a sell order is 2 × (Midpoint of the market at the time 

of order entry – Trade price). For the first order, the midpoint of the market at 

the time of order entry is (C$10.12 + C$10.24)/2 = C$10.18, so that the effective 

spread is 2 × (C$10.18 – C$10.15) = C$0.06.

The effective spread for the second order is 2 × [(C$10.11 + C$10.22)/2 – 

C$10.11] = C$0.11.

The effective spread for the third order is 2  × [(C$10.05  + C$10.19)/2 – 

C$10.01] = C$0.22.

The average effective spread is (C$0.06 + C$0.11 + C$0.22)/3 = C$0.13.

Solution to 3:

The first trade received price improvement because the shares sold at a price above 

the bid price. Therefore, the effective spread is less than the quoted spread. No 

price improvement occurred for the second trade because the shares sold at the 

bid price. Also, the second trade had no price impact beyond trading at the bid; 

the entire order traded at the quoted bid. Accordingly, the effective and quoted 

spreads are equal. The effective spread for the third trade is greater than the 

quoted spread because the large order size, which was greater than the bid size, 

caused the order to walk down the limit order book. The average sale price was 

less than the bid so that the effective spread was higher than the quoted spread.

Solution to 4:

The VWAP for the day is the total dollar volume divided by the total number 

of shares traded. The dollar volume is 2,000 shares × C$10.15 + 3,000 shares × 

C$10.11 + 5,000 shares × C$10.01 + 2,000 shares × C$10.20 + 1,000 shares at 

C$10.15 = C$131,230. Dividing this by the 13,000- share total volume gives a 

VWAP of C$10.0946. A similar calculation using only the sales sold by the mutual 

fund gives a trade VWAP of C$10.0680. The VWAP transaction cost estimate 

for the sale is the difference multiplied by the 10,000 shares sold: C$266.15 = 

10,000 shares × (C$10.0946 – C$10.0680) [differences due to rounding].

MARKET DEVELOPMENTS

The application of new information technologies to trading processes produced radical 

changes in how investment managers trade. Automated trading systems and trading 

strategies replaced manual processes. New electronic exchanges, alternative trading 

systems, electronic traders, and securities dramatically changed trading in most 

3
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markets. The resulting efficiencies generally improved market quality, but electronic 

trading also produced new regulatory concerns. High levels of fragmentation and 

electronification now characterize most global trading markets.

3.1 Electronic Trading

Trading at organized exchanges now depends critically on automated electronic 

systems used both by exchanges and by their trader clients. The exchanges use elec-

tronic systems to arrange trades by matching orders submitted by buyers with those 

submitted by sellers. Traders use electronic systems to generate the orders that the 

exchanges process. The most important electronic traders are dealers, arbitrageurs, 

and buy- side institutional traders who use algorithmic trading tools provided by their 

brokers to fill their large orders.

The two types of systems are co- dependent: Traders need high- speed order pro-

cessing and communication systems to implement their electronic trading strategies, 

and the exchanges need electronic exchange systems to process the vast numbers of 

orders that these electronic traders produce. The adoption of electronic exchange 

systems led to huge growth in automated order creation and submission systems.

The widespread use of electronic trading systems significantly decreased trading 

costs for buy- side traders. Costs fell as exchanges obtained greater cost efficiencies 

from using electronic matching systems instead of floor- based, manual trading systems. 

These technologies also decreased costs and increased efficiencies for the dealers and 

arbitrageurs, who provide much of the liquidity offered at exchanges. Competition 

forced them to pass along many of the benefits of their new technologies to buy- side 

traders in the form of narrower spreads quoted for larger sizes. New electronic buy- 

side order management systems also decreased buy- side trading costs by allowing a 

smaller number of buy- side traders to process more orders and to process them more 

efficiently than manual traders.

3.2 Advantages of Electronic Trading Systems

Compared with floor- based trading systems, electronic order- matching systems enjoy 

many advantages:

 ■ Most obviously, electronic systems are cheap to operate once built. Operating in 

server rooms, they require less physical space than trading floors. Also, in con-

trast to floor- based trading systems, electronic trading systems do not require 

exchange officials to record and report prices.

 ■ Electronic exchange systems do exactly what they are programmed to do. When 

properly programmed, they precisely enforce the exchange’s trading order pre-

cedence and pricing rules without error or exception.

 ■ Electronic exchange systems can also keep perfect audit trails so that forensic 

investigators can determine the exact sequence and timing of events that may 

interest them.

 ■ Electronic exchange systems that support hidden orders keep those orders 

perfectly hidden. Unlike floor brokers, they never inadvertently or fraudulently 

reveal their clients’ hidden orders to others.

 ■ In contrast to floor- based brokers and exchange officials, electronic order- 

matching systems can operate, for the most part, on a continuous, “around- the- 

clock” basis.

 ■ Finally, electronic exchanges can operate when bad weather or other events 

would likely prevent workers from convening on a floor.
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These efficiencies led to great growth. Electronic trading systems have largely dis-

placed floor- based trading systems in all instruments for which order- driven markets 

are viable. Order- driven markets—markets in which orders submitted by traders are 

arranged based on a rules- based, order- matching system run by an exchange, a broker, 

or an alternative trading system (ATS)—are now organized by most exchanges and 

electronic communication networks (ECNs).

Additionally, computers have come to dominate the implementation of many 

trading strategies because they are so efficient and so unlike human traders:

 ■ Computers have infinite attention spans and a very wide attention scope. They 

can continuously watch and respond to information from many instruments 

and many markets simultaneously and essentially forever.

 ■ Their responses are extraordinarily fast.

 ■ Computers are perfectly disciplined and do only what they are instructed (pro-

grammed) to do.

 ■ Computers do not forget any information that their programmers want to save.

3.3 Electronification of Bond Markets

The electronic market structures of equity, futures, and options markets have attracted 

tremendous attention throughout the world. Much less attention has been given to the 

market structures of corporate and municipal bond markets, most of which, from the 

customer’s point of view, have changed little since the late 19th century. Despite the 

efforts of many creative developers of electronic bond trading systems, most public 

investors in these markets still trade largely over the counter with dealers. The potential 

for electronic trading systems in these markets—and the attendant growth in electronic 

trading strategies—is quite large. Such systems undoubtedly will reflect the fact that 

bond issues—especially municipal bonds—vastly outnumber stock issues. Accordingly, 

except for the most actively traded bonds, limit order book trading systems will not 

be successful because buyers and sellers rarely will be present at the same time.

However, systems can be built that would allow public investors to trade with each 

other when both sides are present in the market. These systems would provide order 

display facilities, where public investors and proprietary traders could post limit orders 

so that all traders could see them. Like marketable orders, limit orders seek to obtain 

the best price immediately available; additionally, they instruct not to accept a price 

higher than a specified limit price when buying or a price lower than a specified limit 

price when selling. If these facilities also had automatic execution mechanisms and 

regulations or legal decisions to prevent dealers from trading through displayed orders 

when arranging their trades, bond transaction costs would drop substantially and bond 

trading would become much more active. Many such electronic bond order- matching 

systems already exist, but they primarily serve dealers and not public investors. Recent 

empirical research suggests that public investors would greatly benefit if their brokers 

provided them with direct access to these systems as they presently do in the equity 

markets. Instead, most broker/dealers commonly interpose themselves.

3.4 Market Fragmentation

Markets for many asset classes have become increasingly fragmented throughout the 

world because venues trading the same instruments have proliferated and trading in 

any given instrument now occurs in multiple venues. Available liquidity for an instru-

ment on any one exchange now often represents just a small fraction of the aggregate 
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liquidity for that instrument. Market fragmentation—trading the same instrument 

in multiple venues—increases the potential for price and liquidity disparities across 

venues because buyers and sellers often are not in the same venues at the same time.

For example, in the United States, order flow in exchange- listed equities is now 

divided among 11 exchanges, 40 alternative trading systems, and numerous dealers. In 

the late 20th century, however, trading mainly occurred on three primary exchanges, 

a few minor regional exchanges, and in the offices of some large institutional broker/

dealers. Alternative trading systems (ATSs), also known as electronic communication 

networks (ECNs) or multilateral trading facilities (MTFs), are increasingly important 

trading venues. They function like exchanges but do not exercise regulatory authority 

over their subscribers except concerning the conduct of their trading in their trading 

systems.

With increasing market fragmentation, traders filling large orders now adapt 

their trading strategies to search for liquidity across multiple venues and across time 

to control the market impacts of their trades. Electronic algorithmic trading tech-

niques, such as liquidity aggregation and smart order routing, help traders manage 

the challenges and opportunities presented by fragmentation. Liquidity aggregators 

create “super books” that present liquidity across markets for a given instrument. 

These tools offer global views of market depth (available liquidity) for each instrument 

regardless of which trading venue offers the liquidity. For example, the best bid, or 

highest price a buyer is willing to pay, for a Eurodollar future may be on the Chicago 

Mercantile Exchange (CME) and the second best on ELX Markets, a fully electronic 

futures exchange. Smart order- routing algorithms send orders to the markets that 

display the best- quoted prices and sizes.

3.5 Effects on Transaction Costs

Numerous studies show that transaction costs declined with the growth of electronic 

trading over time. Some studies also show that at a given point in time, lower transac-

tion costs are found in those markets with the greatest intensity of electronic trading. 

These time- series and cross- sectional results are not surprising. They result from the 

greater cost efficiencies associated with electronic trading.

With the growth of electronic trading, bid–ask spreads decreased substantially. 

These decreases lowered transaction costs for retail traders and institutions trading 

small orders.

Overall transaction costs also decreased for large orders, many of which are now 

broken into smaller parts for execution. A study of the execution costs of tens of thou-

sands of equity orders for US stocks involving tens of millions of dollars of principal 

value shows that the implementation shortfall cost of filling those orders dropped with 

the growth of electronic trading. This evidence suggests that any profits obtained by 

parasitic traders from front running orders are smaller than the cost savings obtained 

by buy- side traders from trading in electronic markets using algorithms.

TYPES OF ELECTRONIC TRADERS

The proliferation of electronic exchange trading systems has led to the adoption of 

electronic trading by proprietary traders, buy- side traders, and the electronic brokers 

that serve them. Proprietary traders include dealers, arbitrageurs, and various types 

of front runners—all of whom are profit- motivated traders. In contrast, buy- side 

4
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traders trade to fill orders for investment and risk managers who use the markets to 

establish positions from which they derive various utilitarian and profit- motivated 

benefits. Electronic brokers serve both types of traders.

Electronic traders differ in how they send orders to markets. Those proprietary 

traders who are registered as broker/dealers usually send their orders directly to 

exchanges. Those who are not broker/dealers must send their orders to brokers, who 

then forward them to exchanges. These brokers are said to provide sponsored access 

to their proprietary electronic trader clients. Brokers who provide sponsored access 

have very fast electronic order processing systems that allow them to forward orders 

to exchanges as quickly as possible while still undertaking the regulatory functions 

necessary to protect the markets and themselves from various financial and operational 

risks associated with brokering orders for proprietary electronic traders.

Electronic trading strategies are most profitable or effective when they can act on 

new information quickly. Accordingly, proprietary traders and electronic brokers build 

automated trading systems that are extremely fast. These systems often can receive 

information of interest to the trader, process it, and place a trading instruction at an 

exchange in less than a few milliseconds—and sometimes much faster.

The events that interest electronic traders include:

 ■ trade reports and quote changes in the securities or contracts that they trade;

 ■ similar data for instruments that are correlated with the securities or contracts 

that they trade;

 ■ indexes that summarize these data across markets and for various instrument 

classes;

 ■ changes in limit order books; and

 ■ news releases from companies, governments, and other producers and aggrega-

tors of information.

Electronic traders typically receive information about these events via high- speed 

electronic data feeds. Not all electronic traders analyze all these different information 

sources, but many do.

Electronic proprietary traders include high- frequency traders and low- latency 

traders. High- frequency and low- latency (i.e., extremely fast) traders must often trade 

very quickly in response to new information to be profitable. They are distinguished 

by how often they trade.

High- frequency traders (HFTs) generally complete round trips composed of a 

purchase followed by a sale (or a sale followed by a purchase) within a minute and 

often as quickly as a few milliseconds. During a day, they may trade in and out of an 

actively traded security or contract more than a thousand times—but usually only 

in small sizes.

Low- latency traders include news traders who trade on electronic news feeds and 

certain parasitic traders. Parasitic traders are speculators who base their predictions 

about future prices on information they obtain about orders that other traders intend, 

or will soon intend, to fill. Parasitic traders include front runners, who trade in front 

of traders who demand liquidity, and quote matchers, who trade in front of traders 

who supply liquidity. When trying to open or close positions, low-latency traders 

often need to send or cancel orders very quickly in response to new information. In 

contrast to HFTs, low- latency traders may hold their positions for as long as a day 

and sometimes longer.

The distinction between HFTs and low- latency traders is relatively new. Many 

commentators do not make any distinction, calling all electronic traders who need 

to trade quickly HFTs.
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The Major Types of Electronic Traders

Electronic news traders subscribe to high- speed electronic news feeds that report news 

releases made by corporations, governments, and other aggregators of information. 

They then quickly analyze these releases to determine whether the information they 

contain will move the markets and, if so, in which direction. They trade on this infor-

mation by sending marketable orders—instructions to fill the order at the best available 

price—to wherever they expect they may be filled. News traders profit when they 

can execute against stale orders—orders that do not yet reflect the new information.

For example, stock prices usually rise when a company announces earnings of 25 

pence a share when the consensus forecast is only 10 pence. Electronic news traders 

who receive the initial press release will use their computers to parse the text of the 

release to find the earnings number. The computers then will compare that number 

with the consensus forecast, which they have stored in their memory rather than on 

disk to reduce access time. If the 15 pence difference is sufficiently large, news trad-

ers may send one or more marketable buy orders to exchanges for execution. News 

traders must be very quick to ensure that they get to the market before others do. If 

they are too late, the price may have changed already or liquidity suppliers may have 

canceled their quotes.

Some news traders also process news releases that do not contain quantitative data. 

Using natural language- processing techniques, they try to identify the importance of 

the information for market valuations. For example, a report stating that “our main 

pesticide plant shut down because of the accidental release of poisonous chemicals” 

might be marked as having strong negative implications for values. Electronic news 

traders would sell on this information. If they are correct, the market will drop as 

other, slower traders read, interpret, and act on the information. If they are wrong, the 

market will not react to the information. In that case, news traders will reverse their 

position and lose the transaction costs associated with their round- trip trades. (Note 

that these transaction costs could be high if many news traders made the same wrong 

inference.) Because round- trip transaction costs usually are lower than the profits 

that electronic news traders can occasionally make when significant news arrives, 

news traders often may trade with the expectation of being right only occasionally.

Electronic dealers, like all dealers, make markets by placing bids (prices at which 

they are willing to buy) and offers (prices at which they are willing to sell) with the 

expectation that they can profit from round trips at favorable net spreads. Those who 

trade at the highest frequencies tend to be very wary. On the first indication that prices 

may move against their inventory positions (i.e., price decreases if they are long or 

own the asset; price increases if they are short or sold an asset they do not own), they 

immediately take liquidity by executing on the opposite side to reduce their exposure. 

They generally will not hold large inventory positions in actively traded stocks. As 

soon as they reach their inventory limit on one side of the market or the other, they 

cease bidding or offering on that side. Electronic dealers often monitor electronic 

news feeds. They may immediately cancel all their orders in any security mentioned 

in a news report. If the news is material, they do not want to offer liquidity to news 

traders to whom they would lose. If the news is immaterial, they merely lose whatever 

opportunity to trade may have come their way while out of the market.

Electronic dealers, like all other dealers, also keep track of scheduled news releases. 

They cancel their orders just before releases to avoid offering liquidity to traders who 

can act faster than they can. They also may try to reduce their inventories before a 

scheduled release to avoid holding a risky position.

Electronic arbitrageurs look across markets for arbitrage opportunities in which 

they can buy an undervalued instrument and sell a similar overvalued one. The 

combination of these two positions is called an arbitrage portfolio, and the positions 

are called legs. Electronic arbitrageurs try to construct their arbitrage portfolios at 

minimum cost and risk.
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Electronic front runners are low- latency traders who use artificial intelligence meth-

ods to identify when large traders, or many small traders, are trying to fill orders on 

the same side of the market. They will purchase when they believe that an imbalance 

of buy orders over sell orders will push the market up and sell when they believe the 

opposite. Their order anticipation strategies try to identify predictable patterns in 

order submission. They may search for patterns in order submissions, trades, or the 

relations between trades and other events.

In most jurisdictions, dealers and brokers cannot legally front run orders that their 

clients have submitted. These orders include large orders that they know their clients 

are breaking up to fill in small pieces. But dealers and brokers can study records of 

their clients’ past orders to identify patterns in their behavior that would allow them 

to predict orders not yet submitted.

Some front runners also look for patterns in executed trades. For example, suppose 

that a trader sees that trades of a given size have been occurring at the offer every 10 

minutes for an hour. If the trader has seen this pattern of trading before, the trader 

may suspect that the activity will continue. If so, the trader may buy on the assumption 

that a trader is in the market filling a large buy order by breaking it into smaller pieces.

Buy- side traders, and the brokers who provide them with algorithms to manage 

large orders, are aware of the efforts that electronic traders make to detect and front 

run their orders. Accordingly, they randomize their strategies to make them more 

difficult to detect. They submit orders at random times instead of at regular intervals, 

and they submit various sizes instead of the same size. Although these techniques make 

detection more difficult, hiding large, liquidity- demanding trades is always challenging 

because sophisticated traders can ultimately identify them by the inevitable relation 

between prices and volumes that they create. Electronic front runners look for these 

patterns, often using very advanced, automated data- mining tools.

Finally, some front runners examine the relation between trades and other events 

to predict future trades. Traders who identify these events quickly may be able to 

profit by buying ahead of retail or institutional traders. Because many traders initiate 

trades in response to common stimuli or in response to predictable situations, trad-

ers who can identify patterns in the relations between trades and events may profit 

from trading ahead. When the time between the stimulus and the response is short, 

electronic traders have a clear advantage.

Electronic quote matchers try to exploit the option values of standing orders. 

Standing orders are limit orders waiting to be filled. Options to trade are valuable to 

quote matchers because they allow them to take positions with potentially limited 

losses. Quote matchers buy when they believe they can rely on standing buy orders 

to get out of their positions, and they sell when they can do the same with standing 

sell orders. Traders say that quote matchers lean on these orders. If prices then move 

in the quote matchers’ favor, they profit for as long as they stay in the security or 

contract. But if the quote matchers conclude that prices are moving against them, 

they immediately try to exit by trading with the standing orders and thereby limiting 

their losses.

For example, a fast quote matcher may buy when a slow trader is bidding at 20. 

If the price subsequently rises, the quote matcher will profit. If the quote matcher 

believes that the price will fall, the quote matcher will sell the position to the buyer at 

20 and thereby limit his losses. The main risk of the quote- matching strategy is that 

the standing order may be unavailable when the quote matcher needs it. Standing 

orders disappear when filled by another trader or when canceled.

Most large buy- side traders use electronic order management systems (OMSs) 

to manage their trading. These systems keep track of the orders that their portfolio 

managers want to be filled, which orders have been sent out to be filled, and which 

fills have been obtained. Buy- side OMSs generally allow the buy- side trader to route 

orders to brokers for further handling, along with instructions for how the orders 
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should be handled. These entities may include exchanges, brokers, dealers, and var-

ious alternative trading systems. The OMSs typically have dashboards that allow the 

buy- side trader to see summaries of all activity of interest so that the trader can better 

manage the trading process. Finally, the OMSs help the buy- side traders report and 

confirm the trades to all interested parties.

Buy- side traders often employ electronic brokers to arrange their trades. In addition 

to supporting standard order instructions, such as limit or market orders, these bro-

kers often provide a full suite of advanced orders, trading tactics, and algorithms. The 

broker’s electronic trading system generally manages these advanced orders, tactics, 

and algorithms, but in some cases, exchange computers may perform these functions.

ELECTRONIC TRADING SYSTEM FACILITIES

Traders value speed because it allows them to act before other traders can act. This 

section identifies the three situations where speed is valuable, how exchanges and 

traders build and use fast trading systems, and some select examples of how electronic 

trading changed trading strategies.

5.1 Why Speed Matters

Electronic traders must be fast to trade effectively, regardless of whether they are 

proprietary traders or buy- side traders. Electronic traders have three needs for speed:

1 Taking. Electronic traders sometimes want to take a trading opportunity before 

others do. A new trading opportunity may attract many traders, and an existing 

trading opportunity may attract many traders when market events cause it to 

become more valuable (e.g., a standing limit order to sell becomes much more 

attractive when the prices of correlated securities rise). Often only the first 

trader to reach the attractive opportunity will benefit. Thus, electronic traders 

must be fast so they can beat other traders to attractive trading opportunities.

2 Making. Market events often create attractive opportunities to offer liquidity. 

For example, at most exchanges when prices rise, the first traders to place bids 

at improved prices acquire time precedence at those prices that may allow them 

to trade sooner or at better prices than they otherwise would be able to trade. 

Therefore, electronic traders must be fast so they can acquire priority when 

they want it and before other traders do.

3 Canceling. Frequently, traders must quickly cancel orders they no longer want 

to fill, often because market events have increased the option values of those 

orders. For example, if traders have limit buy orders standing at the best bid 

and large trades take place at other exchanges at the same price, these traders 

may reasonably conclude that prices may drop and that they may obtain better 

executions at a lower price. They must cancel their orders as quickly as possible 

to reduce the probability that they will trade.

Note that electronic traders do not simply need to be fast to trade effectively: 

They must be faster than their competitors. Little inherent value comes from being 

fast; the value lies in being faster. The reason electronic trading systems have such 

low latencies (i.e., are extremely fast) is because electronic traders have been trying 

for years to be faster than their competitors.

5
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Electronic order- handling systems used by exchanges also have grown faster as 

exchanges compete for order flows from electronic traders. Electronic traders often 

will not send orders to exchanges where they cannot quickly cancel them, especially 

if other exchanges have faster trading systems. Accordingly, exchanges with slow 

order- handling systems have lost market share.

Latency is the elapsed time between the occurrence of an event and a subsequent 

action that depends on that event. For example, the event might be a trade at one 

exchange, and the action might be the receipt by another exchange of an instruction 

to cancel a standing order that a trader has sent upon learning of the trade. Electronic 

traders measure these latencies in milliseconds or microseconds (millionths of a 

second).

The latency of a linear multi- step process is the sum of the latencies of each step 

in the process. The submission of an order instruction by a trader in response to an 

event consists of three major steps, each of which involves many smaller steps beyond 

the scope of this discussion:

1 The trader must learn that the event took place.

2 The trader must respond to the new information with a new order instruction.

3 The trader must send, and the exchange must receive, the new instruction.

Traders must use very fast communication systems to minimize the latencies 

associated with steps 1 and 3 (communicating in and out), and they must use very 

fast computer systems to minimize the latency associated with step 2 (responding).

5.2 Fast Communications

Electronic traders and brokers use several strategies to minimize their communication 

times. These strategies involve minimizing communication distances and maximizing 

line speeds. Note that the relevant measure of communication distance is the total 

of two distances that signals must travel. The first distance is from where the event 

is reported (often an exchange but sometimes another type of news source) to the 

computer that will process the information. The second distance is from the computer 

to the exchange trading system where the trader wants to deliver an order instruction.

Electronic traders and brokers locate their computers as close as possible to the 

exchanges at which they trade to minimize latencies resulting from physics: No mes-

sage can travel faster than the speed of light. At 300,000 kilometers (186,000 miles) 

per second in a vacuum, light travels 300 kilometers in a millisecond. Although the 

speed of light is incredibly fast, a fast computer with a clock speed of 5 GHz (billion 

cycles per second) can do 5 million operations in a millisecond—which often is more 

than required to receive information, process it, and send out an order instruction 

in response.

Communication latencies are particularly important when messages must travel 

significant distances. For example, the great circle (shortest) distances between Chicago 

and New York and between New York and London are, respectively, 1,146 kilometers 

and 5,576 kilometers. Thus, round- trip communications between these two pairs of 

cities have minimum latencies of approximately 8 and 37 milliseconds simply because 

of the speed of light. (The actual minimum latencies are longer because the speed of 

light in standard optical fiber is 31% slower than the speed of light in a vacuum.) Such 

delays illustrate that no electronic trader located at any significant distance from where 

information is created or must be delivered can effectively compete with traders who 

have minimized these combined distances.

Many exchanges allow electronic traders to place their servers in the rooms 

where the exchange servers operate, a practice called collocation. Exchanges charge 

substantial fees for collocation space and related services, such as air conditioning 
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and power. Note that even within collocation centers, concerns about fairness dictate 

that the communication lines connecting proprietary servers to exchange servers all 

be of the same length for all customers buying the same class of collocation service.

Electronic traders and brokers also use the fastest communication technologies they 

can obtain to collect and transmit information when any distance separates the places 

where information events occur from the places where they act on those events. To 

that end, they use the fastest and most direct communication lines that are available. 

For example, they prefer line- of- sight microwave channels to fiber- optic and copper 

channels because of the differences in speed of electromagnetic wave propagation 

through these materials. (Microwaves travel through air at just slightly below the 

speed of light, whereas signals travel through fiber- optic channels and copper wires 

only two- thirds as quickly.) They also ensure that their communications pass through 

the fewest electronic routers and switches possible because passage through each of 

these devices adds its latency to the total latency of the line.

Finally, electronic traders and brokers subscribe to special high- speed data feeds 

directly from exchanges and other data vendors. The vendors charge premium prices 

for these services, which are delivered over very high- speed communication lines. 

Some exchanges provide multiple classes of data services that vary by speed to price- 

discriminate among their clients.

5.3 Fast Computations

Once electronic traders receive information about an event of interest, they must decide 

whether to act on that information and how. Those traders who can make decisions 

faster than their competitors will trade more profitably. Electronic traders minimize 

the latencies associated with their decision making by using several strategies.

First and most obviously, they use very fast computers. They overclock their 

processors (i.e., run them faster than the processor designers intended) and use 

liquid cooling systems to keep them from melting. They store all information in fast 

memory to avoid the latencies associated with physical disk drives, which cannot 

deliver information while their heads are seeking the right track and can only deliver 

information as fast as their disks spin once the right track is found. They sometimes 

use specialized processors designed to solve their specific trading problems quickly, 

and they may even use processors etched on gallium arsenide rather than silicon.

Electronic traders also must run very efficient software. They often use simple and 

specialized operating systems to avoid the overhead associated with supporting oper-

ating system functions they do not use. Remarkably, many electronic trading systems 

run under variants of the original MS- DOS operating system because of its simplicity.

Electronic traders optimize their computer code for speed. They often write 

important functions that they repeatedly use in assembler language to ensure that they 

run quickly. (Code written in high- level languages, such as C++, tends to be slower 

because their compilers are designed to handle all types of code, not just code written 

to solve trading problems.) And they avoid using such languages as Python because 

they are interpreter languages that compile (create executable machine code) as they 

run, rather than compiling only once when first written.

Some electronic trading problems change so frequently that speed of coding is 

more important than speed of execution. For example, some problems depend on ever- 

changing sets of conditions or exceptions that present or constrain profit opportunities. 

For such problems, traders use high- level languages (e.g., Python), because they can 

code faster and more accurately in these languages than in lower- level languages, such 

as C++. If they expect that the software will remain useful, they may later recode their 

routines in other languages to make them run faster.
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Some electronic traders also reduce latency by creating contingency tables that 

contain prearranged action plans. For example, suppose that a bid rises in a market 

in which electronic traders are active. In response to the increased bid, traders may 

want to raise their bids or offers. The decision to do so may depend on their inventory 

positions and perhaps on many other factors as well. To decide what to do follow-

ing an increased bid may require substantial analyses, which take time. Traders can 

reduce their decision latencies by doing these analyses before the bid increases instead 

of afterward. Seeing the increased bid, they can respond by simply looking up the 

optimal response in a contingency table stored in memory. To be most useful, the 

contingency tables must be kept up to date and must include responses for most- likely 

events. In this example, traders presumably would also have precomputed responses 

for a decrease in the bid, among many other contingencies.

EXAMPLE 2  

Latency

Explain why low- latency is important to electronic traders.

Solution:

Electronic traders need a comparative speed advantage to 1) take advantage of 

market opportunities before others do, 2) receive time precedence that would 

allow them to trade sooner when offering liquidity to others, and 3) ensure order 

cancellation when they no longer want to fill the order. To gain a comparative 

advantage relative to others, electronic traders try to minimize latency—the time 

between an event occurring and a subsequent action, typically the submission 

of an order instruction, based upon that event. To minimize latency, electronic 

traders invest in very fast communication systems and very fast computer systems.

5.4 Advanced Orders, Tactics, and Algorithms

Buy- side traders often use electronic brokers and their systems for advanced orders, 

trading tactics, and algorithms provided by their electronic brokers to search for 

liquidity.

Advanced order types. Advanced orders generally are limit orders with limit prices 

that change as market conditions change. An example would be a pegged limit order 

for which the trader would like to maintain a bid or an offer at a specified distance 

relative to some benchmark. Suppose that a trader wants to peg a limit buy order two 

ticks below the current ask. A broker who supports this instruction may forward it 

to an exchange that supports the instruction if the probability of the order’s filling at 

that exchange is favorable compared with other exchanges. When the ask rises or falls, 

the exchange system will immediately cancel the order and replace it with a new limit 

order to keep the order at two ticks below the current ask. If the exchange does not 

support this instruction, the broker’s computer will manage the order by submitting 

a limit order priced two ticks below the current ask and adjusting it as necessary to 

maintain the peg when the market moves. Effective management of a pegged limit order 

requires an electronic trading system with very low latency. If the order is not adjusted 

quickly enough, it risks being executed at an unfavorable price (in this example, if prices 

drop) or being resubmitted after other orders have been placed at the new price so the 

probability of execution at that price will be lower (if prices rise). Traders sometimes 

call pegged limit orders floating limit orders.
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Trading tactics. A trading tactic is a plan for executing a simple function that generally 

involves the submission of multiple orders. Note that the distinction between advanced 

orders and tactics can be arbitrary, and not all traders will use the same language to 

describe various trading functions. An example of a trading tactic is an instruction 

to sweep through every market at a given price to find hidden trading opportunities.

Suppose that the best exposed bid among all trading venues is 20.00 and the 

best exposed offer is 20.02. Because many trading systems permit traders to hide 

their orders, hidden buyers or sellers may be willing to trade at the 20.01 midpoint. 

Depending on the exchange, at least three types of orders could permit a trade at the 

midpoint. First, among exchanges that permit hidden orders, one or more exchanges 

may be holding a hidden limit order at 20.01. Second, among exchanges that permit 

discretionary limit orders, one or more exchanges may be holding a discretionary 

limit order that can be filled at the midpoint. For example, suppose that an exchange 

is holding a limit order to buy at 19.99 with 0.02 discretion. This order can be filled 

at 20.01 if a suitable sell limit order arrives at that price. Finally, among exchanges 

and dark pools that permit midspread orders, one or more exchanges or dark pools 

may be holding such an order. Dark pools are trading venues that do not publish their 

liquidity and are only available to selected clients. A midspread order is a limit order 

that is pegged to the midpoint of the quoted bid–ask spread.

To find such hidden liquidity, an electronic trading system may submit an immedi-

ate or cancel (IOC) order priced at 20.01 to the exchange that the trader expects will 

most likely have hidden liquidity on the needed side of the market. If such liquidity 

exists, the order will execute up to the minimum of the sizes of the two orders. If 

not, the exchange will immediately cancel the order and report the cancellation. If 

the order has any remaining unfilled size, the electronic trading system will search 

for liquidity at another exchange. This process will continue until the order is filled or 

until the trader decides that further search is probably futile. This sweeping tactic is 

most effective when the electronic trading system managing it has very low latency. 

A slow system may lose an opportunity to trade if someone else takes it first. Also, a 

slow system that obtains one or more partial fills may lose opportunities to trade at 

other exchanges if the proprietary electronic trading systems managing the standing 

orders that provide those opportunities cancel their standing orders when they sus-

pect someone is sweeping the market, as they might if they see trade reports inside 

the quoted spread.

An example of another trading tactic is placing a limit order at some price with 

the hope that it will fill at that price. If the order does not fill after some time period 

(which might be random or based on information), the electronic trading system will 

cancel the order and resubmit it with an improved price (i.e., a higher price for a buy 

order or a lower price for a sell order). The process is repeated until the order fills.

Algorithms. Algorithms (“algos” for short) are programmed strategies for filling 

orders. Algorithms may use combinations or sequences of simple orders, advanced 

orders, or multiple orders to achieve their objectives. Buy- side traders use algorithms, 

often provided by brokers, extensively to trade small orders and to reduce the price 

impacts of large trades. For example, many algorithms break up large orders and submit 

the pieces to various markets over time. Breaking up orders makes it difficult for other 

traders to infer that a trader is trying to fill a large order. The algorithms typically sub-

mit the orders at random times, in random sizes, and sometimes to randomly selected 

exchanges to hide their common origin.

The rates at which algorithms try to fill large orders may depend on market 

volumes or on elapsed time. For example, VWAP algorithms attempt to obtain a 

volume- weighted average fill price that is close to (or better than) the volume- weighted 

average price (VWAP) of all trades arranged within a prespecified time interval. To 

minimize the variation between the actual average fill price and the VWAP over the 
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interval, these algorithms try to participate in an equal fraction of all trading volume 

throughout the interval. To do so, they forecast volumes based on the historical 

volume profile and on current volumes. The algorithm trades more during periods 

of historically high volume (e.g., around market open and close) and when the mar-

ket has been more active than normal. It trades less during periods of relatively low 

volume. In practice, the execution rate will vary because volumes will differ from 

expectations. Buy- side traders use VWAP algorithms when spreading the order over 

time and when obtaining the average market price within an interval is acceptable to 

them or their portfolio managers.

Many algorithms use floating limit orders with the hope of obtaining cheap execu-

tions. If they fail to fill after some time period, they may switch to more- aggressively 

priced orders or to marketable orders to ensure that they fill. Large traders who use 

algorithms to manage their orders are especially concerned about hiding their inten-

tions from front runners. Many electronic traders use artificial intelligence systems 

to detect when large traders are present in the market. In particular, they look for 

patterns that large traders may leave. For example, a poorly designed algorithm may 

submit orders exactly at the same millisecond within a second whenever it submits an 

order. A clever trader who is aware of this regularity may detect when a large trader is 

in the market and, equally important, when the trader has completed filling his order. 

To avoid these problems, algorithm designers often randomize order submission 

times and sizes to avoid producing patterns that might give them away. They also 

sometimes try to hide their orders among other orders so that front runners cannot 

easily identify their intentions.

Developing good algorithms requires extensive research into the origins of trans-

action costs. Algorithm authors must understand transaction costs well so that they 

can design algorithms that will trade effectively. To that end, algorithm providers 

build and estimate models of the costs of trading orders of various sizes, models of 

the impact trades of a given size or frequency will have on prices, and models of the 

probabilities that limit orders will fill under a variety of conditions. They must also 

predict volumes accurately. The most effective algorithms are based on the best research 

and implemented on the fastest and most capable electronic systems.

Good algorithms generally obtain low- cost executions by knowing when and 

where to offer liquidity via limit orders, when to use market orders, and how to most 

effectively keep the market from being aware of their efforts. They reduce the price 

impacts of large trades and greatly reduce the costs of managing many small trades.

EXAMPLE 3  

Use of Electronic Brokers

You have recently been hired recently as a junior buy- side analyst. Part of your 

training (on- boarding) has been to sit with the trading desk to learn how the 

desk trades through its electronic brokers. In a meeting with your manager, she 

asks you to explain the use of electronic brokers for advanced orders, trading 

tactics, and algorithmic trading tools that your electronic brokers provide. What 

would you say?

Solution:

The use of electronic brokers and their systems is valuable for such advanced 

order types as pegged or floating limit orders, whose limit prices change as 

market conditions change. Traders use these order types to supply liquidity at 

a specified distance from the market. These orders require continuous real- time 

evaluation to determine if an order cancellation or replacement is needed as 

market conditions change. The use of electronic brokers relieves the need for 
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the trader to continuously monitor the market to cancel and resubmit orders 

when prices change. An electronic broker is also valuable for orders placed a 

few ticks outside the best market that will be among the last orders to supply 

liquidity to a large trader, hopefully at a good price.

Electronic brokers also allow their clients to access order execution tactics 

(presented as another complex order type) that involve multiple submissions 

that may “sweep” through markets to uncover hidden liquidity. These tactics 

allow traders to submit multiple orders with a single instruction.

Finally, electronic brokers also provide algorithmic trading tools. Algorithms 

are automated (programmed trading strategies for combinations of simple and 

single, advanced, or multiple orders and various trading tactics) to fill small 

orders efficiently based on various criteria. They often break up large orders 

into smaller pieces to minimize the market impact of filling the order. They 

may route the orders to multiple venues at the same time or to the same venue 

at various times. For example, VWAP algorithms attempt to fill orders at the 

volume- weighted average price (or better) of all trades over a specified interval. 

The systems running algorithms that place standing limit orders must be very 

fast to cancel orders in trading. In these cases, low latency is critical to ensure 

order cancellation before unfavorable executions occur. Fast systems also help 

ensure that traders are first to respond when market conditions change and to 

maintain time precedence.

5.5 Select Examples of How Electronic Trading Changed 

Trading Strategies

The growth in electronic trading systems changed how traders interact with the mar-

ket. Proprietary traders, buy- side traders, and brokers adapted their trading strategies 

to use new electronic tools and facilities. Select characteristics of electronic trading 

are described below.

Hidden orders. Hidden orders are very common in electronic markets. Hidden 

orders are orders that are exposed (or shown) only to the brokers or exchanges who 

receive them. Traders—especially large traders—submit them when they do not want 

to reveal the existence of the trading options that their standing orders provide to the 

markets. Traders concerned about quote matchers can protect themselves to some 

extent by submitting hidden limit orders. Note that hidden limit orders are the elec-

tronic equivalent of giving orders to floor brokers to fill with the understanding that the 

floor brokers may expose the orders only if they can arrange trades. Such orders work 

better at electronic exchanges than at floor- based exchanges because computers never 

inadvertently or intentionally display these orders improperly. In electronic markets, 

the most common type of order by far is the immediate or cancel (IOC) limit order. 

Traders use these orders to discover hidden orders that may stand in the spread between 

a market’s quoted bid and ask prices. Because they cancel immediately if they do not 

find liquidity, these orders are also hidden and thus do not reveal trade intentions.

Some electronic traders try to discover hidden orders by pinging the market: They 

submit a small IOC limit order for only a few shares at the price at which they are 

looking for hidden orders. If the pinging order trades, they know that a hidden order 

is present at that price; however, they do not know the full size of the order (which 

they can discover only by trading with it). Traders then may use this information to 

adjust their trading strategies.

All traders who subscribe to a complete trade feed that includes odd- lot transactions 

(substandard transaction sizes) can see the results of a ping that discovers liquidity. 

At almost all exchanges, however, only the pinger will know on which side of the 

© CFA Institute. For candidate use only. Not for distribution.



Reading 48 ■ Trading Costs and Electronic Markets576

market the hidden liquidity lies. Nonetheless, the information produced by someone 

else’s successful ping can be useful to various traders. It indicates that someone in 

the market is concerned enough about liquidity conditions that pinging is worthwhile 

and that hidden liquidity is available on one side of the market.

Leapfrog. When bid–ask spreads are wide, dealers often are willing to trade at better 

prices than they quote. They quote wide spreads because they hope to trade at more 

favorable prices. When another trader quotes a better price, dealers often immediately 

quote an even better price. For example, if the market is 20 bid, offered at 28, and a 

buy- side trader bids at 21, a dealer might instantly bid at 22. (The improved price might 

also come from a quote matcher.) This behavior frustrates buy- side traders, who then 

must quote a better price to maintain order precedence. If the spread is sufficiently 

wide, a game of leapfrog may ensue as the dealer jumps ahead again.

Flickering quotes. Electronic markets often have flickering quotes, which are exposed 

limit orders that electronic traders submit and then cancel shortly thereafter, often 

within a second. Electronic dealers and algorithmic buy- side traders submit and repeat-

edly cancel and resubmit their orders when they do not want their orders to stand in 

the market; rather, they want other traders to see that they are willing to trade at the 

displayed price. Traders who wish to trade with a flickering quote can place a hidden 

limit order at the price where the quote is flickering. If the flickering order returns, it 

will hit their hidden limit order, and then they will trade with it.

Electronic arbitrage. Electronic arbitrageurs use electronic trading systems to imple-

ment three types of arbitrage trading strategies:

1 Take liquidity on both sides. The costliest and least risky arbitrage trading 

strategy involves using marketable orders to fill both legs, or positions (i.e., 

buying an undervalued instrument and selling a similar overvalued instrument), 

of the arbitrage portfolio. This strategy is profitable only if the arbitrage spread 

is sufficiently large, but competition among arbitrageurs ensures that such large 

arbitrage spreads are quite rare. Arbitrageurs can seldom simultaneously take 

liquidity in two markets for identical instruments and make a profit. To effec-

tively execute this strategy, arbitrageurs must use very fast trading systems so 

that they can lock in the arbitrage spread before prices in one or both markets 

change.

2 Offer liquidity on one side. In this strategy, arbitrageurs offer liquidity in one 

or both markets in which they trade. When they obtain a fill in one market, 

they immediately take liquidity in the other market to complete the construc-

tion of their arbitrage portfolio. This strategy produces lower- cost executions, 

but it is a bit riskier than the first strategy.

 For example, suppose that Markets A and B are both quoting 20 bid, offered 

at 21 for the same instrument. An arbitrageur may place a bid at 19 in Market 

A with the hope that a large seller will come along who takes all liquidity at 

20 (i.e., fills all bids at 20) in Market A and then proceeds to fill the arbitra-

geur’s order at 19. If so, the arbitrageur will immediately try to sell to the 20 

bid in Market B. If the arbitrageur is quick enough, he may be able to fill his 

order before the bidder at 20 in Market B cancels that bid and before any other 

trader—particularly the large trader—takes it. If successful, the arbitrageur real-

izes a profit of 1. Of course, the arbitrageur will immediately cancel his 19 bid in 

Market A if the 20 bid in Market B disappears.

3 Offer liquidity on both sides. The final arbitrage strategy involves offering 

liquidity in both markets. In this strategy, after the first order to execute fills, 

the arbitrageur continues to offer liquidity to complete the second trade. This 

strategy is the riskiest strategy because arbitrageurs are exposed to substantial 
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price risk when one leg is filled and the other is not. Moreover, if prices are 

moving because well- informed traders are on the same side in both markets—as 

they might be if the well- informed traders possess information about common 

risk factors—the leg providing liquidity to the informed traders will fill quickly, 

whereas the other leg probably will not fill.

 Arbitrageurs using this strategy trade much like dealers—switching from offer-

ing (supplying) liquidity to taking (demanding) liquidity when they believe that 

offering liquidity may be too risky. They may also often cancel and resubmit 

their orders when market conditions change. Thus, they are most effective when 

they use fast trading systems.

 When the arbitrage spread reverts, as the arbitrageurs expect, the arbitrageurs 

will reverse their trades, often using the same strategy they used to acquire their 

arbitrage portfolios. Of course, if the spread never reverts, arbitrageurs will lose 

regardless of how they trade. They will lose less, however, if they can trade their 

arbitrage portfolio by offering liquidity in one or both legs.

Machine learning. Machine learning, also known as data mining, uses advanced sta-

tistical methods to characterize data structures, particularly relations among variables. 

These methods include neural nets, genetic algorithms, classifiers, and other methods 

designed to explain variables of interest using sparse data or data for which the number 

of potential explanatory variables far exceeds the number of observations.

Machine- learning methods produce models based on observed empirical regular-

ities rather than on theoretical principles identified by analysts. These methods can 

be powerful when stable processes generate vast amounts of data, such as occurs in 

active financial markets.

Many trading problems are ideally suited for machine- learning analyses because 

the problems repeat regularly and often. For such problems, machine- based learning 

systems can be extraordinarily powerful.

However, these systems are often useless—or worse—when trading becomes 

extraordinary (e.g., when volatilities shoot up). Machine- learning systems frequently 

do not produce useful information during volatility episodes because these episodes 

have few precedents from which the machines can learn. Thus, traders often instruct 

their electronic trading systems to stop trading—and sometimes to close out their 

positions—whenever they recognize that they are entering uncharted territory. Many 

traders shut down when volatility spikes, both because high- volatility episodes are 

uncommon and thus not well understood and because even if such episodes were well 

understood, they represent periods of exceptionally high risk.

ELECTRONIC TRADING RISKS

The advent of electronic trading affected securities markets in many ways. Investors 

now benefit from greater trade process efficiencies and reduced transaction costs, but 

electronic trading also creates new systemic risks for market participants.

6.1 The HFT Arms Race

The competition among high- frequency traders (HFTs) has created an “arms race” in 

which each trader tries to be faster than the next. Consequently, the state- of- the- art, 

high- frequency trading technologies necessary to compete successfully are now very 

expensive, making entry quite costly. These costs form barriers to entry that can create 

natural monopolies. Although substantial evidence suggests that electronic trading 

6
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benefits the markets, these benefits may erode if only a few HFTs survive and can 

exploit their unique positions. Already, many HFTs are quitting the markets because 

they cannot compete effectively.

More generally, many commentators have observed that most of the costly tech-

nologies that high- frequency traders acquire do little to promote better or more- liquid 

markets. HFTs primarily incur these costs so they can beat their competitors. The 

utilitarian traders who demand liquidity ultimately pay these costs. Concerns about 

the costs of the HFT arms race have led to calls for changes in market structure that 

would diminish the advantages of being faster. Some commentators suggest that 

markets be slowed by running call markets once a second or more often instead of 

trading continuously. Others suggest that the order processing be delayed by random 

intervals to reduce the benefits of being fast and thus the incentives to invest in speed.

6.2 Systemic Risks of Electronic Trading

Electronic trading created new systemic risks that concern regulators and practitioners. 

A systemic risk is a risk that some failure will hurt more than just the entity responsible 

for the failure. Systemic risks are particularly problematic when the responsible entity 

is not required or is unable to compensate others for the costs its failure imposes on 

them. When people do not bear the full costs of their behaviors, they tend not to be 

as careful in avoiding damaging behaviors as they otherwise would be.

Systemic risks associated with fast trading may be caused by electronic exchange 

trading system failures or excessive orders submitted by electronic traders. Electronic 

exchange trading system failures occur when programmers make mistakes, exchange 

servers have insufficient capacity to handle traffic, or computer hardware or commu-

nication lines fail.

The 18 May 2012 Facebook IPO at NASDAQ is an example of a trading system 

failure caused by a programming error that unexpectedly high demands on capacity 

revealed. In this case, two software processes locked into an infinite loop as they took 

turns responding to each other.

Examples of systemic risks caused by excessive orders submitted by electronic 

traders include the following:

 ■ Runaway algorithms produce streams of unintended orders that result from 

programming mistakes. The problems sometimes occur when programmers 

do not anticipate some contingency. The Knight Capital trading failure on 1 

August 2012 may be the most extreme example of a runaway algorithm inci-

dent. Owing to a software programming mistake, Knight sent millions of orders 

to the markets over a 45- minute period when it intended only to fill 212 orders, 

some of which normally might have been broken up but none of which would 

have generated so many orders. These orders produced 4 million executions 

involving 397 stocks. Knight lost $400 million in the incident.

 ■ Fat finger errors occur when a manual trader submits a larger order than 

intended. They are called fat finger errors because they sometimes occur when a 

trader hits the wrong key or hits a key more often than intended. These types of 

errors are not unique to electronic trading systems, but their consequences are 

often greater in electronic systems because of the speed at which they operate 

and because clerks often catch these errors in manual trading systems before 

they cause problems.

 ■ Overlarge orders demand more liquidity than the market can provide. In these 

events, a trader—often inexperienced—will try to execute a marketable order 

that is too large for the market to handle without severely disrupting prices in 

the time given to fill the order. The 6 May 2010 Flash Crash occurred as a result 

of such an order. The crash was triggered when a large institutional trader tried 
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to sell $4.1 billion in E- mini S&P 500 futures contracts using an algorithm over 

a short period. The algorithm was designed to participate in a fixed fraction of 

the market volume. When the initial trades depressed S&P 500 futures prices, 

trading volumes increased substantially as arbitrageurs and others started to 

trade. The increase in trading volumes caused the algorithm to increase the rate 

of its order submissions, which exacerbated the problem. The market reverted 

to its former levels after the Chicago Mercantile Exchange briefly halted trading 

in the E- mini S&P 500 futures contract, and the large order eventually was 

filled.

 ■ Malevolent order streams are created deliberately to disrupt the markets. The 

perpetrators may be market manipulators; aggrieved employees, such as trad-

ers or software engineers; or terrorists. Traders conducting denial- of- service 

attacks designed to overwhelm their competitors’ electronic trading systems 

with excessive quotes also may create malevolent order streams.

The solutions to the systemic risk problems associated with electronic trading 

systems are multifold:

 ■ Most obviously, traders must test software thoroughly before using it in live 

trading. Exchanges often conduct mock trading sessions to allow developers to 

test their software.

 ■ Rigorous market access controls must ensure that only those orders coming 

from approved sources enter electronic order- matching systems.

 ■ Rigorous access controls on software developers must ensure that only autho-

rized developers can change software. Best practice mandates that these 

controls also include the requirement that all software be read, understood, and 

vouched for by at least one developer besides its author.

 ■ The electronic traders who generate orders and the electronic exchanges 

that receive orders must surveil their order flow in real time to ensure that it 

conforms to preset parameters that characterize its expected volume, size, and 

other characteristics. When the order flow is different than expected, automatic 

controls must shut it off immediately.

 ■ Brokers must surveil all client orders that clients introduce into electronic 

trading systems to ensure that their clients’ trading is appropriate. Brokers must 

not allow their clients to enter orders directly into exchange trading systems—a 

process called sponsored naked access—because it would allow clients to avoid 

broker oversight.

 ■ Some exchanges have adopted price limits and trade halts to stop trading when 

prices move too quickly. These rules stop trading when excess demands for 

liquidity occur. They also prevent the extreme price changes that can occur in 

electronic markets when market orders arrive and no liquidity is present. Most 

brokers now automatically convert market orders into marketable limit orders 

to ensure that they do not trade at unreasonable prices.

 

Historical Event: The Flash Crash

The 6 May 2010 Flash Crash was the most notable market structure event in recent mem-
ory. During the crash, which started at about 2:42 p.m. ET, the E- mini S&P 500 futures 
contract dropped approximately 5% in 5 minutes and then recovered nearly fully in the 
next 10 minutes. The price volatility spilled from the equity futures market into the stock 
market, where some stocks traded down more than 99% or up more than 1,000%. In the 
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immediate aftermath of the crash, regulators decided that more than 20,000 trades in 
more than 300 securities that occurred more than 60% away from earlier prices would 
be broken (canceled).

This extraordinary event raised many concerns about security market structure—in 
particular, how the adoption of electronic trading may have increased potential systemic 
risks. This subsection describes the events that led up to the crash, what happened during 
the crash, and the regulatory responses to the crash.

The Event and Its Causes

On Thursday, 6 May 2010, the stock market traded down throughout the day at an accel-
erating rate. By 2:30 p.m., it had lost about 4% from its previous close. Contemporaneous 
commentators attributed the fall to concerns about Greek sovereign debt and the impli-
cations of a Greek default for other markets. During the day, many traders who had been 
providing liquidity to the market were accumulating substantial long positions as people 
demanded to sell. As the day wore on, their willingness to continue to accumulate addi-
tional inventory decreased. Moreover, day traders, who do not normally carry inventory 
overnight, also were considering how and when they would sell their losing positions.

Presumably, in response to the European concerns and perhaps other concerns, 
portfolio managers at Waddell & Reed Financial Inc. (W&R) decided to reduce US equity 
exposure in their $27 billion Asset Strategy Fund by selling 75,000 June 2010 E- mini S&P 
500 futures contracts with a nominal value of approximately $4.1 billion. They gave this 
order to their buy- side trader, who proceeded to fill it using an algorithm that split the 
order into small pieces for execution. Although the order was the largest single order 
submitted to the E- mini futures market that year, it was not without precedent. Two 
earlier orders in the previous year were of similar size or larger, one of which had been 
submitted by W&R. Those orders had been filled in more stable markets and over longer 
periods of time than W&R’s 6 May order. The order started to execute at 2:32 p.m.

W&R’s head trader, who normally would have handled such a large order, was out of 
the office that day. Instead, a less- senior trader in his office handled the order.

The trader set parameters on the algorithm to target an execution rate of 9% of the 
trading volume calculated over the previous minute without regard to price or time. This 
trading strategy was more aggressive than the one W&R had used to fill its large order 
from the previous year. The trader probably set an aggressive rate because he feared that 
the firm would obtain a worse execution if prices continued to fall. The more aggressive 
strategy contributed to the crash.

When the initial trades depressed S&P 500 futures prices, trading volumes increased 
substantially as arbitrageurs and others started to trade, many of them trading with each 
other as they normally did. The arbitrageurs bought the futures and sold equities and 
equity ETFs (exchange- traded funds), such as the SPDR S&P 500 Trust (ticker SPY). Some 
arbitrageurs also sold call option contracts and bought put option contracts. The increase 
in trading volumes caused the algorithm to increase the rate of its order submissions 
as it tried to keep up with its mandate to participate in 9% of the market volume. The 
increasing order submission rate exacerbated the problem.

Initially, high- frequency traders and other liquidity suppliers in the E- mini futures 
markets supplied liquidity to W&R’s order and accumulated long positions. Between 
2:41 p.m. and 2:44 p.m., these short- term traders sold these positions as the algorithm 
continued to pump more orders into the market. During this 4- minute period, the E- mini 
dropped 3%. By the end of this period, buy- side depth (total size of standing buy orders) 
in the E- mini contract dropped to only 1% of the average depth observed earlier in the 
day. The E- mini contract then dropped 1.7% in the next 15 seconds.

The arbitrage trades caused the equity markets to drop. In many securities— especially 
the ETFs—falling prices triggered stock loss market orders, which further depressed 
prices. The levered ETFs were particularly affected because their high volatilities make 
them popular with technical traders and retail traders, many of whom routinely place 
stop orders to protect their positions.

As the prices changed quickly, many traders who were providing liquidity in the 
futures and equity markets dropped out because they were unwilling to trade in the 
face of such extreme volatility. Many also had already accumulated large inventory 
positions from earlier in the day and did not want to buy more. Interestingly, researchers 
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later discovered that the largest and most active high- frequency trading firms did not 
withdraw. Nonetheless, limit order books thinned out—especially on the buy side—as 
traders canceled standing orders and as sellers filled those buy orders still standing.

In some stocks, all standing buy orders were exhausted and trading stopped. In other 
stocks, all buy orders except those placed with a limit price of only a cent or two were 
exhausted. In these stocks, exchange trading systems blindly filled market sell orders 
at extraordinarily low prices. In a few other stocks, the withdrawal of liquidity suppliers 
from the market also removed essentially all liquidity from the sell side of the market. 
Some stocks then traded at prices as high as $100,000 when market buy orders were 
filled against sell orders placed at extraordinarily high prices.

The slide stopped at 2:45:28 p.m. when a Chicago Mercantile Exchange trading rule 
called Stop Logic Functionality caused the exchange’s computers to halt trading briefly in 
the E- mini S&P 500 futures contract and to clear the limit order book of all standing limit 
orders. The rule is triggered when it becomes apparent that pending order executions 
would cause prices to jump too far. The futures contract dropped about 5% from when 
the algorithm started to trade at 2:32 p.m. to the market halt at 2:45 p.m. The algorithm 
sold about 35,000 contracts during this period.

When trading resumed 5 seconds later, the buy- side algorithm continued to trade, 
but many liquidity suppliers were now willing to provide liquidity. Prices rose quickly 
in orderly markets.

The episode largely ended when the big W&R order completed filling at around 2:51 
p.m., about 20 minutes after it started. However, the market remained quite volatile 
during the remainder of the day as traders adjusted their positions and responded to 
the extreme volatility.

Following the crash, regulators broke all trades that had occurred more than 60% 
away from the previous close.

Implications for Traders

The Flash Crash provided three important lessons for observant traders:

 ■ First, market orders are incompatible with electronic order- matching systems that 
do not curb trading when prices move too quickly. Had traders priced all their 
orders, no trades would have taken place at unreasonably high or low prices. 
Following the crash, many retail brokers adopted a policy of converting all cus-
tomer market orders into marketable limit orders with limit prices set about 10% 
above the current ask for buy orders and 10% below the current bid for sell orders.

 ■ Second, institutional traders using algorithms must be careful not to demand 
more liquidity than orderly markets can provide. Most buy- side investors probably 
immediately recognized that W&R lost a substantial amount of its clients’ money 
owing to the extraordinarily high transaction costs associated with the trade. To 
obtain a crude estimate of this loss, assume that the algorithm traded all $4.1 bil-
lion of its order at a uniform rate throughout the 5% price reversal. The average 
market impact of the trade would have been 2.5%, which implies total transaction 
costs of about $100 million, or 0.37% of the $27 billion in assets of the W&R Asset 
Strategy Fund. Such significant losses attract attention. Within a week, many algo-
rithm writers probably coded limits into their algorithms to help prevent them 
from being used irresponsibly.

 ■ Finally, algorithm writers and the traders who use algorithms must pay much 
more attention to the dangers of using algorithms that can create destructive 
feedback loops. They particularly must understand how algorithms respond to 
market conditions that they may create themselves.

Regulatory Responses

Following the Flash Crash, regulators adopted new rules to prevent a similar crash from 
happening again. They placed curbs that halt trades in a stock for 5 minutes if prices 
move up or down by more than 10% for large stocks and 20% for smaller stocks. This 
rule ensures that prices cannot move too quickly, but it does not prevent traders from 
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behaving foolishly. Had it been in effect during the Flash Crash, the rule would have 
stopped trades from occurring at ridiculously low or high prices, but it would not have 
stopped the W&R trader from submitting an unrealistically aggressive order.

Regulators also adopted rules to establish when and which trades will be broken in 
the event of another extreme price change. Such rules should help ensure that liquid-
ity suppliers who are afraid that their trades may be broken do not withdraw from the 
market prematurely.

EXAMPLE 4  

Electronic Trading and Transaction Costs

Describe the impact of electronic trading on transaction costs.

Solution:

Growth in electronic trading has resulted in greater trade process efficiencies 

and reduced transaction costs for investors. Electronic systems are much cheaper 

to operate than floor- based systems (requiring less physical space and fewer 

exchange personnel). These systems can operate on a close- to- continuous basis 

at far greater scale and scope and at much faster speeds than humans. Process 

efficiencies from electronic trading have led to significant decreases in bid–ask 

spreads, which have lowered transaction costs for investors.

6.3 Real- Time Surveillance for Abusive Trading Practices

Regulators around the world recognize that real- time market monitoring and sur-

veillance systems allow faster responses to potential crises and market abuses with 

the potential for rapid intervention to prevent or minimize damages. Many trad-

ing venues have long used real- time surveillance technologies, but their use is not 

consistent across all markets. The goal of real- time market surveillance is to detect 

potential market abuse while it is happening. Real- time surveillance often can detect 

the following damaging behaviors:

Front running. Front running involves buying in front of anticipated purchases and 

selling in front of anticipated sales. In most jurisdictions, front running is illegal if the 

front runners acquire their information about orders improperly—for example, by a 

tip from a broker handling a large order.

Some traders use electronic artificial intelligence systems to identify when traders 

are filling large orders over time by breaking them up into small pieces. When these 

traders suspect that buyers or sellers are working large orders, they will trade ahead 

on the same side with the hope of benefiting when the large traders move prices as 

they fill their orders. This front- running strategy is legal if the information on which 

it is based is properly obtained— for example, by watching a market data feed.

Front running increases transaction costs for the traders whose orders are front 

run because the front runners take liquidity that the front- run traders otherwise would 

have taken for themselves.

Market manipulation. In general, market manipulation consists of any trading 

strategy whose purpose is to produce misleading or false market prices, quotes, or 

fundamental information to profit from distorting the normal operation of markets. 

Market manipulators are parasitic traders who attempt to fool or force others into 

making disadvantageous trades. Many market manipulation strategies exist—including 

bluffing, squeezing, cornering, and gunning.
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In most jurisdictions, market manipulation strategies are illegal. Enforcement 

is often difficult, however, because the exact infractions can be hard to define and 

because prosecutors generally must prove scienter (a legal term meaning intent or 

knowledge of wrongdoing), which can be difficult when defendants suggest alternative 

explanations for their behavior.

Market manipulation strategies usually involve one or more of the following 

improper market activities:

 ■ Trading for market impact involves trading to raise or lower prices deliberately. 

A market manipulator often is willing to incur substantial transaction costs to 

raise or lower the price of a security to influence other traders’ perceptions of 

value.

 ■ Rumormongering is the dissemination of false information about fundamental 

values or about other traders’ trading intentions to alter investors’ value assess-

ments. Financial analysts must be careful to ensure that they base their anal-

yses on valid information and not on false information designed to fool them 

into making poor decisions. Note that although rumormongering is illegal in 

most jurisdictions, simply reporting one side of an issue is not illegal. Financial 

analysts, therefore, must also be careful to ensure that they base their analyses 

on balanced information and not on information that is true but selectively 

presented to them with the purpose of distorting their analyses.

 ■ Wash trading consists of trades arranged among commonly controlled accounts 

to create the impression of market activity at a particular price. The purpose 

of wash trading is to fool investors into believing that a market is more liquid 

than it truly is and to thereby increase investors’ confidence both in their ability 

to exit positions without substantial cost and in their assessments of security 

values. Manipulators also can achieve these purposes by falsely reporting trades 

that never occurred, which is essentially what happens when they arrange 

trades among commonly controlled accounts.

 ■ Spoofing, also known as layering, is a trading practice in which traders place 

exposed standing limit orders to convey an impression to other traders that the 

market is more liquid than it is or to suggest to other traders that the security is 

under- or overvalued. For example, suppose that a spoofer wants to buy stock 

cheaply or quickly. The spoofer might place a hidden buy order in the market. 

The spoofer then places one or more exposed sell limit orders in the market to 

convey the impression that prices may soon fall. Seeing the spoofing sell orders, 

one or more traders may conclude that values may be lower than market prices 

suggest. On that basis, they may sell into the spoofer’s buy order, enabling the 

spoofer to obtain a quick and possibly cheaper purchase than the spoofer oth-

erwise would have obtained had the spoofer not placed the spoofing sell orders. 

Of course, immediately following the execution of the buy order, the spoofer 

will cancel the sell orders.

Spoofing is risky because the spoofing orders that spoofers submit might 

execute before their intended orders execute. Spoofers can manage this risk 

by keeping track of the orders in the limit order book ahead of their spoofing 

orders. If these orders fill before the spoofers’ intended orders fill, spoofers will 

cancel their spoofing orders to prevent them from executing. To effectively 

manage these processes, spoofers use electronic systems to monitor trading and 

to ensure that they can quickly cancel their orders as soon as they no longer 

want them to stand.
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Market manipulators often use these improper market activities singly or in com-

bination when they try to fool or force other traders into trades that will ultimately 

prove to be disadvantageous to them. Market manipulation strategies include:

 ■ Bluffing. Bluffing involves submitting orders and arranging trades to influence 

other traders’ perceptions of value. Bluffers often prey on momentum traders, 

who buy when prices are rising and sell when prices are falling. For example, 

consider typical “pump- and- dump” schemes in which bluffers buy stock to raise 

its price and thereby encourage momentum traders to buy. The bluffers then 

sell the stock to the momentum traders at higher prices. To further the scheme, 

bluffers may engage in such activities as rumormongering or wash trading. Note 

also that bluffers may time their purchases to immediately follow the release 

of valid positive information about the security and thereby fool traders into 

overvaluing the material significance of the new information.

In a pump- and- dump manipulation, the bluffer tries to raise prices. Similar 

manipulations can occur on the short side, though they are less common. In 

such manipulations, manipulators take short positions and then try to repur-

chase shares at lower prices. These manipulations are often called “short and 

distorts.”

To avoid falling into these traps, financial analysts must ensure that they base 

their analyses on independent assessments of value. Their analyses must have 

a proper foundation as required by Standard V(A): Diligence and Reasonable 

Basis, of the CFA Institute Code of Ethics and Standards of Professional 

Conduct.

 ■ Gunning the market. Gunning the market is a strategy used by market manip-

ulators to force traders to do disadvantageous trades. A manipulator gener-

ally guns the market by selling quickly to push prices down with the hope of 

triggering stop- loss sell orders. A stop- loss (or stop) sell order becomes valid for 

execution once the specified stop price condition is met by a trade occurring 

at or below the stop price. For example, suppose that a market manipulator 

believes that traders have placed many stop- loss sell orders at 50. These sell 

orders would become valid upon a trade occurring at 50 or below. The manip-

ulator may sell aggressively to push prices down from 51 to 50 and thereby 

trigger the stop- loss sell orders. The manipulator then may be able to profit by 

repurchasing at lower prices.

 ■ Squeezing and cornering. Squeezing, cornering, and gunning the market are 

all schemes that market manipulators use to force traders to do disadvantageous 

trades. In a squeeze or corner, the manipulator obtains control over resources 

necessary to settle trading contracts. The manipulator then unexpectedly with-

draws those resources from the market, which causes traders to default on their 

contracts, some of which the manipulator may hold. The manipulator profits by 

providing the resources at high prices or by closing the contracts at exception-

ally high prices.

For example, in short squeezes, manipulators obtain control of a substantial 

fraction of all available lendable stock shares or bonds. If the securities are 

overvalued, as they might be if the manipulators are also engaging in a pump 

and dump, many speculators may be short selling the securities by unknowingly 

borrowing them from the manipulators. The manipulators then will recall the 

security loans. If the short sellers (“shorts”) cannot borrow the securities from 

others, they will be forced to buy securities in the market to cover their stock 

loans. Their purchases will raise prices and allow the manipulators to sell their 

securities at overvalued prices. Manipulators also may profit by raising the rates 

they charge to lend their securities. To avoid being caught in a short squeeze, 
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short sellers must be sure that the market for lendable securities has many 

participants and is not concentrated in the hands of one or more entities acting 

in concert.

In commodity market corners, manipulators buy many futures contracts while 

simultaneously buying in the spot markets much of the deliverable supply of the 

commodity. When the contract approaches expiration, the manipulators then 

demand delivery from the shorts, most of whom will not own the deliverable 

commodity. The shorts then must buy the deliverable supply from the manip-

ulators at exceptionally high prices. Alternatively, they may repurchase their 

contracts from the manipulators, again at very high prices.

Corners can occur in commodity markets because most participants in com-

modity futures contracts do not demand to receive or make delivery when 

the contract expires. Instead, they close their positions by arranging offsetting 

trades in the futures market, either because they are simultaneously accepting 

or making delivery elsewhere or because they are rolling their positions into 

future contract months. Accordingly, most short sellers neither expect nor 

intend to make delivery. When forced to make delivery, they are caught short.

Corners are illegal in most jurisdictions, and they always violate the rules 

of the exchanges on which futures contracts trade. In general, long holders 

cannot demand delivery if they do not have a valid business reason for doing 

so. However, enforcement is complicated by the fact that manipulators may 

offer plausible reasons for requesting unexpected deliveries. Note also that 

sometimes, unexpected supply shortages coupled with unexpected legitimate 

demands for delivery can result in inadvertent short squeezes. Thus, short sell-

ers who do not intend to make delivery should try to close their positions early 

to ensure that they are not caught in an intentional corner or an inadvertent 

squeeze.

SUMMARY

This reading explains the implicit and explicit costs of trading as well as widely used 

methods for estimating transaction costs. The reading also describes developments in 

electronic trading, the main types of electronic traders, their needs for speed and ways 

in which they trade. Electronic trading benefits investors through lower transaction 

costs and greater efficiencies but also introduces systemic risks and the need to closely 

monitor markets for abusive trading practices. Appropriate market governance and 

regulatory policies will help reduce the likelihood of events such as the 2010 Flash 

Crash. The reading’s main points include:

 ■ Dealers provide liquidity to buyers and sellers when they take the other side of a 

trade if no other willing traders are present.

 ■ The bid–ask spread is the difference between the bid and the ask prices. The 

effective spread is two times the difference between the trade price and the 

midquote price before the trade occurred. The effective spread is a poor esti-

mate of actual transaction costs when large orders have been filled in many 

parts over time or when small orders receive price improvement.
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 ■ Transaction costs include explicit costs and implicit costs. Explicit costs are the 

direct costs of trading. They include broker commissions, transaction taxes, 

stamp duties, and exchange fees. Implicit costs include indirect costs, such 

as the impact of the trade on the price received. The bid–ask spread, market 

impact, delay, and unfilled trades all contribute to implicit trading costs.

 ■ The implementation shortfall method measures the total cost of implementing 

an investment decision by capturing all explicit and implicit trading costs. It 

includes the market impact costs, delay costs, as well as opportunity costs.

 ■ The VWAP method of estimating transaction costs compares average fill prices 

to average market prices during a period surrounding the trade. It tends to 

produce lower transaction cost estimates than does implementation shortfall 

because it often does not measure the market impact of an order well.

 ■ Markets have become increasingly fragmented as venues trading the same 

instruments have proliferated. Trading in any given instrument now occurs in 

multiple venues.

 ■ The advantages of electronic trading systems include cost and operational 

efficiencies, lack of human bias, extraordinarily fast speed, and infinite span and 

scope of attention.

 ■ Latency is the elapsed time between the occurrence of an event and a subse-

quent action that depends on that event. Traders use fast communication sys-

tems and fast computer systems to minimize latency to execute their strategies 

faster than others.

 ■ Hidden orders, quote leapfrogging, flickering quotes, and the use of machine 

learning to support trading strategies commonly are found in electronic 

markets.

 ■ Traders commonly use advanced order types, trading tactics, and algorithms in 

electronic markets.

 ■ Electronic trading has benefited investors through greater trade process effi-

ciencies and reduced transaction costs. At the same time, electronic trading has 

increased systemic risks.

 ■ Examples of systemic risks posed by electronic traders include: runaway algo-

rithms that produce streams of unintended orders caused by programming mis-

takes, fat finger errors that occur when a manual trader submits a larger order 

than intended, overlarge orders that demand more liquidity than the market 

can provide, and malevolent order streams created deliberately to disrupt the 

markets.

 ■ Real- time surveillance of markets often can detect order front running and vari-

ous market manipulation strategies.

 ■ Market manipulators use such improper activities as trading for market impact, 

rumormongering, wash trading, and spoofing to further their schemes.

 ■ Market manipulation strategies include bluffing, squeezing, cornering, and 

gunning.
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PRACTICE PROBLEMS

The following information relates to Questions 

1–10

Brian Johnson is a senior manager at Star Asset Management (SAMN), a large asset 

management firm in the United States. Tim Martin has just earned his advanced degree 

in statistics and was hired to support the trading team at SAMN. Martin meets with 

Johnson to undergo a training relating to SAMN’s trading activities.

Johnson begins the training with a review of the limit order book for Light Systems, 

Inc., which is presented in Exhibit 1. Three dealers make market for the shares of Light 

Systems. Based on these prices, SAMN’s trading desk executes a market sell order for 

1,100 shares of Light Systems.

Exhibit 1   Limit Order Book for Light Systems, Inc.

Bid Ask

Dealer

Time 

Entered Price Size Dealer

Time 

Entered Price Size

B 10.10 a.m. $17.15 900 C 10.11 a.m. $17.19 1,200

C 10.11 a.m. $17.14 1,500 B 10.10 a.m. $17.20 800

A 10.11 a.m. $17.12 1,100 A 10.12 a.m. $17.22 1,100

Johnson then discusses a market buy order for 5,000 shares of an illiquid stock. 

The order was filled in three trades, and details about the three trades are presented 

in Exhibit 2.

Exhibit 2   Buy Trade Order Details

Trade # Time Trade Price Trade Size Bid Price Ask Price

1 9.45 a.m. $25.20 1,200 $25.17 $25.20

2 9.55 a.m. $25.22 1,300 $25.19 $25.22

3 11.30 a.m. $25.27 2,500 $25.22 $25.26

Johnson explains to Martin that the number of venues trading the same instruments 

has proliferated in recent years, and trading in any given instrument has now been 

distributed across these multiple venues. As a result, the available liquidity on any 

one of those exchanges represents just a small portion of the aggregate liquidity for 

that security. As a result, SAMN has had to adapt its trading strategies, particularly 

for large trades.

Johnson asks Martin about his views on how the introduction of electronic trading 

might have impacted SAMN. Martin tells Johnson:

© 2019 CFA Institute. All rights reserved.
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Statement 1 Once built, electronic trading systems are more efficient and 

cheaper to operate than floor- based trading systems.

Statement 2 Electronic trading systems have attracted a lot of new buy- side 

traders, and the increased competition has resulted in narrower 

bid–ask spreads.

Statement 3 The introduction of electronic markets has had a much greater 

impact on the trading of corporate and municipal bonds than on 

the trading of equities.

Johnson tells Martin that communication speed is SAMN’s current highest prior-

ity. All of SAMN’s competitors have increased their communication speeds in recent 

months, and Johnson says management wants SAMN to be faster than its competi-

tors. SAMN’s trading desk is located in a residential area far from downtown where 

the exchanges it works with are located. SAMN’s trading team is relatively large with 

experienced investment professionals, and the firm recently invested in fast computers 

with the latest algorithms.

At the end of the training, Johnson gives Martin his first assignment. The assign-

ment is for Martin to use the vast amount of data that SAMN has collected to design 

a machine learning (ML) model using advanced statistical methods to characterize 

data structures and relations. Then he has to build a trading algorithm based on the 

same model. Since electronic trading has added systemic risk to the market, Johnson 

asks Martin to suggest ways to minimize the systemic risk introduced by his algorithm. 

Martin offers two suggestions:

Suggestion 1 Perform extensive testing of the algorithm before its launch.

Suggestion 2 Impose mandatory trading halts if prices change outside a 

threshold range.

A month into the job, Johnson sends Martin to an investment conference focused 

on abusive trading practices. Based on what he learned at the conference, Martin 

recommends to Johnson that SAMN incorporate a new rule that news be validated 

before a trade triggered by news is executed.

1 Based on Exhibit 1, the inside bid–ask spread for the limit order book for Light 

Systems is closest to:

A $0.04.

B $0.07.

C $0.10.

2 Based on Exhibit 1, the total amount that SAMN will receive, on a per share 

basis, for executing the market sell order is closest to:

A $17.14.

B $17.15.

C $17.22.

3 Based on Exhibit 2, the market impact relating to Trade 2, on a per share basis, 

is closest to:

A $0.02.

B $0.03.

C $0.07.

4 Based on Exhibit 2, the average effective spread of the three trades is closest to:

A $0.0333.

B $0.0367.

C $0.0400.
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5 The reason for SAMN having to adapt its trading strategies is a result of:

A latency.

B market fragmentation.

C high frequency trading.

6 Which of Martin’s statements relating to the introduction of electronic markets 

is correct?

A Statement 1

B Statement 2

C Statement 3

7 Which of the following changes should SAMN make to address its key priority?

A Hire more investment professionals

B Upgrade to more complex operating systems

C Move the trading desk physically closer to the exchanges it works with

8 The model that Martin is tasked with designing will likely be most effective:

A for testing new markets.

B in a well- understood market environment.

C during periods of higher than normal market volatility.

9 Which of Martin’s suggestions will most likely be effective in limiting the sys-

temic risk introduced by his algorithm?

A Only Suggestion 1

B Only Suggestion 2

C Both Suggestion 1 and Suggestion 2

10 Which market manipulation strategy is most likely the target of the new rule 

suggested by Martin?

A Rumormongering

B Gunning the market

C Trading for market impact
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SOLUTIONS

1 A is correct. The inside bid–ask spread, or market bid–ask spread, is the dif-

ference between the highest bid price and the lowest ask price. The highest bid 

price for Light Systems is $17.15, and the lowest ask price is $17.19. Therefore, 

the inside bid–ask spread = $17.19 – $17.15 = $0.04.

2 B is correct. SAMN’s trading desk executes a market sell order for 1,100 shares. 

Based on the limit order book, the trader would first sell 900 shares at $17.15 

(highest bid, Dealer B) and then sell the remaining 200 shares at $17.14 (second 

highest bid, Dealer C). Therefore, the approximate price per share received by 

SAMN for selling the 1,100 shares is equal to [(900 × $17.15) + (200 × $17.14)] / 

1,100 = $17.1482 per share ($17.15 rounded).

3 A is correct. Market impact, or price impact, is the effect of a trade on trans-

action prices. After the first trade (Trade 1) was executed at $25.20, Trade 2 

was executed at $25.22, which is $0.02 per share higher than the trade price of 

Trade 1. So, the execution of Trade 1 led to a price impact of $0.02 per share on 

Trade 2.

4 C is correct. The effective bid–ask spread for buy orders is calculated as:

 Effective bid–ask spread (buy order) = 2 × {Trade price – [(Ask price + 

Bid price) / 2)]} or

 = 2 × (Trade price – Midpoint of 

the market at the time an order is 

entered).

 So, the effective bid–ask spreads for the three buy trades are calculated as:

Effective spread of Trade 1 = 2 × {$25.20 – [($25.20 + $25.17)/2]} = $0.0300.

Effective spread of Trade 2 = 2 × {$25.22 – [($25.22 + 25.19)/2]} = $0.0300.

Effective spread of Trade 3 = 2 × {$25.27 – [($25.26 + $25.22)/2]} = $0.0600.

 The resulting average effective spread is then calculated as:

Average effective spread = (Effective spread of Trade 1 + Effective spread of 

Trade 2 + Effective spread of Trade 3)/3.

Average effective spread = ($0.0300 + $0.0300 + $0.0600)/3 = $0.0400.

5 B is correct. According to Johnson, markets have become increasingly frag-

mented as the number of venues trading the same instruments has proliferated 

and trading in any given instrument has been split (or fragmented) across 

these multiple venues. As a result, the available liquidity on any one exchange 

represents just a small portion of the aggregate liquidity for that instrument. 

This phenomenon is known as market fragmentation and creates the potential 

for price and liquidity disparities across venues. As a result, SAMN has had to 

adapt its trading strategies to this fragmented liquidity to avoid intensifying the 

market impact of a large trade.

6 A is correct. Once built, electronic systems are indeed cheaper to operate than 

floor- based trading systems. They require less physical space than do trad-

ing floors, and in contrast to floor- based trading systems, they do not require 

exchange officials to record and report prices. Furthermore, the widespread use 

of electronic trading systems significantly decreased trading costs for buy- side 

traders. Costs fell as exchanges obtained greater cost efficiencies from using 
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electronic matching systems instead of floor- based manual trading systems. 

These technologies also decreased costs and increased efficiencies for the deal-

ers and arbitrageurs who provide much of the liquidity offered at exchanges. 

Competition forced them to pass along much of the benefits of their new tech-

nologies to buy- side traders in the form of narrower spreads quoted for larger 

sizes. New electronic buy- side order management systems also decreased buy- 

side trading costs by allowing a smaller number of buy- side traders to process 

more orders and to process them more efficiently than manual traders.

 While electronic trading has had a significant effect on equity markets, it 

has not had as much of an effect on the markets for corporate and municipal 

bonds. The market structures of corporate and municipal bond markets have 

hardly changed since the late 19th century. Despite the efforts of many creative 

developers of electronic bond trading systems, most public investors in these 

markets still trade largely over the counter with dealers.

7 C is correct. The speed required by electronic traders is affected by fast com-

munication and fast computations. The shorter the distance between the trader 

and the exchange, the faster the communication. Many exchanges allow elec-

tronic traders to place their servers in the rooms where the exchange servers 

operate, a practice called collocation.

8 B is correct. Many trading problems are ideally suited for machine learning 

analyses because the problems repeat regularly and often. For such problems, 

machine- based learning systems can be extraordinarily powerful. However, 

these systems are often useless—or worse—when trading becomes extraordi-

nary, as when volatilities shoot up. Machine learning systems frequently do not 

produce useful information during volatility episodes because they have few 

precedents from which the machines can learn. Thus, traders often instruct 

their electronic trading systems to stop trading—and sometimes to close out 

their positions—whenever they recognize that they are entering uncharted 

territory. Many traders shut down when volatility spikes—both because high- 

volatility episodes are uncommon and thus not well understood and because 

even if such episodes were well understood, they represent periods of excep-

tionally high risk.

9 C is correct. Both suggestions will likely be effective in minimizing the systemic 

risk introduced by electronic trading. First, exhaustive testing of the algorithm 

prior to its launch can minimize risk relating to programming errors, which 

could result in an extreme market reaction that could trigger an even more 

extreme market reaction. Second, imposing mandatory trade halts in case of 

large price changes (outside a given threshold) would limit potential undesired 

results and help minimize systemic risk.

10 A is correct. Rumormongering is the dissemination of false information about 

fundamental values or about other traders’ trading intentions in an attempt 

to alter investors’ value assessments. Martin’s suggested news validation rule 

would reduce the likelihood that SAMN would be adversely affected by this 

market manipulation strategy.
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