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Abstract. This paper examines the development of a system call analyzer 
used within Linux containers, aiming to ensure security and enhance the 
performance of containerized applications. Containerization has become a 
vital aspect of modern software development and operations, enabling 
efficient isolation of applications and their dependencies. However, 
selecting a reliable image and analyzing vulnerabilities remain crucial tasks. 
The focus is on utilizing the ptrace system call and Berkeley Packet Filter 
technology to monitor and analyze system calls within containers. The 
developed system call detector interacts with the operating system kernel 
and the Podman container management tool, ensuring interception and 
filtration of system calls with minimal impact on container performance. The 
system's architecture comprises a detector, server, and client components, 
ensuring modularity, testability, extensibility, and flexible development. 
The server component processes requests from clients and detectors, 
manages data, and provides appropriate responses. The client component is 
a web interface for system interaction. The paper also discusses the 
functional and non-functional requirements of the system, the 
implementation tools in Go and JavaScript languages using ReactJS and 
TypeScript libraries, and the advantages of a multi-layered architecture. The 
developed system call analyzer contributes to the improved security and 
performance of containerized applications, as evidenced by testing and 
system operation results. 

1 Introduction 

In the modern world, virtualization has become an integral part of software development and 
operations. One of the most popular approaches to virtualization is containerization, 
particularly using Linux containers [1,2]. These containers effectively isolate applications 
and their dependencies, providing maximum flexibility and scalability. 
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Containers are created from templates called images. Selecting a reliable image is a 
crucial step in project deployment. The quality and reliability of the image directly impact 
the application's functionality and security [3,4]. An incorrect image choice can lead to 
various issues and vulnerabilities that may negatively affect system performance and 
security. 

Analyzing a container is a vital step in the development and operation of applications 
within a containerized environment. This process provides information about the container's 
configuration, status, and resources, as well as security checks and optimizations. To ensure 
container security, a vulnerability analysis is necessary. This includes scanning the container 
image for known vulnerabilities, checking the container's security settings, and applying 
necessary patches and updates [5]. 

However, access to source code for analysis is not always available. In such cases, 
analyzing a running container by monitoring its system calls is an alternative. This method 
provides information about the processes [6,7], network interactions, and file system 
activities within the containers. 

The aim of this work is to develop a system call analyzer for use within Linux containers. 
By utilizing programming languages and operating system tools, it is essential to monitor and 
analyze system calls within containers to gather information about their interaction with the 
operating system kernel [8]. 

Key functional requirements of the system include authorization, adding new system 
users, restricting user access rights, managing projects, detectors, and scans, detecting system 
calls within containers, and filtering system calls based on various criteria. 

Additionally, there are non-functional requirements [9,10]. The system should minimally 
impact the performance of Linux containers, support various Linux distributions used for 
containerization, handle a large volume of system calls in real-time, and possess a user-
friendly interface that is easy to configure and use. 

2 Ptrace system call and Berkeley Packet Filter technology 

Ptrace is a system call available in some Unix-like systems such as Linux, FreeBSD, and 
Mac OS X, which allows for tracing or debugging a selected process. It provides extensive 
capabilities for monitoring operations [11,12], including stopping the process, altering its 
state, reading and writing its memory, registers, and other attributes. By using ptrace, it is 
possible to intercept system calls, modify their parameters, and return values, but this requires 
meticulous setup and handling of each kernel call. The prototype of the ptrace function is as 
follows: `long ptrace(enum __ptrace_request request, pid_t pid, void *addr, void *data);`, 
where `pid` is the identifier of the process being traced, and `addr` and `data` depend on the 
`request` [13,14]. Tracing can be initiated in two ways: attaching to an already running 
process using `PTRACE_ATTACH` or starting it with `PTRACE_TRACEME`. The use of 
ptrace can be relatively slow due to the significant amount of context switching between user 
space and kernel space introduced by this method [15]. 

BPF (Berkeley Packet Filter) is a mechanism built into the Linux kernel designed for 
packet filtering and analysis at the kernel level. BPF allows embedding user code into the 
kernel, enabling secure low-level operations in the network stack without root privileges. 
Developed at the University of Berkeley in 1992, BPF has become a popular tool in Unix-
like operating systems [16,17]. While primarily used for processing network packets, 
implementing network services, and analyzing network activity, BPF can also be utilized for 
monitoring and analyzing system calls, processes, and other low-level events [18,19]. 

The key characteristics and principles of BPF include flexibility, high performance, 
versatility, and extensibility. BPF's flexibility allows user code to be embedded into the 
operating system kernel [20], enabling real-time operations on packets, analyzing and 
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filtering them based on various criteria such as destination and source addresses, protocols, 
ports, and other parameters. BPF's high performance stems from its operation at a very low 
level in the kernel, allowing for efficient and fast packet processing, monitoring, analyzing, 
and altering network traffic flow with minimal delay and system load. BPF has numerous 
applications, including gathering network traffic statistics, packet filtering based on specific 
rules, debugging network issues, detecting and preventing network attacks, implementing 
network services, and more [21,22]. BPF can also be used for monitoring system calls and 
other kernel-level events. BPF's extensibility is supported through mechanisms for loading 
and executing programs in the kernel, enabling the creation and integration of custom 
filtering and analysis scripts. Libraries and frameworks, such as eBPF (extended BPF), 
provide additional capabilities for working with BPF and developing more complex tools and 
applications. BPF typically performs operations much faster than ptrace due to its ability to 
safely execute code in the kernel and work directly with network packets and other system 
data structures [23]. 

3 System architecture 

The detector is a standalone application responsible for launching a container, detecting 
system calls within it, and transmitting the information to a server. It interacts with the 
operating system kernel and the Podman container management tool, utilizing eBPF 
technology to intercept system calls [24,25]. 

The detector comprises a core and a WebSocket client. The core includes three modules: 
`container manager`, `pty reader`, and `eBPF` module. The `container manager` handles the 
lifecycle of containers, including their creation, start, stop, and removal. The `pty reader` 
processes the output from the containers, while the `eBPF` module intercepts and filters 
system calls within the containers [26,27]. 

The architecture of the detector allows it to operate in three modes: 
1) Intercepting all system calls. 
2) Launching a container and intercepting system calls within the container. 
3) Connecting to a server for managing the detector. 

This design enables the detector to effectively interact with containers, collecting and 
analyzing data on system calls, thereby enhancing the security and performance of 
containerized applications (Figure 1). 

  
Fig. 1. Diagram of interaction between the detector and the OS. 
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Figure 2 shows the detector architecture. 

 
Fig. 2. Detector architecture. 

The server component of the application is responsible for processing requests from 
clients and detectors, managing data, and providing appropriate responses. It interacts with a 
database for storing and retrieving information. The server architecture is divided into four 
layers. The model layer represents the entities and domain logic of the application, defining 
and managing the application's data, including business rules and validations. The repository 
layer provides an interface for accessing data and interacting with the model layer, 
encapsulating the implementation details of data storage, such as working with databases or 
other data sources [28,29]. The service layer offers business logic and operations for the 
application, utilizing the repository layer for data access and the model layer for data 
operations. The handler layer handles incoming requests and sends responses, including 
authentication, authorization, and error handling logic [30]. 

The interaction between layers works as follows: the handler calls the service, which 
interacts with the repository for data access. The repository works with the model to perform 
data operations. The model returns data to the repository, which then returns it to the service. 
The service sends the data back to the handler, which then sends a response to the client. 

This multi-layered architecture has several advantages, including modularity, testability, 
extensibility, flexibility, scalability, reusability, and reduced complexity. Modularity makes 
the application more manageable, allowing new features to be added or existing ones 
modified without rewriting the entire codebase. Testability is enhanced as layers can be tested 
independently [31,32]. Extensibility allows for the easy addition of new layers or 
functionalities as the application grows without affecting existing code. Flexibility is ensured 
by separating business logic from data layers, allowing easy switching of databases or storage 
solutions without rewriting the application code. Scalability enables independent scaling of 
different layers, allowing the application to scale according to requirements. Reusability of 
business logic and data access functions saves development time and effort. Reduced 
complexity makes the code more understandable and manageable by dividing the application 
into layers [33,34]. 

Figure 3 illustrates the server architecture. 
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The client side of the application will be presented as a web interface consisting of several 
web pages. These pages provide a user interface for interacting with the service and its 
functionality. The client-side architecture will be divided into three layers: the router layer, 
the component layer, and the service layer [35,36]. 

The router layer manages navigation and routing within the application, responsible for 
displaying the appropriate component or page based on the URL. The component layer 
represents a logically isolated part of the user interface, which has its own state, logic, and 
visual representation. Components can be reused in various parts of the application. The 
service layer encapsulates business logic and operations that are not tied to a specific 
component, and is used for data access, performing network requests, or providing other 
auxiliary functions for the components [37,38]. 

The interaction between layers works as follows: the router determines which 
components to display based on the URL. Components interact with services to perform 
operations and access data. Services provide the necessary data and functionality for the 
components to display and interact with the user. 

This multi-layered architecture allows for the separation of different aspects of the 
application, making it more modular, testable, and extensible. Such a structure ensures 
flexibility and convenience in developing and maintaining the client side of the application, 
allowing for easy addition of new features and components, as well as the maintenance and 
updating of existing ones [39,40]. 

Figure 4 illustrates the client architecture. 
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Fig. 4. Client architecture. 

4 Implementation toolkit 

The Go programming language was chosen for developing the detector and server 
components. Go is a compiled, statically-typed programming language developed by Google, 
known for its high performance, scalability, and security [41,42]. Key features of Go include 
concurrency, built-in support for parallelism and synchronization, flexible typing, a rich 
standard library, portability, and simplicity. Concurrency supports parallel programming 
with lightweight threads, making it ideal for multicore systems. Safety is ensured by 
automatic garbage collection and built-in support for parallelism, reducing the risks 
associated with multithreaded programming [43,44]. Flexible typing allows for abstracting 
functionality and increasing code reuse. The standard library provides functionality for 
networking, data processing, parallel programming, and more. Go's portability lies in its 
cross-platform nature and the ability to compile into a single executable file, simplifying 
application deployment. Go's simplicity is achieved through concise and easy-to-learn syntax 
[45,46]. Code embedded in the Linux kernel is written in the same programming language as 
the system – Clang. 

For developing the client side of the web system, the ReactJS and TypeScript libraries of 
the JavaScript programming language were selected. ReactJS is an open-source JavaScript 
library for building user interfaces, created by Facebook. Introduced in 2013, ReactJS quickly 
gained popularity due to its performance [47,48], flexibility, and efficient use. Key features 
of ReactJS include its component-based architecture and virtual DOM. The component-based 
architecture allows the creation of complex user interfaces from reusable and isolated 
components. The virtual DOM speeds up updates and rendering of the user interface by 
updating only the parts that have changed [49,50]. 

TypeScript is an open-source programming language developed and maintained by 
Microsoft. It extends standard JavaScript by adding static typing and other features. 
TypeScript's static typing allows defining data types for variables during code writing, which 
helps identify and fix errors at an early stage [51,52]. TypeScript is used for creating large, 
complex, and reliable applications, such as full-featured websites, mobile applications, and 
server-side systems. 

Thus, the chosen tools and programming languages ensure high performance, scalability, 
and reliability of the developed application [53,54], as well as convenience and flexibility in 
the development and maintenance of the system [55]. 
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5 Conclusion 

This work presents the development of a system call analyzer project used within Linux 
containers. The primary goal of the project is to ensure the security and enhance the 
performance of containerized applications by analyzing system calls within containers. The 
implementation of the analyzer utilizes ptrace and Berkeley Packet Filter technologies, 
enabling efficient monitoring and filtering of system calls at the operating system kernel 
level. 

As a result of the project, a system was developed that includes a system call detector and 
a server component for data processing and storage. The detector interacts with the operating 
system kernel and the Podman container management tool, using eBPF technology to 
intercept system calls. The server component manages data and interacts with clients through 
a web interface. 

The advantages of the system's multi-layered architecture include modularity, testability, 
extensibility, flexibility, and scalability. This design allows for easy addition of new features 
and components, as well as maintenance and updates of existing ones. 

Thus, the developed system call analyzer provides efficient data collection and analysis, 
contributing to the improved security and performance of containerized applications. 
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