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A B S T R A C T

Temperature and sea level changes in the Pleistocene are uncertain. This leads to uncertainty in the associated
response of the thermal state of the subsea sediments. We quantified the upper bound of the latter uncertainty in
idealised simulations with a model for thermophysical processes in the sediments. At the coast and at the shallow
and intermediate–depth shelves and except during relatively isolated time intervals, this bound for permafrost
base depth and for the methane hydrate stability zone (MHSZ) characteristics (depth of its bottom boundary and
its thickness) is ≤45% provided that the geothermal heat flux (GHF) is not larger than 80 mWm−2. These
values are much smaller than the uncertainty metrics for the forcing data, which are typically ≥65%. However,
for the intermediate shelf with a larger geothermal heat flux and for the deep shelf irrespective of GHF, different
forcing time series may even lead to qualitatively different behaviour of the sediment thermophysical char-
acteristics. We found that prescription of sea level changes plays a crucial role in uncertainty of the simulated
subsea permafrost and MHSZ in the deep shelf sediments. In addition, we also quantified uncertainty for esti-
mated apparent response time scales. The relative uncertainty for permafrost base depth and hydrate stability
zone thickness time scales is ≤20% for most cases. We found no systematic dependence of our results on
accounting for millennium–scale temperature variability provided that timescales of the order of 104yr are
resolved by forcing datasets.

1. Introduction

The Arctic shelf is characterised by a prominent present–day release
of methane from the ocean into the atmosphere (Shakhova et al., 2015).
It is likely that this release is due to dissociation of the subsea methane
hydrates (or, methane clathrates, which is more correct chemical term)
(MacDonald, 1990; Buffett, 2000; O'Connor et al., 2010). Such hydrates
are stable only at low temperatures or at high pressures. It is of common
believe that they formed during the Pleistocene glaciations, when sea
level (SL) was below the present–day value by up to 130 m (Fig. S1).
This exposed the shelf to very cold (glacial) temperatures (thus, fa-
vouring formation of methane hydrates and making the existing me-
thane hydrates more stable) but decreased pressure (hence, making
these hydrates less stable). The quantitative data for temperature con-
ditions at the Arctic shelf during Pleistocene glaciations are scarce, but
during the Last Glacial Maximum (LGM; circa 21 kyr B.P., before pre-
sent) mean annual surface air temperature decrease below the

present–day values may be as large as 10oC. According to the existing
estimates, during glaciations, the temperature effect in methane hy-
drate stability zone (MHSZ) dominated (MacDonald, 1990; Buffett,
2000; Malakhova and Eliseev, 2017) and led to a widespread extension
of the subsea permafrost layers and of MHSZ in the Arctic shelves. In
turn, during deglaciation, the Arctic shelf experienced warmer tem-
peratures (arguably similar to the present–day values, which are
slightly below 0oC) but with a higher sea water weight–induced pres-
sure. Again, the temperature influence dominated over the pressure one
(Malakhova and Eliseev, 2017) resulting in shrinking subsea permafrost
and MHSZ. Moreover, different parts of the Arctic shelf with different
contemporary seafloor depth HB were exposed to the air and subse-
quently flooded at different time instants (Bauch et al., 2001) leading to
dependence of the dynamics of the subsea permafrost and MHSZ
characteristics on HB values.

Malakhova and Eliseev (2017) argued that the contemporary me-
thane flux out of the Arctic shelf into the atmosphere is a manifestation
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of climate changes between the Pleistocene glacials and interglacials
rather than a response to the ongoing climate warming. This consistent
with the long, from 5 to 20 kyr, response time scales of the thermo-
physical properties in thick subsea sediments (Romanovskii et al., 2005;
Hunter et al., 2013; Malakhova and Eliseev, 2017) and is supported by
the evidence for overall stability of methane hydrates at the Arctic shelf
during the onset of the Preboreal warm period about 11.5 kyr B.P.
(Sowers, 2006; Petrenko et al., 2017). We note that such long time
scales and a limited knowledge on thermophysical state of the subsea
sediments in the Pleistocene, dictate very long model simulations to
study the subsea permafrost and MHSZ dynamics. In particular, at least
one complete glacial cycle is needed to obtain a realistic present–day
state, at least two complete glacial cycles are necessary to study the
subsea permafrost and methane hydrates stability zone during last
glacial cycle, etc. (Malakhova and Eliseev, 2017).

There is a large quantitative controversy between different tem-
perature reconstructions for the Pleistocene glacial cycles. For instance,
the MARGO (Multiproxy Approach for the Reconstruction of the Glacial
Ocean Surface) project reported the uncertainty range of 1.9 ± 1.8 K
(MARGO Project Members, 2009) for decrease of the globally averaged
annual mean sea surface temperature during the Last Glacial Maximum
relative to the preindustrial state. In individual regions, uncertainty is
only widened relative to the global mean estimates (Masson-Delmotte
et al., 2013, their Table 5.2). For instance, the LGM surface temperature
uncertainty is from 4 to 8 K over the East Eurasia shelf as based on the
model–data synthesis by Annan and Hargreaves (2013).

This additionally enhances uncertainty in simulations of subsea
permafrost and the methane hydrate stability zone, because the re-
constructions for more distant past time intervals are no less uncertain
than the LGM reconstructions. For instance, two surface temperature
reconstructions for the Last (Eemian) Interglacial (Turney and Jones,
2010; McKay et al., 2011) exhibit large (and non–overlapping) un-
certainty ranges for global annual mean temperature difference nom-
inally ascribed to 125 kyr B.P. As an aside issue, we note that the dif-
ference between their reconstructions (+1.5 ± 0.1 K and
+0.7 ± 0.6 K correspondingly) is additionally exacerbated by the
choice of different base intervals (late preindustrial Holocene and
1961–1990 CE respectively), and this inflates both the difference be-
tween central estimates and the uncertainty range widths. Additional
complications arise due to sparse coverage of the proxy data, which
sometimes leads even to an uncertain sign of the reconstructed tem-
perature change during the Last Interglacial (Montoya et al., 2000;
Otto-Bliesner et al., 2013).

Moreover, heat propagation in the sediment interior is forced di-
rectly by temperature changes at the sediment top, TB. During inter-
glacials, the present–day shelf or even contemporary coastal areas
could be partly or completely covered by water. Because water in-
sulates the sediments from the atmosphere, past TB changes are de-
pendent both on surface air temperature and on sea level. Our knowl-
edge about sea level changes in the Pleistocene is limited as well. For
example, the existing datings of present–day shoreline exposure and
flooding during the Last Interglacial are uncertain to several kiloyears
(Stirling et al., 1998; Thompson and Goldstein, 2005; Past Interglacials
Working Group of PAGES, 2016). Different reconstructions for the
last–interglacial SL differ between each other by several metres (Kopp
et al., 2009; Dutton and Lambeck, 2012). This also hampers simulation
of past evolution of the thermophysical properties of the subsea sedi-
ments.

Taking into account the aforementioned uncertainty on past tem-
perature and sea level changes, it is relevant to study sensitivity of the
subsea sediments response to imposed boundary conditions at the se-
diment top. Water phase transitions (freezing and melting) together
with the dependence of thermophysical properties on the state of the
sediments make heat propagation in the sediments a nonlinear phe-
nomenon. The latter would, in principle, lead to a non–trivial behaviour
of the subsea sediments thermophysics under prescribed temperature

changes and, thus, to dependence on forcing datasets.
In this paper, we make an attempt to quantify such sensitivity in

idealised simulations with a model for thermophysical processes in the
sediments. We force our model with an ensemble of temperature var-
iations at the sediment top and estimate the respective spread of re-
sponses. Despite the small size of our ensemble, the range of the tem-
perature at the sediment top in the forcing datasets is likely wider than
tentative range of possible scenarios for past temperature changes.
Therefore, our simulations provide an upper bound for uncertainty
estimates. We select temperature in the sediment interior, depths of the
permafrost vertical boundaries, and depths of the vertical boundaries of
the permafrost–associated methane hydrate stability zone as char-
acteristics of the sediment thermophysics. In addition, we also quantify
the uncertainty for estimated apparent response time scales. We high-
light that, lacking the biogeochemistry module in our model, we do not
attempt to quantify an associated uncertainty in methane release from
dissociation of the subsea hydrates.

2. The model for thermophysical processes in the sediments

We use the model for heat propagation in the subsea sediments
(Denisov et al., 2011; Eliseev et al., 2015; Malakhova and Golubeva,
2016; Malakhova, 2016; Malakhova and Eliseev, 2018). The model
solves the one–dimensional equation for heat diffusion in the sediments
with an explicit treatment of melting and freezing. This equation is
solved subject to boundary conditions for temperature at the top of the
sediments

==T T| ,z 0 B (1)

and for heat flux at the bottom of the computational domain in the
sediments

∂

∂
=

=

κ T
z
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z HS (2)

Here κ is thermal conductivity, z is vertical coordinate below the se-
diment top (positive downward) and HS is depth of the bottom
boundary of the computational domain in the sediment column. We set
HS = 1,500 m. Heat capacity and thermal conductivity depend on the
state of the sediments (either frozen or unfrozen). Values of these
properties correspond to the temperature diffusivity of
1.06 × 10−6m2s−1 in the frozen part of the column and to
0.64 × 10−6m2s−1 in the unfrozen one. We assume that sediment
pores are filled with water up to their holding capacity. The freezing
and melting temperature of water in pores is set to TF = − 1oC
(Nicolsky et al., 2012; Portnov et al., 2014). We explicitly take into
account latent heat of fusion during formation and melting of the pore
ice but neglect the respective heat released during dissociation of hy-
drates. In addition, we ignore the difference of latent heat of fusion
between pure ice and hydrates–containing ice. Sediment porosity ex-
ponentially decreases downward from the value 0.4 at the top of the
sediments with the vertical scale 2500 m (Sclater and Christie, 1980).

The prescribed value of the heat flux from the Earth interior (geo-
thermal heat flux, GHF) in the standard version of the model is
G = 60mWm−2, which is estimated as a typical GHF at the Eurasian
shelf out of the rift zones (Davies, 2013). However, because at the
Arctic shelf G varies approximately from 40 to above 100 mWm−2

(Pollack et al., 1993; Davies, 2013), we repeated all our simulations
with three additional values of G: 40, 80, and 100 mWm−2.

Model equations are solved by using the sweep method at a discrete
vertical grid with a vertical step of 0.5 m. Time stepping scheme is
implicit with a time step of 1 mo. We do not resolve annual cycle. Initial
temperature distribution is prescribed as

= = = + −− −T z t T z t G z z κ( , 0) ( , 0) ( )/ .j j j j j1 1

Here subscript j indicates computational level within the sediment
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(numbered from top to bottom), κj is thermal conductivity at this level,
and T(z0, t = 0) = TB(t = 0). The resulting T(z, t = 0) is almost linear
with respect to z. Such profile would be in equilibrium with the spe-
cified boundary conditions provided that heat diffusivity is independent
from the vertical coordinate. However, because heat diffusivity changes
in the vertical direction between frozen and unfrozen layers, we need to
spin up the model for 3 kyr.

The equilibrium pressure–temperature curve for methane hydrates
is adopted from the TOUGH+HYDRATE model (Reagan and Moridis,
2008). These calculations use formulae as reported in the inlet to Fig. 1
of (Reagan and Moridis, 2008). Salinity of pore water in the sediments
is not considered explicitly in the pressure–temperature curve equation.
We highlight that we perform our computations only for thermo-
physical variables and omit the geochemistry completely. Thus, we are
unable to estimate methane hydrate stock in the sediments and release
of methane from dissociation of these hydrates.

3. Forcing datasets

All numerical experiments were performed for four values of the
contemporary isobaths HB: 0, 10 m, 50 m, and 100 m. Different HB

values lead to different dates of the onsets of shelf flooding during
glacial terminations and water withdrawals during development of
glaciations (Bauch et al., 2001; Malakhova and Eliseev, 2017).

However, the simulations with HB = 0 are not affected by the SL data.
The latter simulations may be interpreted as corresponding to the
oceanic coast with a caveat that it is not covered by water even if SL is
above the contemporary surface. Thereafter, we will refer to the shelf
with HB = 10 m as a shallow one, to the shelf with HB = 50 m as an
intermediate–depth one, and to the shelf with HB = 100 m as a deep
one.

Lacking any meaningful reconstructions for the near–bottom tem-
perature TB for the Pleistocene, we assume the following simplified
scenarios of its change. When the shelf is under water, TB is set equal to
the value corresponding to the near–bottom water temperature TB, w.
There is a regional scatter in TB, w (Dmitrenko et al., 2011; Nicolsky
et al., 2012). To make this scatter tractable in our idealised simulations,
we prescribe TB, w as a function of HB. Namely, we set TB, w= -1.3oC,
−1.7oC, and − 1.9oC for HB= 10 m, 50 m, and 100 m correspondingly
(for HB = 0, the value of TB, w is not specified). Similar values for used
also by Overduin et al. (2019). In addition, we made simulations with
TB, w ≡ − 1.8oC. Results of the latter simulations are very similar to
those obtained in the main simulations and these simulations are
omitted.

When shelf is exposed to the atmosphere, temperature at its top is
set equal to the surface air temperature Ta: TB, a = Ta = Ta, r + Ta′. In
this, Ta, r = − 12oC is the present–day annual mean surface air tem-
perature at the East Siberian near–shore, and Ta′ is a time–varying
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Fig. 1. Temperature at the upper boundary of the sea sediments, which are used to force our model for three values of the contemporary shelf depth HB. For
experiment GRNLD, only last 123 kyr are shown.
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anomaly obtained from the temperature reconstructions for the
Pleistocene.

Time–varying Ta′ are prescribed from a handful of available re-
constructions (Fig. 1 and Table 1). Malakhova and Eliseev (2017, 2018)
derived these anomalies from Vostok borehole data for the last 400 kyr.
This dataset is not used in the present paper, because it is superseded by
a newer data from the EPICA (The European Project for Ice Coring in
Antarctica) Dome C ice drilling program (EPICA Community Members,
2004). These newer data are used to force run ANTAR with our model.
In this simulation, sea level was prescribed according to the benthic
foraminifera isotopic reconstruction (Waelbroeck et al., 2002).

EPICA temperature data for last glacial cycles are known to lead the
proxy–derived global mean temperature by few kiloyears (Shakun
et al., 2012) as well as the respective data obtained from the Greenland
boreholes (Stocker and Johnsen, 2003; Schmittner et al., 2003;
Ganopolski and Roche, 2009; Masson-Delmotte et al., 2013). This mo-
tivated us to perform another run, which is thereafter referred to as
GRNLD, in which Ta′ is prescribed from the NGRIP reconstruction for
the last 123 kyr (Kindler et al., 2014). To be confident that initial
conditions do not affect our results markedly, we run the model for the
last 400 kyr using the EPICA–derived Ta′ for time interval from 400 to
123 kyr B.P. Again, SL was prescribed according to (Waelbroeck et al.,
2002).

We note that the Greenland reconstruction exhibits the millen-
nium–scale temperature variations with typical magnitude of the order
of 101K (Fig. 1). Such variations are absent in other utilised here
temperature time series. Therefore, it is instructive to study sensitivity
of the results with respect to forcing at this timescale.

Then, we used output of the simulation with an Earth system model
of intermediate complexity model Climber–2 forced by time–varying
orbital parameters and atmospheric CO2 content (Ganopolski and
Calov, 2011). Sea level is directly simulated by this model. For Ta′, the
data for a grid cell, which corresponding to the East Siberian shelf are
selected, and the model present–day multiannual–averaged value is
replaced by Ta,r. This numerical experiment was motivated because
Climber–2 simulates larger surface air temperature changes in this grid
cell than it is reconstructed from the Antarctic boreholes but smaller
than it is derived from the Greenland boreholes (Fig. 1). Below, we refer
to this experiment as CLB. As before, the length of this simulation was
400 kyr.

Finally, to test our results to prescription of sea level, we performed
another simulation, CLBLO, which was similar to the CLB one but
employed the Waelbroeck et al.'s (2002) SL reconstruction in place of
the Climber–modelled sea level.

The applied temperature and sea level reconstructions are highly
correlated to each other. For instance, the correlation coefficient be-
tween two sea level time series is 0.93 for for the last 123 kyr (time
interval for which the NGRIP data are available; it approximately
covers the last glacial cycle) and is 0.87 for last the 250 kyr (this time
interval approximately covers two full glacial cycles and was chosen to
remove impact of initial transients (Malakhova and Eliseev, 2017)), see
Table S1 and Fig. S1. In general, the fraction of time when the shelf is
covered by water is similar between the foraminifera–derived and the
Climber–modelled SL (Table S2), while in the latter case this fraction is
slightly larger than in the former one. If one considers the intermediate

and deep shelves, this fraction is larger for the last 123 kyr than for the
last 250 kyr. For shallow shelf, in contrast, the Waelbroeck et al.'s
(2002) SL leads to smaller fraction of time with water–covered shelf
during the last 123 kyr in comparison to the last 250 kyr, while their
Climber–simulated counterparts are almost indistinguishable from each
other. As a whole, two SL datasets are in general agreement for inter-
glacials, which is, at least partly, a consequence of defining SL
anomalies with respect to the present–day value. During glaciations,
however, differences may be as large as 60 m (Table S3 and Fig. S1).

Temperatures obtained from these sources are also correlate to each
other (Table S1). However, their values for specific time intervals may
differ from each other by 8oC, especially during glacial maxima (Table
S4). Among the employed datasets, the annual mean cooling during the
Last Glacial Maximum in the EPICA reconstruction is most similar to
the pollen–derived estimate for north–east Eurasia (5 to 10oC (Bartlein
et al., 2011), Table S4). In turn, both NGRIP and Climber temperatures
overestimate this cooling.

Temperatures from different sources employed in the present paper
are also highly correlated to both sea level series (Table S1). In addi-
tion, while SL generally lags behind surface air temperature which was
used to construct TB, this lag changes in a non–systematic fashion with
respect to the choice of time interval from 0 to ≈3 kyr.

4. Uncertainty characteristic

To quantify uncertainty of the simulated variable Y to the choice of
forcing datasets, we define mean of over all simulations, = ∑−Y K Yk k

1 ,
and intersimulation range ΔY = |maxkYk − minkYk|, and introduce the
time–dependent ratio

=r t Y t Y t( ) Δ ( )/ ( ).Y

Here K is the total number of simulations (K = 2 for SL, K = 3 for Ta,
K = 4 for other variables), and Yk is the value of Y in simulation k
(1 ≤ k ≤ K), maxkYk and minkYk are maximum and minimum values of
Y with respect to different k. To avoid division by zero in calculating rY
(t) at time instants when Y t( ) is close to zero, we replace this time–-
averaged value by Y t Ymax( ( ), )(0) , where Y(0) = 10 m for sea level,
Y(0) = 1oC for temperatures, and Y(0) = 50 m for depths.

We use the root–mean-square (RMS) value over given time interval

=R rRMS( )Y Y

to quantify uncertainty of Y for this interval. The root–mean–square
option is a compromise between i) the maximum value of rY over time
interval and ii) value of rY(t) averaged over this interval. The first op-
tion is too sensitive to localised large spikes of rY(t). The second option
has too weak sensitivity to large but time–localised values of rY(t).

For the last 250 kyr (the last 123 kyr) the RMS uncertainty for sea
level is 39% (28%); see Fig. 2 (Fig. S2). The respective uncertainty for
Ta is around 79% for both time intervals. For shallow and intermediate
shelf, RTB

is ≥45% (Figs. 2 and S2).
We note a subtlety in our approach. Because our model is directly

forced by constructed TB, separate uncertainty measures for SL and Ta
should not be misinterpreted. We supplement our plots with un-
certainty measures for SL and Ta in addition to such measures for TB
because available paleoreconstructions deliver only separate time series
for sea level and surface air temperatures rather than combined TB.
Thus, we need to compare uncertainty measures of the simulated values
with the respective measures both for TB, on one hand, and for SL and
Ta, on the other. However, in doing so, we have to bear in mind that
uncertainties for the latter two variables should not be over–-
emphasised, again because the model is only informed by variations of
TB rather than by individual variations of SL and Ta. Nonetheless, it is
difficult to formulate rigorously the part of TB uncertainty which is
directly linked to uncertainty in past climate changes. The most diffi-
culties are due to

Table 1
Combinations of forcing datasets to prescribe temperature anomalies Ta′ and
sea level.

Run Ta′ Sea level

ANTAR EPICA Dome C (Waelbroeck et al., 2002)
GRNLD NGRIP for last 123 kyr, (Waelbroeck et al., 2002)

EPICA Dome C for earlier period
CLB Climber–2 Climber–2
CLBLO Climber–2 (Waelbroeck et al., 2002)

V.V. Malakhova and A.V. Eliseev Global and Planetary Change 192 (2020) 103249

4



• A rigorous estimate of the TB uncertainty should also include un-
certainty to changes in water temperature near the ocean–sediment
interface. The latter uncertainty is expected even to dominate when
shelf is under deep water layer. However, the values of TB in this
case are basically unknown and may only be somewhat related to
the respective present–day values.

• When shelf is at the flooding/exposing time instant, small changes
of sea level may lead to large uncertainty in TB because of compli-
cated interaction between uncertainties in SL and Ta.

• Long time scales of the response of thermophysical properties of
subsea sediments to climate variations (Romanovskii et al., 2005;
Hunter et al., 2013; Malakhova and Eliseev, 2017) lead to sub-
stantially non–local in time relationships between uncertainty in
forcing and uncertainty in the simulated thermophysical properties.

As a result, we decided to compare the simulated uncertainties with
uncertainties of all TB, SL, and Ta.

5. Results

5.1. Thermophysical properties of the subsea sediments

The value of temperature at the depth z = 600 m, T600 (for inter-
mediate values of G, this depth is close to the subsea permafrost base
and roughly corresponds to the mid–depth within methane hydrate
stability zone), averaged over the last millennium, is not affected
strongly by particular choice of TB (Figs. 3, S4–S6). It differs between
different forcing datasets no more than by 1.9oC for G≤ 40 Wm−2 and
no more than by 3.4oC for larger G. While the latter difference may look
large at first glance, we note that this does not lead to qualitatively
different dynamics of permafrost and MHSZ boundaries with respect to
different TB for each studied here value of G (see below). Further back
in time, the difference between the model responses to different forcing
datasets becomes more pronounced and mostly related to the difference
between amplitude of TB variations among the forcing datasets. In

addition, the sea level contribution to response differences between
these datasets becomes more pronounced with increasing HB (cf. CLB
and CLBLO, in which the mean T600 for 135–125 kyr B.P. is as large as
5.9oC for G = 100 Wm−2, Fig. S6). In each case, the ‘overall signal’
(the difference of T600 between different time intervals) is not lost when
one goes from one forcing dataset to the other.

Geothermal heat flux intensity G strongly affects qualitative results
of our simulations. This may be illustrated by comparing T600 averaged
over the last millennium of simulations for different values of G (Fig. 4).
For the coast, and for the shallow and intermediate shelves, the last–-
millennium T600 values are either below or above the freezing point
depending on G. However, for any HB and for each G, the simulated for
different TB uncertainty of T600 appears to be sufficiently small to state
that the overall signal is qualitatively independent of the choice of
particular forcing dataset.

The RMS value RT600
for the coast and for the shallow shelves is from

35% to 88% for the last 250 kyr (Fig. 2), which is comparable to the
respective values for TB. Similar results are obtained for the last 123 kyr
(Fig. S2). For the intermediate and deep shelves, in turn, the respective
value is from 11% to 52% depending on G, which is smaller than its TB
counterpart. For the coast and for the shallow shelf, RT600

is much im-
proved if we discard simulation ANTAR (Fig. S3). This again reflects
that the differences in T600 between the simulations with different
forcing datasets are mostly related to the corresponding differences in
TB amplitudes. There are marked differences in RMS uncertainties for
T600 between simulations with different G. However, they are not sys-
tematic: there is a positive correlation of RT600

with G for the coast and
for the shallow shelf, but a negative one for the deep shelf.

For the depth of the subsea permafrost bottom boundary, hp, during
the last glacial cycle (the last 123 kyr of simulations), the differences
between the simulations, which are forced by different datasets, de-
crease with increasing HB with the maximum values during the last
millennium (Figs. 5, S7–S9). For the deep shelf, the sensitivity of hp to
imposed TB is high during the time interval around 130 kyr B.P. In this
time interval, the difference in the simulated hp changes from 131 m for
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G = 100 Wm−2 to 210 m for G = 40 Wm−2, and is mostly caused by
differences in the prescribed sea level. For HB = 0 and HB = 10 m,
rhp ≤ 20% during the last 250 kyr. For HB = 50 m, it is typically below
50%, except for some isolated time intervals (e.g., around 70 kyr B.P.,
when it is as large as 75% for G = 100 Wm−2).

For all time intervals, absolute uncertainty increases with de-
creasing G (see Fig. 6 as an example). However, there is a principal
difference between the dependencies of absolute and relative un-
certainties on G, which is caused by the upward overall shift of the
forcing dataset–averaged hp under stronger heat flux from the Earth
interior. This shift, despite of the aforementioned negative correlation
between absolute uncertainty of hp and G, leads to the positive corre-
lation between the respective negative uncertainty and geothermal heat
flux intensity. For the coast and for the shallow shelf, Rhp is ≤16% both
for the last 250 kyr and for the last 123 kyr — markedly smaller than
the respective values for TB. In contrast, the results of simulations for
HB = 100 m are divergent, and rhp in this case is frequently> 50%. For
this shelf depth, Rhp is from 62% to 70% depending on G both for the
last 250 kyr and for the last 123 kyr, which is larger than their TB
counterparts. A transition between large and small relative RMS un-
certainty occurs at HB = 50 m. At this depth, Rhp is ≤24% for
G ≤ 60 mWm−2, but is as large as 68% for G = 100 mWm−2 and for
the last 250 kyr (Fig. 2). Its counterpart for the last 123 kyr is equal to
59% (Fig. S2). Nonetheless, even the largest among different imposed
GHF the uncertainty Rhp for HB = 50 m appears to be smaller than RTB

at
the same shelf depth.

Depth of the MHSZ upper boundary, ht, responds rapidly to imposed
changes, and, for all HB values, its value averaged over the last mil-
lennium differs between different simulations not larger than by few
meters (rht ≤ 4% for each G). However, if one goes back in time, in-
tersimulation range Δht increases. For the shallow shelf, the ‘overall
signal’ is distorted by choice of TB but is not lost. For the intermediate
shelf, this ‘signal’ for CLB and CLBLO markedly deviates from that for
ANTAR and GRLND (e.g., around 55 kyr B.P. and around 170 kyr B.P.).
We note in this respect that the Climber–simulated excursions of TB are
more important relative to the sea level prescription. Nonetheless,
Rht ≤ 40% (or even≤25% for HB ≤ 50 m) both for the last 250 kyr and
for the last 123 kyr. This is smaller than their TB counterparts.

There is a qualitative similarity between the time dependencies of
hydrate stability zone thickness D and of the MHSZ base depth hb. The
same is true for dependencies of D and hb on G. When D and hb are
averaged over the last millennium of the simulations with each G, their
value is constrained at least by 140 m for all values of HB (Figs. 7, and
S10–S12). Both for the last 250 kyr and for the last 123 kyr, Rhb ≤ 12%
for the coast and for the shallow shelf (Figs. 2 and S2), which is
markedly smaller than the corresponding RTB

. For the deep shelf and for
both these time intervals, 10 % ≤ Rhb ≤ 59% and 18 % ≤ RD ≤ 95%
depending on G. This is typically above the respective values of RTB

. We
note that RD may be underestimated for small GHF (here, it is
40 Wm−2) because in this case MHSZ base is located at the lower
boundary of our computational domain, and RMS uncertainty for D is
only due to its counterpart for hb. Nonetheless, a systematic dependence
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Fig. 4. Temperature at the depth 600 m below the seafloor averaged over the last millennium of the simulations with different values of the geothermal heat flux
intensity G.
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of RD on G shows that this does not affect our qualitative results. Again,
a transition between these cases occurs at HB = 50 m, where
Rhb ≤ 11% and RD ≤ 16% for the last 250 kyr and for the last 123 kyr if
G ≤ 60 Wm−2, but, correspondingly, Rhb ≥ 27% and RD ≥ 41% if
G ≥ 80 Wm−2. Nevertheless, all just listed values of the RMS un-
certainty for hb and D are smaller than their TB counterparts. While no
systematic dependence of absolute dependencies of both MHSZ base
depth and MHSZ thickness on GHF is found, both Rhb and RD are po-
sitively correlated with G (Figs. 2, S2 and S3). This is again linked to the
negative dependence of the forcing dataset–averaged hb and D on
geothermal heat flux intensity (see Fig. 8 as an example). No such de-
pendence exists for Rht.

For all three MHSZ characteristics, the most pronounced differences
between different forcing datasets are simulated for the deep shelf. For
this shelf, we may summarise differences in the simulated MHSZ
characteristics via fraction fD of time when MHSZ exists in our simu-
lation. For G = 40 mWm−2, MHSZ is simulated for the whole last 250
kyr irrespective of TB (Fig. 9). For other studied GHF values, fD is
smaller than unity and, as it was expected, decreases with increasing G.
For the differences between different forcing datasets, the most marked
differences of fD are due to SL choice. For instance, in simulation CLB
with G = 60 mWm−2 the fraction of time when MHSZ exists for
HB = 100 m is from 30 to 36% depending on time interval. For other
simulations with the same value of G, but which utilise the for-
aminifera–derived SL, fD is from 51 to 60% depending on forcing da-
taset and on time interval.

5.2. Apparent response time scales

Malakhova and Eliseev (2017) estimated apparent response time
scales (ARTS) via time lags, τY, between TB and a variable of interest, Y.
Such time lags were computed by finding the global maximum of
cross–correlation function if positive correlation between TB and Y is
expected (for example, between the temperature of the upper boundary
of the subsea sediments and temperature within the sediment column)
and finding the global minimum of this function if such correlation is

expected to be negative (for instance, when Y = hp, hb, D) (Ganopolski
and Roche, 2009; Muryshev et al., 2017).

We note that the plateau in TB, which is prescribed when the shelf is
covered by water, may decrease thus calculated correlations. Taking
this in mind, in the present paper we determined ARTS with SL in place
of TB. The respective plots with TB as a base variable are shown in the
Supplementary Information (Figs. S17 and S18). In brief, if we calculate
our lags with respect to TB rather than with respect to SL, the values are
changed somewhat, their statistical significance is reduced.

Similar to that it was reported by Malakhova and Eliseev (2017),
ARTS for temperature at depths z > 500 m are not robust numerically
because of similarity of different maxima of the corresponding corre-
lation functions. In addition, ARTS for MHSZ top depth is not robust
numerically as well and their values are likely tied to change of the
system between glacial and interglacial state. We acknowledge that this
deserves a further study. In the present paper, we only present the re-
sults for those ARTS, which are relatively stable with respect to chosen
time interval.

The determined ARTS is the most robust for permafrost base depth
(Fig. 10). It is from 5.8 to 8.2 kyr for the coast and the shallow shelf
(from 7.8 to 8.2 kyr if we discard simulation ANTAR) and is from 7.7 to
12 kyr for the intermediate and deep shelves. In general, calculated
ARTS are not sensitive to G (cf. Figs. 10, S13, and S14 for τhp; and
Figs. 11, S15, and S16 for τD). As a whole, for all HB values, the largest
τhp is obtained in simulation GRLND with the largest variations in for-
cing temperature. For the coast and for the shallow shelf, τhp is smaller
in simulation ANTAR (with the smallest variations of TB among all
employed here forcing datasets) in comparison to other simulations. For
the intermediate and deep shelves, the smallest permafrost base ARTS is
obtained for simulation CLB, which suggests an importance of sea level
changes for permafrost response time scale for such shelf types. We
note, however, that we are unable to conclude is it real dependencies on
temperature and sea level or just a sampling variability. In any case, the
permafrost base depth ARTS is constrained in our simulations to 20%
for most cases except those for HB = 0 for last 123 kyr (in this case, the
uncertainty attains 36%) and for HB = 100 m for last 250 kyr (relative
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uncertainty is 28%).
Apparent response time scales for MHSZ thickness, τD, are relatively

small for the coast and for the shallow shelf, from 1.9 to 6.9 kyr (from
1.9 to 5.4 kyr if one removes simulation GRNLD), and relatively large
for the intermediate and deep shelves (from 8.4 to 15 kyr), see Figs. 11,
S15, and S16. The respective values calculated with TB in place of SL are
generally similar, but are characterised by smaller statistical sig-
nificance and smaller values for HB = 0m and 10 m (Fig. S5). The
simulations with the foraminifera–derived SL to construct TB lead to
larger τD than those obtained in the CLB simulation except for the deep
shelf. For the intermediate and deep shelves, τD differs no more than by
15% between different TB. For the coast and the shallow shelf, the re-
lative inter–simulation range is larger, with a two–fold difference be-
tween CLB and GRLND. In other respects, τD is insensitive to the choice
of the forcing dataset.

6. Discussion and conclusions

We quantified the uncertainty in the simulation of the permafrost
and an associated hydrate stability zone at the Arctic shelf, which is
associated to the climate reconstructions uncertainty for the last 250
kyr. This was done by using the model for thermophysical processes in
the subsea sediments. This model was forced by four time series of
temperature at the sediment top, which were constructed by using
different combinations of past surface air temperature and past sea
level. These combinations partly come from the proxy data for the last
400 kyr and partly simulated by an Earth system model. Thus con-
structed forcings are chosen to cover wide possibilities of past climate

changes rather than to represent precise history of the east Eurasian
Arctic shelf. In particular, temperature deviations for the last Glacial
Maximum from the present–day state differ by a factor of 2 between
these series.

We use the ratio r between the intra–ensemble range and the en-
semble mean of a given variable to quantify uncertainty arising from
uncertainty in our forcing datasets. To quantify the uncertainty re-
presentative for a given time interval, we use the root–mean–square
value of r. Our estimates are conservative because they likely over-
estimate true uncertainty.

Despite the marked differences between our forcing datasets (RMS
uncertainty for the last 250 kyr is equal to 39% for SL and to 79% for Ta,
we are able to constrain the responses of the studied variables to
changes of TB in the Pleistocene for the coast and for the shallow and
intermediate–depth shelves. In these cases, this bound for permafrost
base depth and for hydrate stability zone characteristics (depth of its
bottom boundary and its thickness) is ≤45% provided that the geo-
thermal heat flux intensity is not larger than 80 mWm−2 except during
relatively isolated time intervals.

However, for the deep shelf, which is flooded for about 90% of our
simulation time (Table S2; note for comparison that the corresponding
value for the intermediate–depth shelf is around one half), different
forcing time series may even lead to qualitatively different behaviour of
the sediment thermophysical characteristics. The most prominent ex-
ample of the latter is the time interval around 170 kyr B.P., when one
forcing (CLB) results in formation of a rather deep frozen layer in the
sediments and formation of MHSZ for about 20 kyr, while in simula-
tions with other forcings this event is missed. The same CLB forcing
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dataset is also characterised by the smallest fraction of time when
MHSZ exists in the deep shelf (Fig. 9). This dataset differs from other
forcings by prescribed sea level. Thus, details of the prescribed sea level
changes play a crucial role in uncertainty of the simulated subsea
permafrost and MHSZ in the deep shelf sediments. This is basically due

to high sensitivity of the length of the time interval when deep shelf is
above the sea level.

In some cases, systematic dependencies of RMS uncertainties of
MHSZ characteristics on geothermal heat flux are found.

We also studied the dependence of the apparent response time

0
200
400
600
800

1000
1200
1400

D
, m

40 60 80 100
mW/m

2

a) H
B
 = 0 m

0
200
400
600
800

1000
1200
1400 40 60 80 100

mW/m
2

b) H
B
 = 10 m

0
200
400
600
800

1000
1200
1400

D
, m

40 60 80 100
mW/m

2

c) H
B
 = 50 m

0
200
400
600
800

1000
1200 40 60 80 100

mW/m
2

d) H
B
 = 100 m

CLB  

CLBLO

ANTAR

GRNLD

Fig. 8. Thickness of the methane hydrates stability zone averaged over the last millennium of the simulations with different values of the geothermal heat flux
intensity G.

0
20
40
60
80

100

f D
, %

123 kyr 250 kyr

a) G =40 mW/m
2

0
20
40
60
80

100
123 kyr 250 kyr

b) G =60 mW/m
2

0
20
40
60
80

100

f D
, %

123 kyr 250 kyr

c) G =80 mW/m
2

0
20
40
60
80

100
123 kyr 250 kyr

d) G =100 mW/m
2

CLB  

CLBLO

ANTAR

GRNLD

Fig. 9. Fraction of time when hydrate stability zone exists for shelf with contemporary depth 100 m in simulations with different geothermal heat flux intensity G
(abscissae).

V.V. Malakhova and A.V. Eliseev Global and Planetary Change 192 (2020) 103249

10



scales on forcing uncertainty. As a whole, the ARTS values for perma-
frost base depth and hydrate stability zone thickness are constrained in
our simulations to 20% for most cases. In principle, apparent response
time scales reflect characteristic time of signal propagation in the se-
diments and, thus, are expected to be independent on forcing ampli-
tude. However, such reasoning is strictly valid only for linear problem,
while the heat propagation in a media is nonlinear provided that phase
transitions are important. Some hints for ARTS dependence on

amplitude of the forcing are found in our simulations, but we can not
consistently distinguish it from the sampling variability. Nonetheless,
we could support the conclusion made by Malakhova and Eliseev
(2017) that the permafrost base depth and hydrate stability zone
thickness ARTS are at least several kiloyears. Therefore, the observed
methane release can not be related to the climate warming occurred
during last decades as it is claimed in (Shakhova et al., 2015) but likely
is a response to multimillennium–scale climate changes (Dmitrenko
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et al., 2011; Anisimov et al., 2014; Malakhova and Eliseev, 2017). In
addition, ARTS are not sensitive to GHF. This again is somewhat ex-
pected because they reflect internal dynamics rather than imposed
boundary conditions.

We found no systematic dependence of our results on accounting for
millennium–scale temperature variability. This is consistent with the
estimated ARTS, which are larger than the millennium timescale. This
reduces requirements for time resolution of forcing datasests for the
problem at hand: time series resolving kiloyear time scales are sufficient
for simulating thermophysical state of the subsea sediments.

Our paper has a number of potentially important limitations.
At first, our TB implementation assumes that, for a given HB, the

flooded shelf always experiences the same temperature. This is likely
unrealistic when water layer above the sediments is thin. We note in
this respect that there are rather long (up to 2 kyr) time intervals when
shelf is covered by water layer with thickness ≤2 m. Such water layers
may be heated down to the bottom in summer and may freeze in winter.
Thus, a smooth change of TB is expected during shelf flooding and
opening rather than a temperature jump as prescribed in our im-
plementation. This might affect behaviour of the subsea permafrost and
associated MHSZ. In particular, one of such time intervals is around 170
kyr B.P., when qualitative simulation differences between different
forcing datasets are found. Such difference may be caused by the
overestimated sensitivity of TB to recent shelf flooding or shortly up-
coming shelf exposition.

This issue is additionally complicated by millennium–scale sea
changes which are possible during interglacials (Kopp et al., 2013). This
issue is different from that related to temperature variability with si-
milar timescale (see above) because if sea level fluctuates around spe-
cific value of HB, it also able to produce high–frequency temperature
jumps which are set by the difference between annual mean surface air
temperature during shelf exposure and the prescribed near–bottom
oceanic temperature during oceanic transgressions. Millennium–scale
SL variations are neither resolved by the foraminifera–derived sea level
reconstruction (Waelbroeck et al., 2002) nor simulated by Climber–2.
However, because typical magnitude of these variations is of similar
order of magnitude to variations exhibited by the NGRIP reconstruc-
tions, it is expected to be unimportant for our purposes.

Nevertheless, we performed additional simulations, in which

= + −T w H T w H T( , SL) (1 ( , SL)) .B B B,f B B,e (3)

Here w(HB,SL) is weight dependent on contemporary shelf depths and
time-varying sea level. If shelf is exposed (SL < − HB), this weights is
set equal to zero. If shelf is covered by water, and the water layer
thickness is above 5 m, w(HB,SL) = 1. If the water layer thickness is
between 0 and 5 m, the weight is set equal to (SL + HB)/5 m. Thus
calculated TB is a smoothed version of the sediment top temperature
specification outlined in Sect. 3. We found no discernible differences
between our main simulations and these additional simulations neither
for simulated thermophysical variables except during isolated time in-
tervals nor for the estimated ARTS. Therefore, we conclude that mil-
lennium–scale variability both in reconstructed surface air tempera-
tures and in sea level is immaterial for major conclusions of our paper.

Besides, we prescribe the freezing temperature of the oceanic water
as TF = − 1oC. Another choices of values for these variables are
possible. For example, Romanovskii et al. (2005) used TF = − 2oC.
Moreover, TF depends on salinity and on pressure, therefore, on HB and
on the phase of the glaciation/deglaciation (Razumov et al., 2014;
Anisimov et al., 2012). However, substantial modification of TF owing
to such effects was found only for shallow shelf, while for the inter-
mediate and deep shelf it is of minor importance. While the precise
choice of these values may affect our results qualitatevely, it is unlikely
that it is of major importance for the results reported here because only
the difference TF − TB is material for our simulations. Uncertainty due
to the choice of the latter difference, in turn, is partly (albeit far from
completely) accounted in uncertainty of datings of shelf exposure and

flooding. In addition, for any reasonable choice of TF and TB, this dif-
ference is not larger than few Kelvins when shelf is covered by water.
This magnitude is much smaller than magnitude of jumps imposed by
our implementation of TB.

Further, we neglected possible formation of thermokarst lakes
during glacial terminations at a still exposed shelf owing to permafrost
thaw. Such lakes set the values TB slightly above 0oC (Moridis, 2003;
Burn, 2002). This speeds up the permafrost thaw and could lead to
formation of perforating taliks (Malakhova and Eliseev, 2018). Similar
taliks may occur in the rift zones where heat flow from the Earth in-
terior is around 100 mWm−2. Thermokarst lakes formation is neglected
in the present paper because it is unclear how to prescribe their for-
mation and subsequent draining at different stages of glaciations/de-
glaciations. Impact of enhanced heat flow in the rift zones, in turn, was
partly studied by Malakhova and Eliseev (2018). We acknowledge that
implementation of these effects could change our results even qualita-
tively.

In addition, we neglect phase transitions of methane hydrates in the
model. Latent heat of fusion for methane hydrates is 28% larger than
for pure water (Rueff et al., 1988). Implementing this into the model
would increase ARTS for thermophysical properties in the sediment.
Such enhanced inertia is expected to suppress the sensitivity of the
changes to details of the imposed forcing, on one hand. On the other, it
would increase nonlinearity of the heat propagation in the sediments,
thus making the response more sensitive to such details.

Finally, we set pore water salinity equal to zero in the equilibrium
pressure–temperature equations for methane hydrates. This likely en-
hances stability of methane hydrates because they have higher tem-
perature triple point in fresh than in salty water (Buffett, 2000). For
reasonable values of governing parameters, the typical triple point
depression is about from 1 to 2oC, which is much smaller than the si-
mulated variations of TB at the sediment top (Fig. 1) but somewhat
comparable to the respective variations of temperature at larger depths
(Figs. 3, S5–S7). We also made additional calculations with an explicit
implementation of the water pore salinity in this equation and the
prescribed salinity value of 20 psu. This resulted in the vertical shift of
MHSZ by about several tens of meters. In other respects, the results of
these simulations are very similar to those reported above. We highlight
that water pore salinity is taken into account in the negative value of
TB. More elaborated treatment of salinity needs an explicit scheme for
salt transport in the sediments. Despite of the results of our additional
simulations, at the date, we can not exclude possibility that our neglect
of salinity influence on methane hydrate stability zone boundaries may
affect our quantitative results.
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Table S1. Correlation coefficients between different datasets for sea level (SL)
and temperature (T) employed in the present paper

dataset pair 0–123 kyr B.P. 0–250 kyr B.P.

SL (Waelbroeck et al., 2002)–SL Climber 0.93 0.87
T Climber–T EPICA 0.81 0.79
T Climber–T NGRIP 0.71
T EPICA–T NGRIP 0.79
SL (Waelbroeck et al., 2002)–T Climber 0.88 0.85
SL (Waelbroeck et al., 2002)–T EPICA 0.81 0.80
SL (Waelbroeck et al., 2002)–T NGRIP 0.70
SL Climber–T Climber 0.94 0.92
SL Climber–T EPICA 0.81 0.74
SL Climber–T NGRIP 0.68



Table S2. Fraction of time (per cent) when shelf is covered by water for two
employed sea level reconstructions and for different contemporary shelf depths
HB

HB (Waelbroeck et al., 2002) Climber
0–123 kyr B.P. 0–250 kyr B.P. 0–123 kyr B.P. 0–250 kyr B.P.

0 0 0 0 0
10 m 9 11 12 12
50 m 49 46 55 56
100 m 90 86 94 93



Table S3. Values of sea level (m) for two employed reconstructions averaged
over specified time intervals

dataset 20–18 50–40 130–120 150–145 175–165
kyr B.P. kyr B.P. kyr B.P. kyr B.P. kyr B.P.

(Waelbroeck et al., 2002) -121 -55 +2 -112 -74
Climber -109 -72 -3 -57 -26



Table S4. Surface air temperature (oC) for different datasets employed in the
present paper averaged over specified time intervals. For all three sources, the
present–day temperature is assumed to be equal to −12oC.

dataset 20–18 kyr B.P. 55–45 kyr B.P. 75–70 kyr B.P.

Climber -27.4 -18.7 -20.1
EPICA -19.9 -18.3 -18.2
NGRIP -25.3 -21.0 -26.5
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Fig. S1. Sea level changes for two employed reconstructions. Gray rectangles
depict time intervals which were used to calculate the statistics in Table S3.
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Fig. S2. Similar to Fig. 2 of the main text, but for the last 123 kyr.
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Fig. S3. Similar to Fig. 2 of the main text, but discarding simulation ANTAR
in calculation of r.
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Fig. S4. Similar to Fig. 3 of the main text, but for the simulations with G =
40mWm−2.
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Fig. S5. Similar to Fig. 3 of the main text, but for the simulations with G =
80mWm−2.
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Fig. S6. Similar to Fig. 3 of the main text, but for the simulations with G =
100mWm−2.
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Fig. S7. Similar to Fig. 5 of the main text, but for the simulations with G =
40mWm−2.
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Fig. S8. Similar to Fig. 5 of the main text, but for the simulations with G =
80mWm−2.
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Fig. S9. Similar to Fig. 5 of the main text, but for the simulations with G =
100mWm−2.
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Fig. S10. Similar to Fig. 7 of the main text, but for the simulations with
G = 40mWm−2.
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Fig. S11. Similar to Fig. 7 of the main text, but for the simulations with
G = 80mWm−2.
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Fig. S12. Similar to Fig. 7 of the main text, but for the simulations with
G = 100mWm−2.
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Fig. S13. Similar to Fig. 10 of the main text but for the simulations with
G = 40mWm−2.
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Fig. S14. Similar to Fig. 10 of the main text but for the simulations with
G = 100mWm−2.
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Fig. S15. Similar to Fig. 11 of the main text but for the simulations with
G = 40mWm−2.
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Fig. S16. Similar to Fig. 11 of the main text but for the simulations with
G = 100mWm−2.
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Fig. S17. Similar to Fig. 10 of the main text but with TB in place of sea level.
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Fig. S18. Similar to Fig. 11 of the main text but with TB in place of sea level.




