KA3BAHCKWUM ®EJEPAJbHBIA YHUBEPCUTET

MODERN LINGUISTICS:
LANGUAGE IN THEORY AND PRACTICE
COBPEMEHHASA JIUHI'BUCTHUKA:
A3BIK B TEOPUU U HA ITPAKTHUKE

Yueonoe nocooue
no kypcy “Cospemennsvie HanpaeieHusA 6 TUHZBUCHUKE)

Ka3zanckuii yauBepcurer
2018



YJIK 81'06
BBK 81.2 Aurxa
A 39

[leyaTaeTcs nmo pekoMenaanuu YuebHo-meroanueckoit komuccueir UMOUuB ®I'AOY BO
«Kazancknii (I[IpuBoiKkckuii) ¢penepaabHbId YHUBEPCUTET
(mpoTokon Ne 8 ot 23 mas 2018 1.)

CocraBuTenu:

KaH[. puiIoi. HayK, noueHt, O.B. AkumoBsa,
KaHJ. puiIoi. HayK, noueHt, A.H. 3apunosa,
CT TIpenojiaBarensp,, A.3. I'aiinyTanHoBa,
npenogasatens, .M. CagbikoBa

Peunensenrnol:
nok. ¢unoit. Hayk, noueHt, C.C. TaxrapoBa (KDY),
ka1 punon.Hayk, noreHt, JI.M. Hukonoposa (KI'JY)

A39 Modern Linguistics: Language in Theory and Practice. CoBpemeHHas
JUHIBHCTHKA: SI3bIKk B TeOpUHM M Ha MNpakTUKe.: YueOHoe mocobue Mo Kypcy
«CoBpeMeHHBIE HampaBieHus B JuHTrBUcTHKe» / O.B. Axumona, A.H. 3apumora, A.3.
laitnyrnunoBa, J[.M. CansikoBa. — Kazans: Kazan. yu-1, 2018. — 60 c.

VYuebHoe mocobue aapecoBaHO CTYJAEHTaM S3bIKOBBIX BY30B, oOyuaromuxcs 110
cnenuanbHOCTIM «JIuHrBucTtuka. IlepeBon M mepeBoioBeAcHUEY. YUeOHOE IMOCOOHME TOCBSIIECHO
BOIIPOCAM COBPEMEHHOTO SI3BIKO3HAHHUS M COJEPKHT TCOPETUUYCCKUNM Marepuail Mo HEKOTOPBIM
acreKTaM T'e€HEpPaTUBHON JIMHIBUCTHUKH, TMPUKIAAHOW JMHTBUCTHKH W  COIIMOJIMHTBHUCTHKH.
Teopernueckue TMOJIOKEHUS COMPOBOXKIAIOTCS MPAKTHUYCCKUMHU 3aJaHUSMH, HAICJICHHBIMHA Ha
pasButHe U HOPMUPOBAHNE HABBIKOB KPUTUYECKOTO MOAX0/1a B HAYYHOU TUCKYCCHUU.

Jlis CTYAEeHTOB, acIUpPAaHTOB, MpemnojaBaTenell (PUIOIOTUYECKUX U APYrux (aKkylIbTETOB
BY30B, HAUMHAIOUIMX SI3bIKOBEIOB U TMEPEBOJYUKOB M BCEX, KTO MHTEPECYETCS BOINPOCAMHU
JIMHTBUCTHUKH.

YJIK 81'06
bBK 81.2 Aurn

© UznarenscrBo Kazanckoro ynusepcurera, 2018



CONTENTS

FOREWORND ...t 4
CHAPTER ONE ..ot 5
GENERATIVE LINGUISTICS ... 5
PART ONE: THEORETICAL ASPECTS ..o 5
PART TWO: PRACTICAL TASKS ... 17
CHAPTER TWO .ottt 33
APPLIED LINGUISTICS ... 33
PART ONE: THEORETICAL ASPECTS ..o 33
PART TWO: PRACTICAL TASKS ... 41
CHAPTER THREE.........oooiiii e 45
SOCIOLINGUISTICS ...t 45
PART ONE: THEORETICAL ASPECTS ... 45
PART TWO: PRACTICAL TASKS ... ..o o1
REFERENCES ... 56



FOREWORD

Hacrosiee yueOHOe mocoOue MpeaHa3HAa4eHO Jis CTYJIEeHTOB 2-4 KypCOB,
oOydaromuxcs 1o crneunanbHocTu «Jlunrsuctuka. [lepeBon u nepeBogoBeeHUEY, a
TaKKe BCEX 3aMHTEPECOBAHHBIX B M3YYCHHH COBPEMEHHBIX BOIPOCOB S3BIKO3HAHUSI.
[locobue pa3zpaboraHo B COOTBETCTBUU ¢ TpeOoBaHusiMu DenepanbHOro
rOCy/IapCTBEHHOTO 00pa30BaTENIbHOIO CTaHJApTa, a TaKXKe B COOTBETCTBUHU C
yueOHOM  mporpamMmmod 1o gucuuiiiuHe «COBpEMEHHbIE  HalpaBieHHUS B
JMHTBUCTUKE.

VYyeOHoe nocobue UMeeT 1enblo (GOPMUPOBAHUE Y CTYACHTOB KPUTHUYECKOTO
NoaXoaa B HaydHOU auckyccuu. C 3TOH LEebi0 B OCOOWM MPUMEHSIETCS] TMPHHIIUTT
€IMHCTBA TCOPHH U MPAKTUKU. TeopeTHueckas 4acTh OCBEIIAeT HEKOTOPHIE BOPOCHI
COBPEMEHHOTO  SI3IKO3HAHWS, B  YaCTHOCTH, T'EHEPATUBHON  JIMHTBUCTHKH,
NPUKIIAJIHON JTUHTBUCTUKH, COIIMOTUHTBUCTUKU, UX 0a30BbIe TIOHATHS, MTOJIOKECHUS U
HampaBiieHus. Bech TeopeTHyeckuid Marepuan COIMPOBOXKIAETCS BOMpPOCAMHU IS
KOHTPOJIS TTOJIy4eHHBIX 3HaHu. [IpakTuueckas 4acTh COAEPKUT BOMIPOCHI U 3a/1aHMUS,
IIOCTPOCHHBIE Ha KOHKPETHOM S3BIKOBOM MAaTepuajie M TMpeJHa3HaYeHHBbIC ISt
NPAKTUYECKON paboThl, a TaK)KE OTPHIBKU M3 pabOT (CTaThbu, AMCCEPTALUN) YUCHBIX-
JUHTBUCTOB COBPEMEHHOCTH, HAIlCJICHHbIE Ha KPUTUYECKHM aHalu3 H3JI0KEHHOTO
TEOPETUYECKOTO MaTepHalia.

[Tocobue compoBoxmaercss OubIUOrpaUUEeCKUM CHHCKOM JIMTEPATYpHI,
KOTOPBIA MOXET IPUMEHATHCS CTYyAEHTAMHU U JajlbHEHIIEH CaMOCTOSITEIbHOU

paboThI B 00JaCTH COBPEMEHHOM JIMHTBUCTHKH.



CHAPTER ONE
GENERATIVE LINGUISTICS
PART ONE: THEORETICAL ASPECTS
WHAT IS GENERATIVE LINGUISTICS?

Generative linguistics is the branch of linguistics resting on the idea of a
generative grammar. Generative grammar is based on a set of rules that generates an
endless variety of sentences that are considered grammatically correct and no
sentences that aren’t.

The set of assumptions underpinning the philosophy of generative linguistics
includes two important ideas.

1. the human ability for language is innate

2. human language is based on a set of logical rules that allow a speaker to
produce novel sentences that can be understood by others who speak the same
language.

The idea that a set of formal rules could be used as a model of the human
cognitive ability to create language is said to be structure-dependent.

There are now many different models of generative grammar that attempt to
explain how the human mind processes language.

The first technical use of the term generative within the discipline of linguistics
occurred in 1957 when Noam Chomsky published a book entitled Syntactic
Structures. In the book, Chomsky proposed a theory of generative grammar that he
called “transformational grammar.” Many consider the publication of Syntactic
Structures to be the birth of generative linguistics as a subfield of linguistics.

The rise of generative linguistics, associated with the name of Noam Chomsky,
represented a radical shift from ‘behavior or the products of behavior to states of the
mind / brain that enter into behavior’ (Chomsky 1986:3), a change of perspective
from behaviourism, which dominated the social sciences in the 1950s, to mentalism,
which understands ‘talk about the mind to be talk about the brain at an abstract level

at which [...] principles can be formulated that enter into successful and insightful
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explanation of linguistic (and other) phenomena that are provided by observation and
experiment’ (Chomsky 1987).

In his book Skinner explains this phenomenon as following (Skinner, 1957,
Verbal Behavior ): How do children create new sentences? Sentences are defined as
strings of words, organised in linear order. Within the behaviourist approach,
language is thus acquired by habit-formation, via positive / negative reinforcement.
Language is perceived as a set of habits, dispositions and abilities. When acquiring
language, defined as a set of habits, gradually built over the years, the child must
solely rely on environment. The study of language acquisition is reduced to the study
of observables, i.e. of input-output relations, without resorting to any study of the
internal structure of the organism.

In 1959, Noam Chomsky, in his famous critical review of Skinner's book,
argued that the stimulus-response model is completely untenable for language
behaviour. Such a system cannot account for the production and comprehension of
entirely new sequences of words. We can understand / utter sentences which we have
never heard before.

Chomsky's famous sentence ‘Colorless green ideas sleep furiously’ clearly
proves that any sequence of words which has not been heard before can, however, be
recognised as a grammatical sentence.

A stimulus-response model cannot possibly explain the fact that every sentence
which a person might understand or utter can be a novel combination of words or that
children can acquire language rapidly, without any formal instruction, growing to
correctly interpret constructions they have never heard before.

Language cannot be described as a repertoire of responses nor can language
acquisition be defined as the process of learning this repertoire. The central problems
of the study of language are, within generative grammar what is the system of
knowledge called ‘language’? How does the child acquire this system of knowledge
on the basis of a deficient linguistic input?

Language is no longer interpreted as a system of habits, dispositions and

abilities but as a computational system of rules and constraints, specific to humans.
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Generative grammar adopts certain approaches to language. First, it deals with
sentences independent of discourse and context, despite the fact that we typically use
our language in context. In fact, it is usually impossible to understand the intention of
a speaker without any reference to the context. However, this does not mean
sentences have to be studied in context. Why are such interpretations possible in the
first place? The answer is because the sentence is grammatical and meaningful.
Furthermore, even when a sentence is not ‘meaningful’, it can be grammatical.
Speakers of a language can distinguish grammatical sentences in their language from
those that are not, independent of what they mean. This leads us to conclude that
certain context-free rules distinguish grammatical sentences from ungrammatical
ones. What makes this possible should be the knowledge of language as represented
in a native speaker’s brain. ‘What is knowledge of language?’ is one of the questions
that generative linguists try to answer.

Human languages are unique in many respects. One of their most striking
characteristics is productivity. Every day we use sentences that we have never
encountered. The innovation of generative grammar in Chomsky (1955, 1957) was its
emphasis on trying to develop an explicit theory of how language learners can, on the
basis of encountering finite examples of language, come to understand and produce
novel combinations in a potentially infinite number of sentences. This system not
only allows for the production of grammatical sentences but also disallows
ungrammatical sentences.

Every human being acquires a mother tongue. The acquisition of the system
despite limited input is known as the issue of the poverty of the stimulus (or the
logical problem of language acquisition, or Plato’s problem). Now consider the
following sentences:

(1a) Jack dislikes himself.

(1b) Jack admires a picture of himself.

(1c) *Himself dislikes Jack.

In (1a), (1b), the referent of himself is Jack, while it is not so in (1c), which is

in fact ungrammatical. The reason for the difference appears to be the differences in
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word order: Jack precedes himself in (1a), (1b) but himself precedes Jack in (1c). If
this is correct, all sentences in which himself comes before Jack should be
ungrammatical, but this is not the case, as shown in (2):

(2) That picture of himself surprised Jack.

How do we know that himself can refer to Jack in (2) but not in (1c)?

It is unlikely that we have received any instruction from someone around us. In
fact, it is very unlikely that we gained the rule by external means. Instead, the source
must, logically speaking, come from inside ourselves. That is, we know this contrast
because the rule exists tacitly in our mind. This tacit knowledge is likely to be
derived from the psychological device used for first language acquisition (L1A). If
such a system exists, it should be used in L1A regardless of the language to be
acquired. In other words, this device — the Language Acquisition Device (for
grammar), or Universal Grammar (UG) — is universal. In fact, Chomsky considered
human languages (e.g. English, Japanese, etc.) to be variations of one human
language UG. The main inquiry of generative grammar is to describe what UG is.

In generative grammar, linguistic knowledge is considered to be independent
of other cognitive systems. This is supported by physiological data (Obler and
Gjerlow 1999), especially by the existence of developmental and pathological cases
where linguistic knowledge is dissociated from other cognitive capacities. On the one
hand there are people whose linguistic abilities are normal or even enhanced, while
their non-linguistic capacities are impaired. On the other hand, there are people
whose linguistic knowledge is deviant but other cognitive abilities are normal (e.g.
people suffering from aphasia).

As illustrated above, the grammaticality of a sentence is usually independent of
its meaning. This implies that the grammar consists of a ‘syntactic module’ which is
independent of meaning (the ‘semantic module’). Traditionally, linguistics is divided
into subfields, including phonology, morphology, syntax, semantics, and pragmatics,
each of which can be considered to constitute a module, with the rules of each field
existing independently of the others. Modules are connected with one another

through interfaces.



When a speaker produces non-target-like linguistic output, the causes are likely
to lie in this ‘connecting’ system. Positing a multi-layered system makes it possible to
investigate the cause of deviance. Hence, it is possible to suggest that, for example,
second language learners’ syntactic knowledge 1is native-like but their
morphophonological system is not (Hazneder and Schwartz 1997; Prévost and White
2000).

In generative grammar, what is directly observable is referred to as E-language
(performance: E stands for External). Linguistic knowledge (lI-language, i.e.
competence: | stands for Internal) is the object of research (Chomsky 1965, 1986,
1995). In order to investigate I-language, we need to use E-language data.

There have been several radical changes in the framework of generative
grammar:

the Standard Theory (Chomsky 1955, 1957),

the Extended Standard Theory (Chomsky 1965),

the Principles and Parameters framework (Chomsky 1981, 1986a) and

the Minimalist Program (Chomsky 1995, 1999), (Lasnik 2005).

The earliest model (Chomsky 1955) offered a phrase structure grammar, where
the structure of a sentence can be depicted in tree diagrams, which consist of sets of
strings. An important assumption in this model, as well as subsequently, is that any
sentence has more than one structure, each at a different level: the structure that
reflects almost completely the way the sentence is pronounced, as well as an
additional abstract structure, and intermediate structures between the two. In the
Extended Standard Model (Chomsky 1965), by inserting items from the lexicon into
the structure, a ‘deep structure’ is constructed, and then transformations apply. When
all transformations have been applied, the ‘surface structure’ is constructed. Chomsky
(1973) introduced the notion of a ‘trace’, which an item leaves behind when it moves.
This allows the deep structure to be represented in the surface structure and indicates
where an item should be interpreted. So, semantic interpretation does not have to be

associated with deep structure. Later, it was assumed that additional transformations



take place between surface structure and logical form (May 1977). All
transformations were subsequently reduced to only one operation.

Deep Structure —————  Surface Streciure —————— Loglcal Form

move a move o

Phonetic Form
Figure 1

This theory is called Government and Binding Theory or the Principles and
Parameters framework.

Government and Binding Theory or the Principles and Parameters
framework.

Before the Principles and Parameters approach, researchers were mainly
interested in finding new ‘facts’ of this kind, by investigating natural languages
intensively and deeply, to find relevant evidence for discussing the human mind
(Reibel and Schane 1969). If a rule is too abstract to be learned from input, it is
inferred to be present innately as part of UG.

The Principles and Parameters (Chomsky 1981, 1986a) provided researchers
with a theoretical framework to account for similarities and differences among
languages. Given this framework, generative linguists try to account for the diff
erences among adult languages (e.g. Haegeman 1997), historical changes (e.g.
Roberts 1993), L1A, and SLA.

Parameters tell us not only that languages may vary in accordance with their
values but also that no other possibilities are allowed. A large number of phenomena
were described and explained in the Principles and Parameters framework.

Parameters are offered to capture variation among languages.

For example, the ‘wh-parameter’ says that wh-phrases have to move to the
specifier position of CP between deep and surface structures in some languages (e.g.
English), while they may stay in the original position in other languages (e.g.
Japanese). This difference is determined by parametric values: English has the value

[+wh-movement] and Japanese has the value [-wh-movement].
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Other parameters include the Bounding Node Parameter, the Null Subject
Parameter (whether a sentential subject without sound [i.e. null subject] is allowed or
not), and so on. Parameters tell us not only that languages may vary in accordance
with their values but also that no other possibilities are allowed.

Subsequently, Chomsky (1995) advanced a new approach, the Minimalist
Program, where cross-linguistic differences are attributed to for mal features
associated with functional categories.

Every day we use new sentences. Our knowledge of language is the system that
makes it possible for us to produce and interpret sentences that we have never come
across in our life,

This system is constrained in a certain way. The sentences we produce and
interpret are not merely strings of words, but they have structures.

Learners’ behaviour shows that their use of language reflects what is (far)
beyond memorization of chunks; rather, what they have is a system which generates
target-like and non-target-like linguistic behaviours and which is sanctioned by the
constraints common to all human languages, that is, Universal Grammar.

All natural languages have common abstract rules, called Principles, and vary
along a limited number of choices among values (mostly binary) associated with
parameters.

The Minimalist Program

In the mid-1990s, a new framework called the Minimalist Program was
proposed (Chomsky 1995), where the concepts of deep and surface structure were
abandoned. Instead, all operations are based on the demands at the interfaces where
‘sounds’ and ‘meaning’ are interpreted.

Constructing a syntactic object starts from the Lexicon, where all lexical items
are taken into a lexical array called Numeration. A structure is constructed by Merge,
which merges one object with another, and other operations, such as Agree, take

place where necessary.

Which book will the student buy?
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A
DP v’
/\\ /\\‘
D ™ A" DP
| | TS
the student buy D N

which book

Figure 2 a syntactic computation in the Minimalist Program

TI
/"/\
T VP
| .-‘-'"’Aﬁ"“'--.
will DP V'
/\ /\
D N W DP
| N
the student buy D N
I |
which  book

Figure 3 The argument structure is constructed, and the syntactic object has propositional

content.
TP
/\
DP 3 i
/\ /\
D N T: VP
the student will DP V'
T Vs
D N V DP
| | e

—the—student—  buy D N

which book

Figure 4 T(ense) merges with this object.
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English T has a feature (EPP: Extended Projection Principle), which requires
its specifier position to be filled by a DP. So, the DP closest to this position is
attracted and moved into the position.

Then, C merges with TP, and the affix feature attracts and moves the tense

feature associated with T. The auxiliary “will” is moved as a whole to C.

C!
/\
C TP
/\ /\
will [+Q] DP T
/\ /\
D N T VP
the student il DP \VA
/\ /\
D N Y DP
—Heasdoteni— buy D N
| |
which  book
Figure 5 C merges with TP
CP
/\
DP c
/\ /\
D N C TP
which  book will  [+Q] DP T
2N .
D N T VP
the student Wil DP V'
2N s
D N % DP
| [ %
-~ the student - buy l|) |\||
—whieh-boek—

Figure 6 The DP which book is moved to the specifier position of CP
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Certain research strategies have been adopted in different frameworks within
generative grammar. From the beginning, unlike traditional grammars, generative
grammar tried to explain why certain structures are not allowed in a grammar as well
as why others are allowed (Smith 2005).

Observations that support the Chomskyian view of language

Until Chomsky propounded his theory of universal grammar in the 1960s, the
empiricist school that had dominated thinking about language since the
Enlightenment held that when children came into the world, their minds were like a
blank slate. Chomsky’s theory had the impact of a large rock thrown into this
previously tranquil, undisturbed pond of empiricism.

Subsequent research in the cognitive sciences, which combined the tools of
psychology, linguistics, computer science, and philosophy, soon lent further support
to the theory of universal grammar. For example, researchers found that babies only a
few days old could distinguish the phonemes of any language and seemed to have an
innate mechanism for processing the sounds of the human voice.

Thus, from birth, children would appear to have certain linguistic abilities that
predispose them not only to acquire a complex language, but even to create one from
whole cloth if the situation requires. One example of such a situation dates back to
the time of plantations and slavery. On many plantations, the slaves came from many
different places and so had different mother tongues. They therefore developed what
are known as pidgin languages to communicate with one another. Pidgin languages
are not languages in the true sense, because they employ words so chaotically—there
Is tremendous variation in word order, and very little grammar. But these slaves’
children, though exposed to these pidgins at the age when children normally acquire
their first language, were not content to merely imitate them. Instead, the children
spontaneously introduced grammatical complexity into their speech, thus in the space
of one generation creating new languages, known as creoles.

Criticisms of Chomsky’s theories

Chomsky thus continues to believe that language is “pre-organized” in some

way or other within the neuronal structure of the human brain, and that the
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environment only shapes the contours of this network into a particular language. His
approach thus remains radically opposed to that of Skinner or Piaget, for whom
language is constructed solely through simple interaction with the environment. This
latter, behaviourist model, in which the acquisition of language is nothing but a by-
product of general cognitive development based on sensorimotor interaction with the
world, would appear to have been abandoned as the result of Chomsky’s theories.

Since Chomsky first advanced these theories, however, evolutionary biologists
have undermined them with the proposition that it may be only the brain’s general
abilities that are “pre-organized”. These biologists believe that to try to understand
language, we must approach it not from the standpoint of syntax, but rather from that
of evolution and the biological structures that have resulted from it. According to
Philip Lieberman, for example, language is not an instinct encoded in the cortical
networks of a “language organ”, but rather a learned skill based on a “functional
language system” distributed across numerous cortical and subcortical structures.

Though Lieberman does recognize that human language is by far the most
sophisticated form of animal communication, he does not believe that it is a
qualitatively different form, as Chomsky claims. Lieberman sees no need to posit a
quantum leap in evolution or a specific area of the brain that would have been the
seat of this innovation. On the contrary, he says that language can be described as a
neurological system composed of several separate functional abilities.

For Lieberman and other authors, such as Terrence Deacon, it is the neural
circuits of this system, and not some “language organ”, that constitute a genetically
predetermined set that limits the possible characteristics of a language. In other
words, these authors believe that our ancestors invented modes of communication
that were compatible with the brain’s natural abilities. And the constraints inherent in
these natural abilities would then have manifested themselves in the universal
structures of language.

Another approach that offers an alternative to Chomsky’s universal grammar is
generative semantics, developed by linguist George Lakoff of the University of

California at Berkeley. In contrast to Chomsky, for whom syntax is independent of
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such things as meaning, context, knowledge, and memory, Lakoff shows that
semantics, context, and other factors can come into play in the rules that govern
syntax. In addition, metaphor, which earlier authors saw as a simple linguistic device,
becomes for Lakoff a conceptual construct that is essential and central to the
development of thought.

Lastly, even among those authors who embrace Chomsky’s universal grammar,
there are various conflicting positions, in particular about how this universal grammar
may have emerged. Steven Pinker, for instance, takes an adaptationist position that

departs considerably from the exaptation thesis proposed by Chomsky.

|

? Answer the questions and comment on the following:

1. What is generative grammar?

2. What are the main ideas which the philosophy of generative linguistics is based
on?

3. What is the aim of generative grammar models?

4. Whose ideas are the foundation of generative grammar?

5. Explain the difference between behaviourism and mentalism.

6. What did N.Chomsky criticise in the book “Verbal Behaviour” by Skinner
(1957)?

7. What is stimulus-response model?

8. How is language observed according to generative grammar principles?

9. Explain what E-language and I-language stand for?

10. Outline the framework of generative grammar. Describe Government and
Binding Theory or Principles and Parameters and Minimalist Program.

11. What is UG?

12. Give arguments for and against the theory of generative grammar?
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PART TWO: PRACTICAL TASKS

Task One. Analyse the following:

1) A generative grammar is a set of rules that tries to include all examples of
correct language and predict how these will be formed.

E.g. The tree structure is important in the context-free generative grammar
model. It describes phrases in terms of constituent grammatical parts.

Generative grammars are of limited use to learners and are not meant to be a
guide to how to use language. Learners looking for more information about grammar
can be supported by grammar usage books, which show how structures are used in
language, and by prescriptive grammars, which describe rules.

(after https://www.teachingenglish.org.uk/article/generative-grammar)

Key words and phrases:

Task Two. Read the following extract and present the problem in your own way:

a) The Future of Generative Grammar

Despite the variety of generative theories of grammar that have been put
forward, the field has been dominated throughout its history by the work of one
individual, Noam Chomsky. He was its founder; he has been its most prolific
innovator; and the mainstream of generative research has always followed his lead.
Even the proponents of alternative theories (such as the nontransformational
approach sketched in the previous section) generally take work of Chomsky’s as the
point of departure for their proposals. In the early years of generative grammar, the
field was constituted largely by Chomsky and his students and collaborators. Over the
decades, however, the number of generative grammarians has grown exponentially.
Under these circumstances, it is remarkable that Chomsky has retained his dominant
position. It seems likely that this will eventually change. Given a saturated academic
job market, increasing numbers of linguists are seeking employment in industry. This
puts pressure on the field to give more attention to potential applications of its
theories. The most obvious type of application for work in generative grammar would
be in the development of natural language technologies — that is, computer programs
that deal with human languages, e.g., doing machine translation, information retrieval
from text files, summarization of texts, and the like. To the extent that such

17



applications motivate theoretical work, considerations of computational tractability
are likely to play an increasingly important role in theory construction. Likewise,
such applications call for looking at how people actually use language, rather than
focusing exclusively on what is grammatically possible. The investigation of real
usage data is greatly facilitated by the availability of large on-line text files, which
can be sampled and analyzed with computational tools that did not exist until quite
recently. This is already having a noticeable effect on the sorts of data used by
generative grammarians in their theoretical arguments. These potential changes
should not be worrisome. The history of generative grammar is one of numerous
upheavals, as Chomsky has modified the foundations of the theory. These upheavals
have been accompanied by vigorous debates and lively competition from alternative
frameworks. The result has been — and promises to continue to be — a robust line of
research that has greatly enriched our understanding of human linguistic abilities.

(after Thomas Wasaw, “Generative Grammar ” in “Handbook of Linguistics ”’, 2003)

Key words and phrases:

b) Contemporary linguistics faces a similar situation to that of the various
paradigm shifts in the history of science. The dominant tradition, or rather specific
theories under the programme of generative grammar, is under increased scrutiny and
alternative frameworks such as Dynamic Syntax, HPSG, and Construction Grammar
abound. Understood in structural realist terms, this does not entail abandoning many
of the insights or successes of the former. Linguistics, like the natural sciences, does
not begin de novo with every theory change, if we maintain the continuity of
structure. Seen in this light, the previous sections argued for structural relations or
similarity between not only different strains of the generative tradition but also across
other frameworks such as DS.23 The structures in question are the mathematical
models of the theories or the grammars.24 In Weisberg (2013), he describes a third
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kind of model besides the concrete and mathematical ones, namely computational
models. To a certain extent, it is not clear how distinct computational models are
from mathematical models (as Weisberg seems to admit when pressed). Nevertheless,
computational models have a distinctive procedural or algorithmic element. This
aspect allows them to track or represent the dynamics of systems (in terms of states
and transitions between them). The models of generative grammar (and dynamic
syntax) are of this variety according to most of its practitioners.

Linguistics is in a relative scientific adolescence, often lacking a clear unified
methodology, theoretical persuasion or direction. The dominance of the generative
programme is under increased scrutiny and there is a plenitude of frameworks
waiting in the wings to take its place. On the one extreme, divergences are often
exaggerated and these frameworks are considered to be incommensurable (in the
Kuhnian sense). On the other extreme, genuine differences are overlooked and
considered to be mere ‘notational variants’ of one another (in the Chomskyan sense).

Following a line set by Blutner (2011) and Tomalin (2010), | extended this
analysis beyond the standard accounts within generative grammar such as
Government and Binding and the Minimalist program, to include Jackendoff’s
parallel architecture and optimality theory of Prince and Smolenksy. Lastly, |
attempted to unite the modelling practices of the generative tradition with a
competing approach which lacks the similar theoretical underpinnings of the parallel
architecture and OT, namely the dynamic syntax of Kempson et al. (2001). | argued
that although the theoretical claims of this latter framework are genuinely distinct
from those of the specific generative programmes, they approach the target system of
natural language in similar ways via minimalist modelling strategies.

(after Ryan M. Nefdt “Scientific modelling in generative grammar and the
dynamic turn in syntax”, 2016)

Task Three. Read and analyse the given extract and render the information in
English:

3a Oojee 4yeMm MATHACCAT JIET B CBOMX MONUTHYECKUX cTaThsiax H. Xomckwii
mposiBIII ce0si KaKk OJIMH W3 HaumOoJiee OPUTHHAIBHBIX, C IMHPOKUM HANa30HOM
MOJINTUYECKUA U OOIIEeCTBEHHBIH KpUTUK. OTMeUass 3To, JTUTEPATypHOE O00O03pEHHE
razetbl «Hpro-Hopk TaiiM3» cuuTaeT ero riIo0adbHBIM (DEHOMEHOM, BO3MOXKHO,
caMbIM YHMTaeMbIM TojiocoM mo BHemHed nonautuke CIIA na mmanere. BeposiTHo,
3HAUYMUTENIbHO MEHEE CPEI UCTOPUKOB U3BECTEH TOT (PAKT, UTO HAPSIAY C permyTanueit
OJTHOTO W3 HamOoJiee BBIJAIOMIUXCS OOIIECTBEHHBIX WHTEJUICKTYAJIbHBIX JCsITeNIed B
Mupe B TeueHue 0osee nonyseka Hoam Xomckuit ObUT JOMUHUPYIOLIEH TUYHOCTHIO B
obnactu nuHreuctuku. Kak ykaseiBaer Hun Cmut B mpeaucnoBuu Kk kuure H.
Xomckoro «HoBble TOpH30HTBI B M3y4YEHUH S3bIKa W MbIOUICHHS»: «Ero teopus
F€HEpaTUBHOW TrpaMMaTHKW, W3BECTHAash TMOJ pa3HbIMU TEpMUHAMH, Oblia
PYKOBOJACTBOM M BJIOXHOBIISIIOIIEN CHJIOW IS MHOTHUX JIMHTBUCTOB B Pa3HBIX
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YTOJIKaxX CBETa U TOYKOW OTCYETA MPAKTUYECKH JJIs1 KAXKAOTO S3bIKOBena. MOXKHO HE
corjamarbcs ¢ paboramu XOMCKOro, HO HTHOPUPOBATh HUX O3HAYAET MPOSIBIATH
OJIN30PYKOCTh U HE NMOA00AI0IIEE YIEHOMY HEBEKECTBOY

XOMCKUU MOCTAaBUIJ MEpeJ] YUYCHBIMU 4YeThipe (PyHIaMEHTATbHBIX BOIpPOCA O
CIIOCOOHOCTH 4YeJOBeKa YCBaumBaTh SI3bIK M TOJIb30BaThbes uM: «1. Uto coboi
MpeCTaBsieT cuctemMa 3HaHUU? UTo XpaHUTCS B CO3HAHUM/MO3TY TOBOPSIIETO Ha
AQHTJIMHACKOM, HCIAHCKOM WJIM SIOHCKOM s3bIke? 2. Kak BO3HMKaeT 3Ta cucreMa
3HaHMM B co3HaHuu/ Mmo3ry? 3. Kak 3To 3HAaHHME HCIOJIb3yeTCsl B peud (Wiu
BTOPUYHBIX CHUCTEMaX, TaKMX Kak Muchmo)? 4. KakoBbl (U3NMUYECKUE MEXaHHU3MBI,
CIyXalue MaTepuaJibHOM 0a30d  JyIi  STOM  CHUCTeMbl 3HAHUW © IS
UCIIONIb30BaHUsl 3TOro 3HaHusA?». Ilo yTBepxkaeHH0 XOMCKOro, JAaHHbIE BOMPOCHI
SIBJISIFOTCS KJTACCUYECKUMMU.

JIMHTBUCTUYECKUE TPYyAbl XOMCKOTO OKa3ajiu, Ha MOH B3TJIAM, OOJIbIIOE
BIIMSIHUE, COBEPIIMB PEBOJIONMIO BO B3IJISA/IaX YYEHBIX, BCIEICTBUE TPEX BaKHBIX
dakTopoB: 1) TIOCTAaHOBKH Tiepe]] JHUHTBUCTHYECKOW HAyKOW HOBBIX IIENEH,
KapIMHAJIBHO OTJIUYAIONIUXCS OT T€X, KOTOPhIC CTaBUJIA JIMHIBUCTUKA TOTO BPEMEHH,
U TIOTOMY II0 CBOEH CYTH PEBOJIIOIIMOHHBIX; 2) OpUEHTAlMH Ha (OpPMaTU30BaHHOE
omucaHue; 3) oTkaza OT OMXEWBHOpPU3MAa M TOBOPOTAa K KOTHUTHUBHBIM CBOMCTBaM
sa3blka  Kak AudPepeHIupyomeil 4epThl YeIOBEUECKOrO BHJA. XOTS JIaHHbBIC
BOIIPOCHl HE TOJYYWIM €IIe€ TaKoro oQOpMIICHHS B TEPBOM KHUTE XOMCKOTO
«CUHTaKCUYECKHE CTPYKTYPbD», OyOIuKOBaHHOU B 1957 1., uieu, KOTOphIE JIETIIN B
OCHOBY uX Oosiee mo3aHed (OopMyIHPOBKH, YK€ MPOCBEYMBAIOT B JAaHHOW KHHUTE B
BUJI€ HAMEYEHHBIX XOMCKHUM LI€JIE IMHTBUCTHUKHU.

HUtorom »THX uCCIEOOBaHUN [OJKHA CTAaThb TEOpPUA CTPYKTYpbI S3bIKa, B
KOTOpOW OIHCATENbHbIE CPEACTBA, HCIOJIb3YyEMbIE B YAaCTHBIX TI'PAMMATHKAaX,
IpeACTaBICHbB W a0CTPaKTHO ONHUCaHbl 0e3 crenupuueckKol COOTHECEHHOCTH C
KOHKPETHBIMHU sA3bIKamMu» U naniee «DyHIameHTanbHas I1€1b JUHIBUCTHYECKOTO
aHanu3a s3blka L 3akioyaeTcss B OTAEICHUUM T[PAMMATHYECKH MPABUIBHBIX
MIOCJIEI0BATEIILHOCTEM, B Ka4ueCTBE KOTOPBIX BBICTYAIOT
npeanoxenus L (Hanpumep, He slept peacefully in his bed all night ‘On crokotito
criaj B CBOEM KpPOBaTH BCIO HOYB ), OT HETPaMMAaTHYECKUX MOCIEI0BATEIbHOCTEN, HE
SIBIISTIOLITUXCS TIpeTockeHnssMA L (Tuma 3HamenuToro npumepa Xomckoro Colourless
green ideas sleep furiously ‘becuBeTHbIC 3eieHbIC UICH IPOCTHO CIIAT’), U H3YUCHHH
CTPYKTYpPbl TPaMMaTHUYECKUX IIOCIEIOBATENBRHOCTENY». HeCcKonbkuMU CTpoYKamu
HUKe XoMmckui numeT: «['pamMmmaruka L Oyner mosToMy cpecTBOM, TTOPOKIAFOIIHM
BCE M3 IPAaMMAaTHYECKUX IMOCIEI0BATENBLHOCTEN L 1 HU OJHOM U3 HErPAMMATUYECKUX
MocaeoBaTeNnbHoCTEN». [Ipy 3TOM TEpMUH «IpaMMATUYECKUID» UMEET 3HAYCHUE
«MPUHUMAEMbII HOCUTENIEM sI3bIKay. ['eHepaTuBHas rpaMMmaTHKa B MHTEPIpPETALUU
XOMCKOro €CTh HE 4YTO WHOe, Kak Habop (cucrema) aOCTpPaKTHBIX WPABWI U
MIPUHIIMAIIOB, HACTOJBKO a0CTPAaKTHBIX, YTO TOBOPSIIME Ha SI3bIKE HE OCO3HAIOT WX, a
CaMH TMpaBWa MOTYT OBbITh JaXXe BPOXKICHHBIMH, 3aJ0KEHHBIMHM B HMX TEHaX.
Jpyrumu  cioBaMu, TeHEpaTHBHas TIpaMMaThkKa, MO MHEHUI0O XOMCKOTO,
MPEANOJIOKUTEIBHO JIOJKHA OOBACHATH CIOCOOHOCTh —CIyIIATENsI-TOBOPSAILETO
MOPOXKJIATh U MOHUMATh OECKOHEUHOE YKCIIO BBICKA3bIBaHMM, BKJIOYAs U HOBBIE, C
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MOMOIIIBI0O OFPAaHUYEHHOTO YHWCIa IPaMMATUYECKUX MpPaBWJI U KOHEYHOro Habopa
rpaMMaTUYECKUX CPEACTB SI3bIKA.

OnHako cnenoBaTh NMyTH, HAMEYEHHOMY B «CHHTAKCMYECKUX CTPYKTYypax»,
CTajJo JejioM HenerkuMm. HalTh OTBEThI Ha KaXylIMECS MPOCTHIMU BOIPOCHI,
nocrasiieHHble H. XOMCKUM, O CYIIHOCTH S3bIKA OKAa3aJlOCh YPE3BbIYAWHO TPYIHO.
DTO B UTOre MPHUBEIO K MOCTAHOBKE TAaKMX BEChbMA 3araJOYHbIX M HEOJHO3HAYHO
peraeMbIx MpoOsieM: S3bIK KaK HCKIIOUUTENBHO YeJIOBEYECKash CIOCOOHOCTh, €Tro
ABOJIIOLIMS U YCTPOMCTBO, TpoOJieMa OTHOIIIEHU Mo3ra U Tesia. XOTs yUeHbIe e1lle He
HallUIM yOEeIMUTENIbHbIX OTBETOB HA 3TH BONPOCHI, caMm (hakT OOpallleHHus Ha HHUX
BHUMAaHUSI HAYyYHOTO COOOIIECTBA CO3/1aJl MOIIHBIA HMHTEJUICKTYyIbHBI CTUMYII,
OPUBEIIIUN K TIOSIBJICHUIO IEJIOT0 psija HWHTEpPECHEUIUX paboT JHUHTBUCTOB,
MICUXOJIOTOB, HEHPO(PU3HOIOTOB, CHECIUATUCTOB B KOMIBIOTEPHOW JIMHTBUCTHUKE H
MHOTHX JIpYyruX y4eHbIX. B kadectBe mpumepoB Ha3oBem: The Language Instinct
(1994) C. IMunkepa u ero ke The Stuff of Thought (2007), The Articulate Mammal
(1976) x. Diiuucon, The Symbolic Species (1997) T. dukona, Women, Fire and
Dangerous Things: What Categories Reveal About the Mind (1987) Ix. Jlakodda,
Metaphors We Live By (1980, 2003) /Ixx. Jlakodda u M. JI>xorcona, Semantics and
Cognition (1983), Patterns in the Mind: Language and Human Nature (1994), The
Architecture of the Language Faculty (1997), Foundations of Language. Brain,
Meaning, Grammar, Evolution (2002) P. Ixskenaodda u ap.

He Oyny BmaBaThCcsi B TEXHMUYECKHE MOJIPOOHOCTH M JI€Tall T€HEpaTUBHOU
rpaMMaTHKH, OCOOCHHO TIpUHUMAasi BO BHUMaHue TOT (AKT, YTO BBUAY
KapJWHAJIbHBIX U3MEHEHHI, KOTOPBIE JaHHAs TEOPHUS MpeTepriesa ¢ TOJaMH, CErOIHs
y)KE€ TOBOPSAT O HECKOJIbKUX BEpPCHUSIX TeHEpaTHBHOM rpamMmartuku: CraHaapTHas
teopusi (Standard Theory — 1957) — mnepBoHauanbHas MOEIb I'€HEPATHBHOU
rpaMMaTHKH, B KOTOpOW XOMCKHM BBEJI OCHOBOIIOJIATAIONINE TTOHATHS TJIYOUHHON U
MOBEPXHOCTHOW TPaMMATHUYECKUX CTPYKTYp M TpaHCHOpMaIMif, KOTOPHIE IOJKHBI
o0OecrieynBaTh TMEPEXOJ OT TIAYOMHHBIX K TOBEPXHOCTHBIM  CTPYKTYypam.
Pacmmmpennasi crangaptHasi teopus (Extended Standard Theory — 1970), B
KOTOPOMl K paHee TMPUHATHIM COCTABISAIOMIUM TpaMMAaTUKH ((POHETHUECKOMY
KOMITOHEHTY, TPaHC(POPMAIMOHHOMY KOMIIOHEHTY M TMPEXKIE BCETO CHHTAKCHUCY)
n00aBIsAeTCA CEeMaHTHYECKH KOMIIOHEHT. Teopusi ynpaBjieHMsl M CBSI3bIBAHUS
(The Government and Binding Theory — 1981), B KoTopo#i €cThb MECTO JIIIb IS
OJIHOM yHUBEpCaIbHOW TpaHCchOpMAIIMK MOVE 0 ‘TIepeMelieHue o'U  Psay
cnerupuyeckux wmopaynei (Mkc-6ap cuHTakcuc, TEOpHUS CBSI3BIBAHMS, TEOPUS
yOpaBJ€HUs, Teopusl TMajaexeu, Tera-teopus). Kaxapli U3 HUX HMEET CBOU
COOCTBEHHbIE TMPUHIMIBI W MapamMeTpbl, KOTOPbIE MNPEAONPENEIAIOT HAa BBIXOJE
cnenuUYecKuid I KaKIOTO sI3bIka pe3ynprar. MUHUMAJTUCTCKAs Mporpamma
(The Minimalist Program — 1992), B koTopoii Hapsiay ¢ 0a30BEIMH KOMIIOHEHTaMH,
a MMEHHO — JICKCHKOHOM W BBIYHMCIHMTEIBHONW CHCTEMOW — €CTh JBa MHTepderica:
donernuecknit u jorudeckuii. Teopuss Heodopmiennbix ¢pa3 (Bare Phrase
Structure — 1994). TModa3zoBas aepuBamms (Derivation By Phase — 2001).
AmnmapaT oOnucaHus, pPaBHO KAaK W MHOTME HAay4yHbIE IIOCTYJAThl, OKa3aJIUCh
HEY3HaBAE€MbIMHU, MOHATHS TJIYOMHHON M MOBEPXHOCTHOM CTPYKTYp, FOJIaMU YIIOPHO
MPOJIBUTAaEMbIE T€HEPATUBHBIMU TpaMMAaTUCTAaMU M XOMCKHUM, ObUIM yNpa3gHEHbI
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ycwiusiMu  ero ObIBIIMX acnupaHtoB Iloctamom, Poccom u Makkonu, Habop
TpaHchopMaluii ObLT 3aMEHEH Ha OOIIYI0 OMNEpaIuio MepeMENIeHUs], BCI CTPYKTypa
reHepaTUBHON IPaMMaTHKU IPHOOpeEia COBEPIIEHHO UHbIE OYEPTAHMUS.

bnarogapss cBoeMy CTPYKTYpPalIMCTCKH OPUEHTHUPOBAHHOMY OOpa30BaHUIO B
Yuusepcurere IlencunbBaHuu, XOMCKUHM ClIeIOBaJl TPaguliUM, YyIEJsisi BHUMAaHUE
MPEXJIe BCEr0 CHHTAKCUCY, OCTABIISII CEMAHTUKY 3a OOpPTOM JIMHI'BUCTUYECKOTO
onucanus. OJHAKO S3bIK YEJIOBEKa C €ro IJIaBHOW (QyHKUUEH — OBITh
penpe3eHTalel MbICIIH, IeNaTh €€ ICHOM Kak JUIsl caMoro ceos, Tak U JUJIs epeaadu
IpYyruM, — HE MbICTUM Oe3 3HaueHud. [103ToMy CHHTaKkCUC U CEMaHTHUKa HE MOTYT
ObITh paszenieHbl. COOTBETCTBEHHO, XOMCKUM TOJI BIMSHUEM JIYYIIHUX CBOMX
YUYEHHUKOB OBbUT BBIHYXJAEH BBECTM B PacCHIMpEeHHYI0 CTaHAAPTHYIO TEOPHIO
CEMAHTUYECKUH  KOMIIOHEHT, MpeJHa3HAYeHHBbIM g  TOro, 4YToOBl  J1aTh
CEMaHTHUYECKYIO0 MHTEPIPETALMIO TOPOKIACHHBIM MPEIIOKEHUAM. DTOT LAl MPUBEI
K BO3HMKHOBEHHUIO IIEJIOTO Psiia MHTEPIPETAUMOHHBIX WJIM T'€HEPAaTUBHBIX CEMaHTUK
U CTall, B TO K€ BPEMS, «PEBOJIOIMEN BHYTPU PEBOJIIOLIUN [TaM XK€ |, UM HayalioM
TaK Ha3bIBAEMbIX JIMHIBUCTUYECKUX BOMH MEXAy JUHrBUCTaMu BocTouHoro (H.
Xomckuii, JIx. Karu, P. Jbxokenmodd kax naubonee spkue MpenCcTaBUTENU) U
3amagHoro nooepexps (¢ Y. dunmopom u Jx. Jlakopdom B kauecTBe JIMIEPOB).
['eHepaTuBHbIE CEMaHTHUKHA CUMTAIOT, YTO TEHEPATUBHBIM M TEM CaMbIM
AIEPHBIM KOMITIOHEHTOM JIMHTBUCTUYECKOW TEOPUU SIBISETCS HE CHUHTAKCHC, a
cemaHTuka. lccnenoBaHus CTOPOHHUKOB T'€HEPAaTMBHOM TI'pPAMMAaTUKU BBISBUIIN
Apyryto ciabyro CTOpOHY TIpaMMaTuku Xomckoro. ['eHepaTuBHas TIpaMMaTHKa
[PU3BAaHA IPOU3BOJUTH IIPABUJIBHBIE MPEUIOKEHUS, MPUEMIIEMbIE HOCUTEISIMU
A3BIKA.

[IpyHuMas BO BHUMAHWE HAIIM IIOCTOSIHHO MEHSIOIIMECS HAaMEPEHHUs
IIPOU3BECTH ONpeeiICHHBIN 2(P(dEeKT Ha ciymareaeidd ¥ MHOXXECTBEHHBIC OIIHOKH,
KOTOpBIE MBI J€JacM IpPHU IMPOU3BOACTBE W INOHMMAHUM NPEIJIOKEHUN, MOXKEM C
JIETKOCTBIO CHEJaTh BBIBOJ, YTO MPEACTABICHUS XOMCKOIO O HAIlEeH S3bIKOBOU
KOMIIETEHIIMX W MCIOJB30BAaHUM $3bIKA, KaK OTMEYAalOT KPUTHKH XOMCKOTO,
JIOCTATOYHO OIIIMOOYHBI.

Cpenu y4eHbIX He OBLIO €IMHOAYIINSA M OTHOCUTENBHO KOHIEHIIMN XOMCKOTO
O IIPUPOJE YEIOBEYECKOr0 pa3zyMa. B3I 3Toro y4eHoro Ha si3blK KaK YHUKaJIbHYO
YeJIOBEUECKYI0 CIIOCOOHOCTh BJIEUYET 3a COOOH BOIPOC O TOM, Kak pa3BHBAJIACh Y
yenoBeKka 3Ta cocoOHOCTh. OTBeT XOMCKOIO COCTOSUI B TOM, YTO YHUBEpCaJbHas
rpaMMaTHKa, KOTOPOM IOJNb3YyETCsl PEOCHOK, SBIISIETCS YacTbKO €ro I'€HETHYECKOIro
Haclieausi, IPYTMMU CJIOBaMH, SI3bIK SIBIISIETCS BPOXKJIEHHOH CIIOCOOHOCTHIO. DTO
3asiBJICHHE MOCESIIO PAa3A0p CPEIr MCHUXOJOroB (Cpelrd KOTOPBIX HAauOOJIee CIBIIIHBI
obun Tosmoca JKama Ilmake, Dmmzaber beiitc m Maiikima Tomacemno, Beaymux
CTHEIMATUCTOB B NICUXOJIOTMH YCBOCHHS S3bIKa) M HelpoguinonoroB. OHU SIPOCTHO
BOCIIPOTHBHIIMCH TEOPUM BPOXKACHHOCTH $3bIKa M B TPOTHBOBEC €l OOBACHSIOT
MOSIBJIEHUE S3bIKA PSIZIOM OOIIMX XAPaKTEPUCTUK MO3ra, a YCBOCHHE SI3bIKa peOCHKOM
— C TOMOIII0 OOIMX MEXaHU3MOB 00pabOTKM HMHPOPMAIUK  MO3TOM,
B3aMMOJICUCTBYIOIHUX C Pa3HOOOPA3HBIM M CIIOKHBIM COLIMAJIBHBIM OKpPY)KEHHUEM, B
KOTOPOM SI3bIK yCBamBaeTca M Hcnoaedyercsa. Cpeam ApyrMX HEIOCTaTKOB
IrE€HEpaTUBHOW TrpaMMaTUKA XOMCKOro OBUIO TO OOCTOSITENIbCTBO, 4YTO OHA,

22



OCHOBBIBAACh B 3HAYUTEIBHOM CTENEHH HA JIOTMUECKHX U (PUIOCOPCKUX acHeKTax
TEOpUU s3bIKa M pa3BuUBas HUX, B TO XK€ BpeMs IPUBOAWIA K TPUBUAILHBIM
NPaKTUYECKUM  BBIBOJAM W HaOJMIOAEHUSM, B  LEJIOM K  HHYTOKHBIM
peanbHbIM pe3ysbTaTaM. Takum oOpa3om, oOeliaHus, JaHHbBIE B Hayaje, OCTAJIHCh
HEBBINIOJIHEHHBIMHU.

MHe He xoTenoch Obl 1aBaTh 3/1€Ch KaKhe-In00O CBOM OLEHKH. BmecTo 3Toro,
3aBepiuas CTaThblo, s Obl XoTena Moa4epkHyTh, uro H. Xomckuii cmectun Qokyc
HAay4YHbIX MHTEPECOB HA PACCMOTPEHHE OJHOI0 U3 HamOOJee BaKHBIX BOIPOCOB
ryMaHUTapHOU Hayku «YTo ecThb s3bIK A yenoBeka? UTo nenaeT Hac 0COOCHHBIM
BUJOM >KMBOTHBIX? Kak pabortaeT Ham Mo3r?». Ecium oneHuBaTh €ro HaydHbIe
JNOCTH>KEHUSI B 3TOM CBETE, TO s MOJHOCTBIO cornacHa ¢ Jhkonom Cepiiem, KOTOPBIT
ckazai, 3aBepiuas aHanu3 pabor H. Xomckoro, cienyromee: «B koHeuHom urore, s
IyMal, YTO €ro cambiM OOJIBIIUM BKJIaJOM OYyJeT CUMUTAThCSA CHACJIAHHBIA WM
OONBIION mIar BOEpeJd B  HANpaBJICHUUM BOCCTAHOBJIEHUS  TPAJAULMOHHBIX
OPEACTaBICHUNA O BEJIWYMU U YHUKAJbHOCTH 4yeioBeka». C  3TOM MNO3UMLIMU
TUHTBUCTHYECcKUE B3rsiAbl Hoama XoMckoro npeactaBisitor coO0oi yBIEKaTEIbHYIO
KApPTUHY IEPEXOJHOr0 MEPUOAA B MCTOPUM HAYKH, 3aHUMAIOIIECH 3HAYUTEIBHYIO
94acTh B UCTOPUU OOIIIECTRA.

(after 3. 4. Xapumonuux «Xomcxuanckas pegonoyus:
obewanus u pesyrbmamoly, 2017)
Key words and phrases:
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Task Four. Render the following into Russian:

Language has double characters. On one hand, it is the product from the mind
and the mouth of individuals, and it expresses one’s thoughts. On the other hand,
whenever one speaks, he speaks to others and inevitably has some effect on others,
and therefore, language is also the tool of human communication.

Following these two lines, since the 1950s, there have been two linguistic
schools appearing among others, each developing along its own line and both gaining
more impact and influence than the others. One is the transformational generative
grammar (TGG) represented by Chomsky, an American scholar; the other is the
systemic functional grammar (SFG), represented by M.A.K. Halliday, a British
linguist.

As most previous literature has taken TGG and SFG as two contradictory
perspectives to language and their differences have already been talked thoroughly
time and again, in this study, the author mainly focused on the non-contradictory side
of the two approaches to see how they could supplement each other and forms a more
comprehensive picture of the language of English. The research method adopted in
the present study is qualitative to describe the two approaches of grammar and to
explore how they could be “combined” in terms of linguistic competence, syntax and
pragmatics.

To achieve this goal, the attitudes of the two grammars towards the nature of
language and linguistic competence will be discussed to see how, instead of being
exclusive to each other, they could mutually support each other. Then, special
attention will be paid to different functional purposes that guide the transformation
from the same deep structure to different surface structures, and the transformational
processes that facilitate the completion of linguistic functions.

Following these two lines, since the 1950s, there have been two linguistic
schools appearing among others, each developing along its own line and both gaining
more impact and influence than the others. One is the transformational generative
grammar (TGG) represented by Chomsky, an American scholar; the other is the
systemic functional grammar (SFG), represented by M.A.K. Halliday, a British
linguist.

As most previous literature has taken TGG and SFG as two contradictory
perspectives to language and their differences have already been talked thoroughly
time and again, in this study, the author mainly focused on the non-contradictory side
of the two approaches to see how they could supplement each other and forms a more
comprehensive picture of the language of English. The research method adopted in
the present study is qualitative to describe the two approaches of grammar and to
explore how they could be “combined” in terms of linguistic competence, syntax and
pragmatics.

To achieve this goal, the attitudes of the two grammars towards the nature of
language and linguistic competence will be discussed to see how, instead of being

24



exclusive to each other, they could mutually support each other. Then, special
attention will be paid to different functional purposes that guide the transformation
from the same deep structure to different surface structures, and the transformational
processes that facilitate the completion of linguistic functions.

Furthermore, bearing these similarities and comple-mentation in mind, most
importantly, this paper discusses how to combine these two perspectives to make the
best use of them in second language acquisition and second language teaching.

Transformational generative grammar (TGG)

Chomsky’s TGG sees language as a system of innate rules. For TGG, a native
speaker possesses a kind of linguistic competence. The child is born with knowledge
of some linguistic universals. Thus, language learning is not a matter of habit
formation, but an activity of building and testing hypothesis (Chomsky, 1986).

Chomsky’s theory initiates from his three main questions: a) What constitutes
knowledge of language? b) How is such knowledge acquired? ¢) How is such
knowledge put to use?

With sentence as his focus, Chomsky’s grammar has essentially two basic
components: Phrase structure rules and transformational rules. Phrase structure rules
are generalizations about the ways in which categories (such as noun, adjective, verb,
etc.) can be combined to make phrases and sentences in a language. With these rules,
many sentences can be created: S—>NP + VP; VP—V + NP; NP— Det + N, and so
on. Such rules are the major source of productivity in grammar (Chomsky, 1986,
1994).

For the transformational rules, according to Chomsky (2002), a sentence has
two structures, one is surface structure and the other is deep structure. The surface
structure is the kind of sentence we ordinarily say, while the deep structure is an
abstract syntactic representation of sentence from which its surface structure
generates. The deep structure specifies the basic meaning and categories of the
sentence. In other words, it is the skeleton of a sentence with all the information
necessary to do three things: to derive a well-formed sentence, to give it a
phonological representation and to give it a semantic interpretation. This structure is
modified in various ways to become a surface structure, which is the 1 inear
arrangement of words and phrases which will be produced. The rules with which we
transform the deep structure of a sentence into the surface structure are called
transformational rules. They are rules of passive transformation, yes/no
transformation, do transformation, negation transformation, etc. These rules were
used to add, delete, or permute, that is, change order and some-times also hierarchic
relationship among constituents of the deep structure to turn it into an ordinary
sentence we use in everyday life.

Systemic functional grammar (SFG)

Contrary to Chomsky’s TGG, Halliday’s SFG attaches great importance to the
sociological aspects of language. He views language as a form of “doing” rather as a
form of “knowing” (Halliday, 1979; Halliday and Matthiessen, 2014).
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SFG focuses on the following two questions: a) What are the special functions
of language? b) How are these functions reflected in the linguistic system? Halliday
(1973) recognizes three functions of language in communication of human society.
They are: 1) ldeational function: language functioning as a means of conveying and
interpreting experience of the world (this function is subdivided into two sub-
functions, the experiential and the logical sub-functions). 2) Interpersonal function:
language functioning as an expression of one’s attitudes and an influence upon the
attitudes and behavior of the hearer. 3) Textual function: language functioning as a
means of constructing a text, that is, a spoken or written instantiation of language.

Halliday’s functional theory is based his systemic theory, with the former as
the output of the latter. They are two inseparable parts for an integral frame work of
linguistic theory. Systemic grammar aims to explain the internal relations in language
as a system network, or meaning potential. And this network consists of systems from
which language users make choices. The items of a particular system should belong
to the same area of meaning.

The nature of language

Looking at language from the inside, Chomskian linguists define language as a
set of rules or principles. They believe that human beings are born with a language
acquisition device, which enables them to acquire a language in such a way that other
animals cannot. TGG relates language with human being’s physical and
psychological features and views language as “a form of knowing”. Chomsky
considers language as the starting point to investigate the common laws of language
and to find out the cognitive system, mental laws and intrinsic quality of human
being.

On the other hand, SFG views language as a systematic resource for meaning
expression in social context, and thus linguists should focus on how people
exchange meanings through the actual use of language. Halliday (2004, 2007) views
language as form of “doing”, and holds that the nature of language is determined by
the functions it evolves to serve in the society. This functional perspective to the
nature of language is deeply rooted in its anthropology and sociology origins from
Malinowski and Firth.

From the above analysis, we can see that although TGG and SFG look at
language from two different angle— one from a psychological perspective inside the
language, and the other from a sociological perspective outside the language, they do
not exclude each other, but are different aspects of the same subject- language. It
would be unthoughtful to deny that language is a psychological phenomenon, but
equally unwise to deny that it is a social phenomenon. Taking the two perspectives
together, we can gain a more wholesome understanding of the nature of language as
both inside knowledge and a behavior serving certain social functions. Without
language acquisition device in human mind, it would be impossible for human beings
to ever start acquiring language, not to say using language to serve certain purposes.
Meanwhile, leaving the social and functional aspect of language unconsidered, there
would be no reason for the existing of language. Everything in the world is connected
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with others, the same is true for language. Language could never be fully understood
leaving its social features aside.

Parole and Langue

As both SFG and TGG belong to modern linguistics, they all follow the basic
principles of modern linguistics proposed by Saussure and get new linguistic points
from previous linguists. Both of them pay attention to the distinction of LANGUE-
the linguistic competence of the speaker (sentence) and PAROL- the actual
phenomena or data of linguistics (utterance).

Following Saussure’s concepts of langue and parole, Chomsky introduces the
fundamental distinction of linguistic competence and performance in his aspects of
the Theory of Syntax (1965). In that book, he points out a language user’s underlying
knowledge about the system of rules is called his linguistic competence; while the
actual use of language in concrete situations of daily communication is named
performance. As TGG is primarily concerned with the internal knowledge of
language inside human mind, it focuses more on the linguistic competence rather than
performance which contains numerous false starts, deviations from rules and changes
of plan in expression, and so on. In Chomsky’s view, linguistic competence can
explain every single linguistic performance, as thus, it should always be the focus of
linguistic study.

In the meantime, Halliday (2001) distinguishes linguistic behavior potential
and actual linguistic behavior. He sees language as a three-level semiotic system,
consisting of a semantic system (what can be done), a lexico-grammatical system
(what is meant to be done) and a phonological system (what can be said) with the
higher-level systems embedded/realized in the lower level systems. Halliday points
out clearly that linguistics study should include both langue and parole. But he does
not use these two terms proposed by Saussure, instead he uses “can do” and “does”.
“Can do” refers to the meaning potential which provides various possibilities to
human beings for communication thorough language, while “does” refers to the
actual choices of the possibilities, that means, the choices of lexico-grammatical
system reflecting the chosen meaning potential. However, he also noticed that as “can
do” is what is hidden behind, we cannot observe it directly. The only way we can get
to know the linguistic potential (can do) of someone is through the observation of
his/her actual linguistic behavior (does). As thus, in SFG, more attention has been
paid to actual linguistic behavior, or linguistic performance in Chomsky’s term.

However, although in different terms, as pointed by all the three linguists:
Saussure, Chomsky and Halliday, all languages have an internal side and an external
side, to know a language, we should have the knowledge of both internal “linguistic
competence”/ “what one can do” and external “linguistic performance”/ “what one
does”. We can work from the external to shed light on the internal or vice versa, but
whatever the start point is, the ultimate goal of linguistics should be to gain a
knowledge of both aspects of language. So from this perspective, we may say that the
distinction between the focuses of SFG and TGG is a matter concerning the start
point, rather than a black and white contradiction. They are more like two roads
leading to the same destination, each with its own landscape.
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Syntax and pragmatics

Functional guidance of transformation

SFG has evolved in use and it has no existence apart from the practice of those
who use it. The social functions of language have occupied a crucial place in SFG.
According to Halliday, ‘language is because of the functions it has evolved to serve’
(1976, p. 26). SFL puts great emphasis on the different functions language serves in
the social communication of human beings. Halliday defines functional grammar as
essentially a natural grammar, in the sense that everything in it can be explained,
ultimately, by reference to how language is used. As SFG takes clause as the basic
unit of analysis, on the syntax level, all the transformational rules in TGG could be
explained with the functions it is to accomplish. Whenever and wherever there is
transformation, there is a reason behind, and the ultimate reason is the function it is to
serve.

To take the sentence John broke the vase” for example, it can be transformed
to the following sentences under the transformation rules:

1. John didn’t break the vase.

2. Did John break the vase?

3. The vase was broken by John.

4. The vase was broken.

5 ..

All the transformations are guided by the functions the deep structure “John
broke the vase.” This structure is called “kernel sentence” by Chomsky. In the first
example, the kernel sentence undergoes the transformation of negation. The function
it serves is to express the addresser’s attitude or belief in the topic under discussion.
In this way, it serves the interpersonal function. Example 2 is a case of interrogative
transformation, it serves the function of “demanding information” with the form of an
interrogation. It belongs to the interpersonal function and makes up the principle
speech role of question according to Halliday. The next sentence “The vase was
broken by John.” undergoes passive transformation from the kernel sentence. By
putting the object “the vase” in the beginning place of the sentence, the departure of
the information delivered by the sentence has changed accordingly from “John” to
“the vase”. It represents a different way of our perception of the world. So it serves
both ideational and textual functions. In the last example, the subject “John” is
omitted directly from the original kernel sentence. This is an optional transformation
In passive transformation. Nevertheless, it has its own functions to serve. By omitting
the actor (John) of the material process, this whole action seems to happen all by its
own, thus hiding the causal relationship between the actor and the process (break),
creating a mystifying effect. The vase seems to break all by itself. In this way, the
actor “John” is protected from his responsibility of breaking the vase.

From these examples, we can see that functions are served during the
transformation processes from the same deep structure to a variety of surface
structures, and even within every transformational step in every transformational
process, transformation is functionally directed. In the extended standard theories of
Chomsky, he also admits that any kind of transformations will certainly change the
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sentence meaning, and now completely puts semantic interpretation which is related
with the functions of language into the surface structure.

Linguistic function facilitation of transformational device

In the meantime, in order to serve some particular functions, particular forms
of language should be taken. We cannot use the same surface structure once and for
all the different functions we want to achieve. According to Chomsky (1965), the
deep structure specifies the basic meaning and categories of the sentence. In other
words, it is the skeleton of a sentence with all the information necessary to do three
things: to derive a well-formed sentence, to give it a phonological representation and
to give it a semantic interpretation. To express different meanings to serve various
functions, the same deep structure has to be transformed into a variety of surface
structures. As thus, the transformational devices facilitate the accomplishment of
functions language serves, and it is what makes the language creative and
functionable.

The ideational function, as it deals with the conveying of new information
through specific use of language to refer to categories of experiences in the world,
can only be achieved by the different uses of language (surface structures). And the
same world process can be expressed in different ways according to our different
understandings. For example, the material process “John broke the window” can be
reworded as “the window was broken by John” or just “the window was broken” if
the speaker does not know who broke it or chances may be that speaker does know
who broke the window but does not want to tell the others. Thus, our particular
perceptions of the world are tied up with particular expressions. And as for the
interpersonal function which deals with people’s attitudes, the same kernel sentence
“John broke the window” can be said as “perhaps John broke the window” or with
more confidence “It must be John who broke the window.” So we can see, in order to
achieve different degrees of confidence, to express different attitudes, we have to
apply different surface structures. And textually, as the textual function deals with
combining stretches of discourse into a coherent and unified text, to make a passage
coherent and sound natural, we have to make some transformations from the deep
structure. For example, to make the actual sentence “John ate some spaghetti, and
Mary some macaroni” work, first we have the deep structures “John ate some
spaghetti” and “Mary ate some macaroni”, then we have to add the conjunction “and”
to combine these two sentences together, then the combined sentence “John ate some
spaghetti and Mary ate some macaroni” undergoes the deletion rule — the second
“ate” is omitted to make the sentence sound more natural and coherent. This
combining and deleting transformations together facilitate the textual function of a
language.

In summary, we can see that transformation process from the same deep
structure to a variety of surface structures allows for the achievement of different
functions. It is the generative nature of these transformational rules that made it
possible to achieve the numerous functions we can fulfill with our language.

IMPLICATIONS FOR SECOND LANGUAGE ACQUISITION AND
TEACHING

Application of TGG

29
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Although Chomsky announces that his theory applies primarily to native
speakers but not to second language learners, there are several aspects of his theory
which is significant in second language acquisition and have been adopted by many
second language teachers and researchers.

TGG presents grammar as a linguistic knowledge capable of generating an
infinite number of sentences from a finite set of rules which is capable of generating
all and only the grammatically correct sequences of that language. From this point, to
know a language means to know the finite set of rules. This makes language learning
and teaching a much easier and more direct experience. For example, from the tree
diagram (Figure 1) of the sentence “sincerity may frighten the boy”, the structure of
this sentence is presented clearly. The following phrase structure rules are applied to
generate this sentence.

S
I
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NP Aux } E‘.
| | PNy
N M W NP

| o

! e
Sincerity may  frighten Det N

the  boy

Figure 1. Tree diagram for “sincerity
may frighten the boy”.

1) S— NP + Aux + VP
VP —- V + NP

NP — Det + N
NP —- N

Det — the

Aux - M

2) M — may
N — sincerity
N — boy
V— frighten

When we learn this sentence, we do not just know the surface expressions of
the sentence; instead, we learn the set of rules that could generate the sentence, so
that we can make other sentences with the same structure. For example, we know that
a sentence may consist of a noun phrase, an auxiliary verb and a verb phrase. Then
we may generate other sentences like “John may come”, “The bird can imitate what
people say” and so on. Then on the lower level, the verb phrase “frighten the boy” in
this sentence is formed by a verb and a noun phrase, following this rule, we may
generate an infinite number of verb phrases like “eat an apple”, “sing a song”, etc.
By the same token, the students can generate all the negative sentences by acquiring
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the negative transformation rule, and interrogative sentences and passive sentences,
so on and so forth. In this way, the students can acquire a language easily by
mastering a finite number of phrase structural rules and transformational rules.

Besides, the deep structure and surface structure may also help the students to
understand some ambiguous expressions. Take the sentence “the cat ate the mouse
with a fork” for example, the ambiguity of the sentence comes from the two deep
structures it is related with.

The cat ate Det N | NP
] A

the mouse with Det N
a fork

Figure 2. Tree diagram for “the cat ate the
mouse with a fork”.

In the first deep structure, the PP “with a fork™ is attached with the verb “ate”,
generating the meaning of “the cat ate with a fork”, while in the second deep
structure of the sentence, as can see the PP can also be attached to the noun phrase
“the mouse”, so it becomes “a mouse with a fork was eaten by the cat”. In this way,
TGG helps the students to understand particular sentences and allows the teachers to
explain clearly to their students wherever ambiguities occur.

Application of SFG

Unlike most theoretical linguistics, SFG makes no distinction between
linguistics and applied linguistics (Chen, 2008), always ready to apply their theory of
language use and meta-functions to educational practices. Via foregrounding the
social nature of language and viewing language in functional terms, SFG has been a
useful model in a pedagogically applied sense since its emergence. One basic
assumption of all these functionally oriented pedagogies is that the ultimate goal of
knowing a language is to communicate with others— language is a tool of
communication. If we want to interact in the world successfully, we must learn more
about the usage of a certain language instead of the rules of that language system
itself. The objective of language teaching is to generate successful language users and
not flawless grammarians.

Having said that, SFG is extremely useful in communicative approaches of
second language teaching where function is always considered as an important issue.
It leads directly to the development of notion/ function-based syllabuses (Chen,
2008). This approach was first proposed by Wilkins (1976) and van Ek (1975), two
famous linguists in U.K. and has received considerable attention since the 70s in 20th
century. In the fully notional model proposed by Wilkins (1976), there is great
emphasis on Halliday’s meaning potential which is the semantic system of a
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language, and thus he coins the term notional. The functional model proposed by van
Ek (1975) has much in common with Wilkins’ notional model, but it further takes in
Halliday’s concepts of meta-functions. Van EK’s focus of the functional model is on
what a learner can do with language rather than the meaning potential he has in
mind and intends to express. However, focusing on the communicative or functional
aspect of second language teaching and learning does not mean that SFG totally
ignores the rules of language or that the rules are not important in second language
teaching and learning, rather, it proposes that if we view the linguistic system as
closely related to our social needs and the functions that it serves, then we may begin
to make sense from the way it is organized. To know a language, we have to know
both the grammatical organization of the language itself, and how to use language
appropriately in practical interactions with people around us.

From the above discussion, it can be seen that SFG and TGG are not mutually
exclusive. On the surface, these two approaches seem to be opposed to each other.
They have different views towards the nature of language; they propose different
emphasis on research, and they have totally different analytical frameworks.
Nevertheless, based on the above analysis, we may see that each of them has a
considerable amount of truth on its own side. Instead of being completely
contradictory and mutually exclusive, SFG and TGG supplement each other and
together present us a more holistic picture of language with their own strengths and
weaknesses. They offer us a multi-angle view towards the nature of language. While
it would unwise to deny that language is a psychological phenomenon, it would be
equally senseless to deny that it is a social phenomenon. On the syntax level, the
different theories of SFG and TGG can be used to elaborate each other. Although,
their research focuses are different with one on linguistic competence and the other
linguistic performance, this is more a difference of starting points which gradually
lead to the same destination, as both of them admit and accept the two aspects
(competence and performance) of language and acknowledge their importance.
Linguistic knowledge that should be a combination of the two. In the field of second
language teaching and acquisition, each of the two approaches has its own
advantages. To be a competent language user, one should be able to speak that
language in a correct way and in an appropriate manner.

(after 2017 Rong Xiao “Combining transformative generative grammar and systemic

functional grammar: Linguistic competence, syntax and second language
acquisition”, 2017)
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CHAPTER TWO
APPLIED LINGUISTICS
PART ONE: THEORETICAL ASPECTS
WHAT IS APPLIED LINGUISTICS?

The application of the concepts and methods of linguistics to any of various
practical problems involving language. The term applied linguistics is most often
encountered in connection with foreign language teaching. But linguistics has also
proved useful in a variety of other practical domains, such as mother-tongue teaching,
lexicography, translation, the teaching of reading, forensic linguistics, and the
diagnosis and treatment of language disability. Today all these are understood as for
main part of applied linguistics, such that the term is used by many simply in contrast
with theoretical linguistics to emphasize its practical, fieldwork-based, data-driven
and empirical nature.

Applied linguistics is an interdisciplinary field of study that identifies,
investigates, and offers solutions to language-related real-life problems.

Major branches of applied linguistics include bilingualism and multilingualism,
computer-mediated communication (CMC), conversation analysis, contrastive
linguistics, language assessment, literacies, discourse analysis, language pedagogy,
second language acquisition, lexicography, language planning and policies,
pragmatics, forensic linguistics, and translation.

Applied linguistics is the academic field which connects knowledge about
language to decision-making in the real world. Generally speaking, the role of
applied linguists is to make insights drawn from areas of language study relevant to
such decision-making. In this sense applied linguistics mediates between theory and
practice.

The origins of applied linguistics lie in the mid-twentieth century effort to give
an academic underpinning to the study of language teaching and learning. Until at
least the 1980s applied linguistics was most closely associated with the problems and

puzzles surrounding language pedagogy, learning and acquisition. This focus is still
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prominent for many: it remains the most active area of applied linguistic enquiry,
though the time is past when it could be considered the sole motivation for the field.
Applied linguistics concerns range from the well-established ones of language
learning, teaching, testing and teacher education, to matters as disparate as language
and the law, the language of institutions, medical communication, media discourse,
translation and interpreting, and language planning.

Applied linguistics engages with contemporary social questions of culture,
ethnicity, gender, identity, ageing, and migration. Applied linguists adopt
perspectives on language in use spanning critical discourse analysis, linguistic
ethnography, sociocultural theories, literacy, stylistics and sociolinguistics. And
applied linguistics draws upon descriptions of language from traditions such as
cognitive linguistics, corpus linguistics, generative linguistics and systemic functional
linguistics, among others.

Though this is an applied field and an interdisciplinary one, it is not
fragmented. The distinctive identity of contemporary applied linguistics can be
characterized both in conceptual terms and in terms of its scope and coverage (The
handbook of applied linguistics).

Unlike some branches of theoretical linguistics which are concerned with
language as an abstract object, applied linguistics must take into consideration not
only the nature of language but the nature of the particular world in which language is
used, the beliefs, social institutions, and culture of its users, and how these influence
language use. Ideally, the job of an applied linguist is to diagnose a problem in real-
world language use, bring the insights of linguistics to bear on the problem, and
suggest solutions. An applied linguist, for example, might be called upon to
recommend clinical treatment of a language impairment, design an educational
program for immigrant children, or advise a school district on language policy.
Because the questions addressed by applied linguistics deal with language use in the
full richness of its context, applied linguists work closely with professionals in other

disciplines such as psychology, sociology, anthropology, and education.
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Although applied linguistics is “problem-based,” much work in applied
linguistics has not reached a stage where specific solutions to problems can be
suggested in particular settings. Rather, much research is conducted at the first stage,
namely, accurately describing the use of language in particular settings or by
particular participants.

The field now includes work in the general areas of cross-cultural pragmatics,
psycholinguistics, language acquisition and socialization, language for specific
purposes, literacy, language policy and planning, sociolinguistics, discourse analysis,
rhetoric and stylistics, and translation and interpretation. These areas are in addition
to the more traditional areas of concern: second language pedagogy, assessment,
second language acquisition, bilingualism, and bilingual education. In other words,
the questions that applied linguistics seeks to answer range over a multitude of

disciplines and real-world settings.

DISCOURSE ANALYSIS

Discourse analysis is a subfield of linguistics, it is also appropriate to say that
discourse analysis goes beyond linguistics as it has been understood in the past. For
as | have discussed above, discourse analysts research various aspects of language not
as an end in itself, but as a means to explore ways in which language forms are
shaped by and shape the contexts of their use. Further, discourse analysis draws upon
(and is practiced by scholars in) not only linguistics (especially functional
linguistics), but also anthropology, sociology, psychology, philosophy, cognitive
science, and other disciplines in the humanities and social sciences concerned with
human communication. Discourse analysis is a wonderfully creative enterprise. It is
also a disciplined enterprise. It is creative in the sense that one can, for instance,
combine interests in conversation analysis, grammar, storytelling, institutional
discourse and gender by investigating how gender is reflected and recreated through
specific speech exchange systems and specific grammatical processes in
conversational storytelling at workplaces. It is disciplined in the sense that not all

approaches to discourse are equally defensible against all sources of doubt and that
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one needs to determine what constitutes the nature of the research question and to
choose which set of theoretical and methodological constraints to abide by. Discourse
analysis promotes a view of language which says that language use is not only
reflective of other aspects of our lives but is also constitutive of them. In this sense, it
revitalizes, advances, and systematizes functional and anthropological oriented
schools of linguistics, thus creating a healthy balance with autonomist linguistics. As
it draws insights from various disciplines, it also contributes to interfacing linguistics
with other domains of inquiries, such that for example we might now investigate the
construction of culture through conversation or program computers to generate
interactive texts based on our understanding of the rules and principles of human
interaction. Finally, discourse analysis brings to linguistics and related disciplines a
human dimension. It focusses on language as it is used by real people with real

intentions, emotions, and purposes (after Hanbook of Linguistics, 2003)

CORPORA LINGUISTICS

Languages and linguistics also cannot help exploiting this tool for storing,
processing, exploring language material and linguistic matters. So, within applied
linguistics some variations of databases can be found as means of language studies:
term banks and language corpora. Databases are now widely used in and for various
spheres of human life: science (informatics, mathematics, etc), everyday activities
(shopping), industry, communication (social nets) and so on.

The essence of the corpus

A corpus (pl. corpora) is a large collection of written or spoken language (a
store of used language) that is used for studying the language.

Corpus linguistics is the study of language as expressed in samples (corpora)
or "real world" text. It “shows” how language works and how knowledge about
language can be applied in certain real-life contexts.

Originally done by hand, corpora are now largely derived by a computer
automated process. The improved accessibility of computers has changed corpus

study from a subject for specialists only to something that is open to all.

36



The aim of corpora investigation is to introduce students to corpus applications
in their studies of language: theory, teaching, translation, lexicography, forensic
linguistics, etc.

There are two major directions of corpora studies:

* the effect of corpus studies upon theories of language and how languages
should be described. Corpora allow researches not only to count categories in
traditional approaches to language but also to observe categories and phenomena that
have not been noticed before.

* the critical approach to the methods used in investigating corpora, and a
comparison between them. It is important to be aware of the possible pitfalls in their
production.

The ways of processing data from a corpus

The corpus is not a library or an electronic archive. A corpus is planned and
designed for some linguistic purpose that is other than to preserve the texts
themselves; it is stored to be studied non-linearly, both quantitatively and
qualitatively.

Corpus access software can re-arrange that store so that observations of various
kinds can be made. A corpus does not contain new information about language, but
the software offers us a new perspective on the familiar. Most readily available
software packages process data from a corpus in three ways:

frequency, phraseology, and collocation.

Frequency

The words in a corpus can be arranged in order of their frequency in that
corpus. Frequency lists from corpora can be useful for identifying possible
differences between the corpora that can then be studied in more detail; or the
frequency of given words, compared across corpora.

Phraseology

Most people access a corpus through a concordancing program. Concordance

lines bring together many instances of use of a word or phrase, allowing the user to
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observe regularities in use that tend to remain unobserved when the same words or

phrases are met in their normal contexts.

Collocation

The data in corpora can be manipulated in the calculation of collocation.

Collocation is the statistical tendency of words to co-occur

The applications of corpora

Corpora nowadays have a diverse range of uses:

*

*

for language teaching;

individual exploring allowing to observe nuances of usage and to make

comparisons between languages;

translators use comparable corpora to compare the use of apparent

translation equivalents in two languages;

general corpora can be used to establish norms of frequency and usage

against which individual texts can be measured (stylistics, clinical and

forensic linguistics);

for investigation cultural attitudes expressed through language.

Types of corpora

The type of a corpus depends on its purpose. Here are some commonly used

types:

%

k

Specialised corpus

General corpus

Comparable corpora

Parallel corpora

Learner corpus

Pedagogic corpus

Historical or diachronic corpus

Monitor corpus

http://www.natcorp.ox.ac.uk/  British national corpus
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http://www.natcorp.ox.ac.uk/

http://www.anc.org/  American NC

http://www.americancorpus.orqg/

http://corpus.byu.edu/

http://www.ruscorpora.ru/en/ Russian NC

http://ice-corpora.net/ice/index.htm International English C
http://www.ling.helsinki.fi/uhlcs/readme-all/lREADME-turkic-lgs.html

Computer Corpora of Turkic languages

http://www.collinslanguage.com/wordbanks/

TRANSLATION AND CORPORA

Translation is an increasingly important application of corpora, partly because
of the needs of institutions, for whom translation is crucial, to improve and automate
the process. Research into corpora and translation tends to focus on two areas:
practical and theoretical.

In practical terms, the question is:

What software can be developed that will enable a translator to exploit corpora
as an aid in the day-to-day business of translation?

In theoretical terms, the question is:

What does a corpus consisting of translated texts indicate about the process of
translation itself?

Because corpora can be used to raise awareness about language in general, they
are extremely useful in training translators and in pointing up potential problems for
translation. E.g. unusual collocations exploited by writers and where this poses a
problem for translators rendering the texts into target language (Kenny 2000).

E.g. many documents from EU are produced in several languages
simultaneously. It is possible to align these documents so that sentences can be
extracted that include a word a phrase in one language and its equivalent in one or

more other languages.
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A translator using corpora and software such as this can see at a glance what
possible translations are available for a given word or phrase. Corpora used in this
way often comprise original texts and their translations.

E.g A multilingual concordancing program MULTICONC. This program has
been developed as part of an EU-funded project which has also collected a
multiligual parallel corpus.

Corpora can be used to identify what terms are used in a particular discipline in
a given language and can therefore improve the dictionaries available to translators.

They might also help in developing machine translation (a single word may be
translated differently depending on the context). A corpus approach that identifies
phrases rather than individual words can help to make machine translation more
accurate.

So, corpora can provide not only evidence for how words are used and what
translations for a given word or phrase are possible, they also provide an insight into

the process and nature of translation itself.

TERM BANKS

Technological development in the second half of the 20th century also resulted
in the more important innovations in the field of terminology. At that time, data
banks first appeared, and the initial approaches were made to standardise terminology
within a language.

Moreover, the spread of personal computers brought about a major change in
the conditions for processing terminological data.

Terminological data bank, or term bank broadly applies to any system, which
stores specialised vocabulary in electronic form.

EURODICAUTOM, TERMIUM

? Answer the questions and comment on the following:
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. What is applied linguistics?

. Is language teaching the only field of study in applied linguistics?

1

2

3. Give the branches of linguistics.

4. What other aspects of contemporary life is applied linguistics related to?
5

. Is it true to say that applied linguistics is fragmented due to its interdisciplinary
character?
6. What other scientific branches is applied linguistics interrelated with?
7. 1s applied linguistics more practical than theoretical discipline?
8. What is discourse analysis?
9. What does corpora linguistics study?
10. What aspects of the relation translation and corpora is it necessary to
emphasise?
11. What is a term bank?

PART TWO: PRACTICAL TASKS

Task One. Analyse the following:

Despite its name, applied linguistics draws its inspiration not only from
linguistic theory but from theories that have been developed in other fields, such as
psychology, sociology, or anthropology. But these theories are not blueprints for
explaining the practice and then proffering recommendations for solving problems in
the real world, or even for predicting the success of certain practices over others. Like
any research on complex systems, the goal of applied linguistic research is twofold:
(i) to observe, explain, analyze, and interpret the practice and to communicate the
results of its research to practitioners; (ii) to reflect on both the practitioner’s and the
researcher’s practice and to develop a theory of the practice that is commensurate
with its object of study.

A number of applied linguists have offered, in recent years, elements of an
applied linguistic theory of language practice. For example, scholars from the
Vygotskian school of sociocultural psychology have focused on the activity as the
unit of analysis in SLA (Lantolf 2000; Lantolf and Thorne 2006), Pennycook’s
Language as Local Practice (2010) has shown how language emerges from the
activities it performs on the level of the local or particular, even though the particular
1s always defined in relation to the universal. Widdowson’s Practical Stylistics (1992)
has offered the opportunity to explore what theoretical insights the practice of
stylistics can yield for both the researcher and the practitioner. Conversation analysts
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such as Kasper (2001), Markee (2004), or Gardner and Wagner (2004) have
examined what an analysis of conversational practice can contribute to SLA theory.
The contributors to Kramsch (2002) have sought to construct a phenomenology of
language learning practices that richly added to Larsen-Freeman and Cameron’s
complexity theory of SLA (Larsen-Freeman and Cameron 2008). And in the
professional field, Chris Candlin and Srikant Sarangi have renamed their journal
Journal of Applied Linguistics and Professional Practice to under

(after Claire Kramsch “Applied Linguistics: A Theory of the Practice”, 2015)

Key words and phrases

Task Two. Read and analyse the given extract and render the information in
English:

B nacTtosimee BpeMsi NOHSATHE MPUKIAJIHOW JIMHTBUCTUKHM MHOTO3HAYHO U
JIOBOJIBHO amop¢HO. MHOT/1a OHATHS MPHUKIATHON M KOMIIBIOTEPHOU JIMHTBUCTUKH
CUMTAIOTCA CHUHOHUMHUYECKHMH, B HEKOTOPBIX CHUTYalUSAX NPHUKIAJHOW CUYUTAECTCS
nepeBoaUecKast eaTeabHOCTh. OTHAKO COBPEMEHHBIA 00BEM MOHITHUS «IIPUKIIATHAS
JIMHTBUCTHUKA)» 3HAYUTEIIBHO PACILIUPUIICS.

Bo-nepBbix, cienyer 3aMeTHTh, YTO COBPEMEHHOE€ S3bIKO3HAHHME MOXHO
MOAPa3ICIINUTh:

- Ha TeopeTHYecKoe SI3bIKO3HAHUE, KOTOPOE
M3y4aeT A3bIK KaK CHUCTEMY, SI3BIKOBBIE €IWHHIIBI WM OTHOLICHUS MEXIY HHUMHU,
MpaBWjia UX COYETAHUS, TPAMMATHYECKUE, JIEKCUKOCEMAHTUYECKUE KATETOPUU U T.
IL.;

- NMPAKTH4YeCKOe SI3bIKO3HAHUE, KOTOPOE H3y4aeT KOHKPETHBIE SI3BIKH C
LETIBI0 UX UCTIONB30BaHUS KaK CPEJICTBA OOIICHHUS;

- MNPUKJIAJHAS JIMHIBUCTHKA (IIPUKIAIHOE SA3BIKO3HAHUE), KOTOpas
3aHUMAaeTCs pa3pabdOTKON U MPUKIIAbIBAHUEM JTUHIBUCTUYECKUX JAaHHBIX U 3HAHUH K
MPAKTUYECKUM MOTPEOHOCTSAM YEJIOBEYECKOro 00I1IeCTBa.
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Bo-BTOpBIX, 1MOJ TMOHATHEM «MPUKIaJHAS JTUHTBUCTUKA» MOHHMAIOT TaKOE
HaIpaBJICHUE S3BIKOBEAYECKOM HAyKH, KOTOpPOE pa3padaThiBa€T U OCYIIECTBISET
MPAaKTUYECKOE JIMHIBUCTHUECKOE OOECleueHue s  pa3HOooOpa3HbBIX  cdep
MPOU3BOJICTBA, HAYKHU, KYJIbTYphl U Jp. Takum oOpa3om, MonpoOyeM OMpeAciIHTh
COBPEMEHHYIO NPHUKJIAJHYI0 JIMHTBHUCTHKY KaK COBOKYIIHOCTb  MHOTHX
S3bIKOBETUECKUX HAyK, JaHHBIE KOTOPBIX UCHOAL3YIOM PA3IUYHBIE OTpaciu
YEJI0BEUYECKOM JESATEIbHOCTH.

IIpeamer uccje0BAHMH NPUKJIAJHOH JUMHIBUCTHKHM JIEKUT HA TPAHULE
SI3bIKa U PA3IMYHBIX OTpaciield MPOU3BOJCTBA, HAYKU, TEXHUKHU, KYJIbTYPbl, KOTOPHIC
MOJIB3YIOTCSI JIMHTBUCTUYECKUMU JaHHBIMU W 3HAHUSMH B CBOEH JEATEIHHOCTH.
OCHOBHBIMHU HANIPABJIEHUSIMU NMPHUKJIATHONW JUHIBUCTHKM CETOJHS CUUTAIOTCS:
1) coyuonuneeucmuka 2) ncuxorunesucmurxa 3) KOMMYHUKAMUBHAsL TuHesucmuxa 4)
KOZHUMUBHASL TUHSBUCMUKA D) anmponoauneeucmuxa 6) nuneeokynvmyporocus 1)
CMPYKMYPHASL U MAMEMAMUYECKAs] TUHSBUCTIUKA: 8) KOMIbIOMePHAsl TUHSBUCTIUKA'
9) mepmunosedenue u mepmunoepagus nexcuxoepagus 11) npenooasanue s3v1k06
12) nepesooosedenue 13) sazvikoeas koouguxayus. 14) meopus nucema:. 15)
obpabomka mexcmosou ungopmayuu 16) unmeprunceucmuxa [16].

Ocob60 crnexyer OTMETHTh OJHO U3 TJIABHBIX HAMpPABICHUN MPUKIATHOM
JUHTBUCTHKN — JieKCHKorpaguio. DTo Hayka, UCKYCCTBO U TpaKTHKa CO3JaHUs,
U3YUYEHUS U UCTIOJIB30BaHUs ciioBapel. JIekcukorpadus cucteMaTu3upyeT 1 BOUpaeT
B ceOs Bcé uenmoBedeckoe 3HaHWe. Kak ydyeOHas NUCUMIUIMHA HayKa O CJIOBapsxX
HeoOX0/IMMa He TOJIbKO (pritosoram, HO U CIENMATUCTAM APYTHX OTpacieil 3HaHUM.
Kaxxnpiii yenoBek MODKEH HAyYUThCA OPUEHTHUPOBATHCS B MOpEe HMH(POpPMAIINH,
KOTOpasi, Kak TMpaBuiio, coOpaHa M OINpeAeNEHHBIM 00pa3oM OpraHu30BaHa B
CJIOBapHBIX MPOMU3BEAECHUAX. MaTeMaTuK, XUMHK, TEXHUUECKUA WJIM TYMAaHUTApHBIHI
CHEIUANKMCTBI 00s13aHbI 3HATh, IJI€ U KaKyl0 MHPOpPMAIMIO OHU MOTYT HaWTH, a 3TU
CBEJICHUSI MOXKET NPEIOCTaBUTh, MPEXKIE BCETO, Takas 0a3a PHIMKIONEIUYECKUX U
JUHTBUCTHYECKUX JAaHHBIX Kak cloBapb. [J1aBHasi meiab CHeNHAJIBHOCTH
«[IpuknagHasi  JUHTBHCTHKA» —  cOOpPMHUpPOBATH  MEXKIUCIUTUIMHAPHOTO
CHeIUaNINCTa Ha TPaHU HAYK — S3BIKO3HAHHS W JPYruX WHGOPMAIMOHHBIX,
TEXHUYECKUX, TMPOU3BOACTBEHHBIX  OTpacieil  YeJIOBEYECKOHM  JIESITEIIbHOCTH.
Onpenenénnoe MwuHUCTEPCTBOM 00pa3oBaHUs W HAyKW YKpauWHbI HampaBlCHUE
MOATOTOBKHU MPUKIAIHBIX JUHIBUCTOB — «DUIIONOTUA» — NOAUYEPKUBAET U TpeOyeT
OT TEXHHUYECKMX BY30B HAIPABICHHOCTH HA TyMaHUTApHYIO COCTaBIISIIOUIYIO
TEXHUYECKOro oOpa3zoBanus. byayuiee NpPUKIAJHOM JHHIBUCTUKH BHUIUTCS B
rapMOHM3allMM BCEX TIEPEUMCICHHBIX HAMNpaBI€HUH W B MOATOTOBKE NIMPOKO
00pa30BaHHBIX CIEIUATUCTOB MO COOTBETCTBYIOIIUM JTUHTBUCTHYECKUM U HAYYHO-
TEXHUYECKUM  JUCUHUILIMHAM. Pa3paboTtka ®  WCHONB30BaHWE  HOBBIX
WHOOPMAITMOHHBIX  TEXHOJOTUHA TaKKe HEBO3MOXHBI CerogHs 0Oe3 yuéra
WHTEJUIEKTYaJIbHBIX KOMIIOHEHTOB, 0€3 00€CTeueHns UX CUCTEMaMH, padOTaAIOIMUMHK
C €CTECTBEHHBIMU S3bIKAMU. ITO OOYCIOBIMBAET WCCICIOBAHUS MEXaHU3MOB
€CTECTBEHHOr'0 $3bIKa, YTO, B CBOIO ouepeib, TpeOyeT pa3paOOTKH COBPEMEHHBIX
MaTeMaTH4eCKUX METOJO0B (POPMaJIbHOTO OMNHCaHUsl TeKCToBOW MH(opmanuu. Bee
HapOJHOXO3SMCTBEHHbIE OTPACJIM, CBSI3AHHBIE ¢ MHPOPMATUKON M KOMIIBIOTEPHOI
TEXHUKOM, TpeOYIOT JTUHIBUCTUYECKOrO0 OOecreueHus UHPOPMAIMOHHBIX CUCTEM, a
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rocyJapcTBO, CO CBOEH CTOPOHBI, — HaJIW4YWE CHEUUATUCTOB (MPUKIATHBIX
JUHTBUCTOB), KOTOpbIC BIAJCIOT 3HAHUSAMH COBPEMEHHBIX HWH(OPMAIMOHHBIX
TEXHOJIOTUH U BBICOKOM S3BIKOBEIUECKON KBaNMH(pUKaIUEH.

(after B. B. /[youuuncxuii « OchogHble HanpasieHus NPUKIAOHOU TUHSBUCUKU 8
yuebrnom npoyeccey, 2015)
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CHAPTER THREE
SOCIOLINGUISTICS
PART ONE: THEORETICAL ASPECTS
WHAT IS SOCIOLINGUISTICS?

The term sociolinguistics is used generally for the study of the relationship
between language and society. This is a broad area of investigation that developed
through the interaction of linguistics with a number of other academic disciplines. It
has strong connections with anthropology through the study of language and culture,
and with sociology through the investigation of the role language plays in the
organization of social groups and institutions. It is also tied to social psychology,
particularly with regard to how attitudes and perceptions are expressed and how in-
group and out-group behaviours are identified. We use all these connections when we
try to analyze language from a social perspective.

Dealing, as it does, with language use in social contexts, research in the area of
sociolinguistics concerns itself primarily with how language is actually used by
speakers: how it varies, how it changes, how meaning is signalled and interpreted in
social interaction. As such, as well as allowing a better understanding of the structure
of language and of the structure of society, sociolinguistic findings also have
immediate and significant applied value. Surveys which document the facts of
linguistic variation over geographical space, and studies which describe structured
variation in the speech of a socially stratified sample of speakers provide much-
needed knowledge and points of reference for all manner of people who are
responsible for taking language-related decisions in the real world.

By providing a level of understanding of how language is used to signal who
we are and how we fit into the world, sociolinguistic research is immediately relevant
to questions involving language users in real world contexts. Indeed, it could be
argued that sociolinguists have a particular responsibility to take an ethically involved
position and to use the knowledge they gain to influence the direction of government

language policies, educational practices and so on (see, for example, Wolfram 1998).
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Variation in language use, which is inherent and ubiquitous, is centrally
important in sociolinguistics. The structured variability in language, which is
systematic and socially conditioned, is not dismissed as free or random, nor (being
difficult to model elegantly) of little consequence to mainstream linguistic theory.
Analysis of this structured variation, and of the linguistic and social constraints on fit,
allow us to better understand how and why language changes. And knowledge of
how and why language varies across time, space, place, topic, audience, style and so
on is of direct benefit to those who make language-related decisions.

Studying linguistics we may focus on the fact that not everyone in a single
geographical area speaks in the same way in every situation using the same language.
We recognize that certain uses of language are more likely to be found in the speech
of some individuals in society and not others. We are also aware of the fact that
people who live in the same region, but who differ in terms of education and
economic status, often speak in quite different ways. Indeed, these differences may be
used, implicitly or explicitly, as indications of membership in different social groups
or speech communities.

A speech community is a group of people who share a set of norms and
expectations regarding the use of language. The study of the linguistic features that
have social relevance for participants in those speech communities is called
“sociolinguistics”.

Whereas the traditional study of regional dialects tended to concentrate on the
speech of people in rural areas, the study of social dialects (sociolect) has been
mainly concerned with speakers in towns and cities. In the social study of dialect, it is
social class that is mainly used to define groups of speakers as having some thing in
common (middle class, working class, working class speech, upper middle class
speech, etc). As in all dialect studies, only certain features of language use are treated
as relevant in the analysis of social dialects. These features are pronunciations, words
or structures that are regularly used in one form by one class speakers and in another

form by another class speakers. The examples of language use that might be
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characteristic of a social dialect, we treat class as the social variable and the
pronunciation or word as the linguistic variable.

Although the unique circumstances of every life result in each of us having an
individual way of speaking, a personal dialect or idiolect, we generally tend to sound
like others with whom we share similar educational backgrounds and/or occupations.
A social marker is the feature occurring frequently in your speech (or not) and
marking you as a member of a particular social group, whether you realize it or no t.

Speech style is considered as a social feature of language use. The most basic
distinction in speech style is between formal uses and informal uses. A change from
one to the other by an individual is called style-shifting. When a speech style is used
to emphasize social distance between speakers, the process is called divergence. We
can make our speech style diverge from another’s by using forms that are distinctly

different.

SOCIOLINGUISTICS: LANGUAGE AND GENDER

It is seldom the case that class is the only sociological factor involved in
language variation. There is a strong case for considering gender to be an equally
significant (or more significant) factor. In Fischer’s study in New England, girls were
found to use more of the standard variant (-ing) than boys.

Although the biological distinction (“male, female”) underlies the social
distinctions (“father, mother”), there is a great deal about the social roles of
individuals as men or women that is unrelated to biology. It is in the sense of social
gender, through the process of learning how to become a “boy” or a “girl ,” that we
inherit a gendered culture. Becoming a social gender also involves becoming familiar
with gendered language use.

In Sidamo, spoken in Ethiopia, there are some words used only by men and
some used only by women, so that the translation of “milk” would be ado by a man,
but gurda by a woman. Many Native American languages , such as Gros Ventre (in
Montana) and Koasati (in Louisiana), are reported to have had different versions used

by men and women. In Japanese, when referring to them selves (“I”’), men have
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traditionally used boku and women watashi or atashi. In Portuguese, saying “thank
you” is obrigado if you’re a man and obrigada if you’re a woman.

There are other examples, used to talk about men and women, which seem to
imply that the words for men are “normal” and the words for women are “special
additions.” Pairs such as hero — heroine or actor— actress illustrate the derivation of
terms for the woman’s role from the man’s. Marking this type of difference through
gendered words has decreased in contemporary English: firemen and policemen have
become fire-fighters and police officers, but there is still a strong tendency to treat
forms for the man (his) as the normal means of reference when speaking generally:
Each student is required to buy his own dictionary. How ever, alternatives that
include both genders (his or her), or avoid gendered usage (their) are becoming more
common. Other terms, such as career woman and working mother (rarely ‘“career
man” or “working father”) continue the pattern of special terms for women, not men .

Yet, within each social class, there is substantial variation according to gender.
Generally speaking, whenever there is a higher- versus lower-prestige variable (e.g.
talking/talkin’ or I saw it/I seen it ), women are more likely to use the higher-prestige
forms.

In general, men have longer vocal tracts, larger larynxes and thicker vocal folds
than women. The result is that men typically speak in a lower pitch range (80 —200
Herz) than women (120— 400 Herz). The term pitch is used to describe the effect of
vibration in the vocal folds, with slower vibration making voices sound lower and
rapid vibration making voices sound higher. Although “normal speaking” takes place
with substantial overlap in the pitch ranges of men and women, there is a tendency to
exaggerate the differences in many context s in order to sound more “like a ma n” or
more “like a woman.”

Among women speaking contemporary American English, there is also
generally more use of pitch movement, that is, more rising and falling intonation. The
use of rising intonation (1) at the end of statements (/¢ happened near San Diego 1 ,in
southern California 1), the more frequent use of hedges ( sort of , kind of ) and tag

questions (It’s kind of cold in here, isn’t it? ) have all been identified as characteristic
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of women’s speech. These features of women’s speech all seem to be ways of
inviting agreement with an idea rather than asserting it. Men tend to use more
assertive forms and “strong” language (/t’s too damn cold in here!). Other researchers
have pointed to a preference among women, in same-gender groups, for indirect
speech acts (Cou Id | see that photo?) rather than the direct speech acts (Gimme that
photo) heard more often from men in same-gender groups.

It is important to pay attention to the concept of “same-gender” talk in
describing features in the speech of men and women because much of our
socialization takes place in such groups. By the time we are three years old, we have
established a preference for talking to same-gender others. By the age of five, boys
are actively excluding girls from their activities and commenting negatively on other
boys who associate with girls. Throughout childhood, boys socialize in larger groups,
often in competitive activities, establishing and maintaining hierarchical relationships
(I’m Spiderman and you have to follow me). Girls socialize in smaller groups, more
often in cooperative activities, establishing reciprocal relationships and exchanging
roles (You can be the doctor now and I’1l be ill). In many societies, this same-gender
socialization is reinforced through separate educational experiences, creating young
men and women who may interact with each other only rarely outside family settings.
Not surprisingly, there are differences in the way each gender approaches interaction
with the other.

LANGUAGE CHOICE IN BILINGUAL COMMUNITIES

Many studies of language use in bilingual communities have been concerned
with the habitual language choices made by speakers.

The term ‘habitual’ is important. In many cases, speakers could, in principle,
use any of their languages in interaction with others, but in practice certain languages
tend to be associated with certain contexts (with certain settings, topics, groups of
interlocutors, and so on).

In an early paper on language variation in bilingual settings, Joshua Fishman

argued that, in cases of stable bilingualism, ““Proper” usage dictates that only one of
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the theoretically coavailable languages or varieties will be chosen by particular
classes of interlocutors on particular kinds of occasions to discuss particular kinds of
topics’ (Fishman 1972).

‘Proper’ usage seems to refer to the usage that would be expected in particular
contexts.

While some aspects of Fishman’s claims have been criticised (for instance, the
association between just one language and one domain does not hold in some
communities), several researchers have, like Fishman, been concerned to establish
patterns of language use at a general (societal or community) level. Such research has
often relied on large-scale surveys investigating speakers’ reports of their language
use.

Examples of domains could include the family, education, employment,
friendship, government administration.

Evidence from urban communities in Africa suggests that patterns of language
choice vary according to speakers’ social backgrounds and the types of interaction in
which they engage.

Most urban Kenyans use their mother tongues at home or with others in the
community from their own ethnic group.

The mother tongue is important as a means of maintaining ethnic identity and
in securing certain material advantages — for example, help from other members of
the group in obtaining employment or other benefits.

People at the top of the socioeconomic scale also use some English at home,
particularly with their children to help them to do better at school. In Nairobi,
speakers sometimes switch between their mother tongue, Swahili and English. This is
particularly prevalent among children and young people, and a slang variety called
Sheng has grown up in certain areas — a mix between Swahili and English.

At work, speakers may use their mother tongue with people from the same
ethnic group, or Swahili with people from other groups.

English is used particularly in white-collar occupations. It may be used when

communicating with superiors as an indicator of education and authority.
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Relationships between languages in bilingual communities may be relatively
stable, but they may also change. A variety of social changes (migration, invasion
and conquest, industrialisation) have been associated with a process termed language
shift, in which the functions carried out by one language are taken over by another.

Sometimes this shift threatens the viability of a language, and may even result
in language death, as has been the case for some American Indian languages and

some Aboriginal languages in Australia.

i

? Answer the questions and comment on the following:

What does the term “sociolinguistics” mean’?
How are the structure of language and the structure of society interrelated?
What questions are relevant in sociolinguistic studies?

What is speech community?

ok~ w0 Ddp e

What is sociolect? How are the terms “sociolect”, “LSP”, sublanguage”
interconnected?

6. What are sociable variable and linguistic variable?

7. What is idiolect?

8. What is social marker?

9. What are speech style, style shifting and divergence?

10. Explain gender as a significant factor for language variation study.

11. What are the relationships between languages in bilingual communities?

&
PART TWO: PRACTICAL TASKS
Task One. Analyse the following:

1) How does “micro-sociolinguistics” differ from “macro-sociolinguistics”?

Key words and phrases:
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2) In the study of social dialects, what is “the observer’s paradox” and how can it be
overcome?

Key words and phrases:

3) What is the difference between style-shifting and code-switching?

Key words and phrases:

4) What is the origin of the term “Ebonics” and how has its meaning changed?

Key words and phrases:

(after V. Evans and M.Green, Cognitive Linguistics. An Introduction, 2006)
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Task Two. Do the following:

1) Variation in language use according to social status is evident in those languages
that have a system of honorifics. What are honorifics and in which languages are they
most commonly used? Using what you discover about honorifics, try to decide which
speaker (A or B, C or D) in the following dialogues has superior status within the
business organization in which they both work:

A: Konban nomi ni ikoo ka (tonight drink to go question)

B: Ee, iki-masyoo (yes, go-honorific)

C: Konban nomi ni iki-masyoo ka (tonight drink to go-honorific question)

D: Un, ikoo (yes, let’s go)

Key words and phrases:

2) According to Fought (2003), Chicano English is spoken in the southwestern region
of the USA (from Texas to California), mainly by individuals of Mexican American
heritage. Consider the following statements about Chicano English and try to decide
whether you agree or disagree with them, providing a reason in each case for your
decision.

1 Chicano English is a dialect of American English.

2 Chicano English is another term for “Spanglish.”

3 Chicano English is simply ungrammatical or “broken” English, as exemplified by
sentences such as Everybody knew the Cowboys was gonna win again and She don’t
know Brenda.

4 Chicano English is the second language learner’s English of people from countries
where Spanish is spoken.

5 There are no native speakers of Chicano English.

Key words and phrases:
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(after V. Evans and M.Green, Cognitive Linguistics. An Introduction, 2006)
Task Three. Discuss the following:

I According to Brown and Attardo (2005): If children move to an area before the age
of nine, they are able to “pick up” the local dialect, which their parents do not. Do
you think this statement is true of both regional dialect and social dialect? When and
how do you think people develop their social dialects? (For background reading, see
chapter 6 of Brown and Attardo, 2005.)

Key words and phrases:

Il From a linguistic point of view, there are no good or bad varieties of a language.
However, there is a social process called “language subordination” whereby some
varieties are treated as having less value than others. Can you describe how this
process works in any social situation you are familiar with? (For background reading,
see Lippi-Green, 1997.)

Key words and phrases:
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