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Abstract—Camera calibration is an essential research field 

with a high potential for emerging algorithms and calibration 

targets. In this work, we present a virtual experiments approach 

in Gazebo simulator for exhaustive camera calibration methods 

and calibration targets evaluation. Key steps of the camera 

calibration workflow were adapted to the Gazebo simulation 

approach. We proposed a virtual camera calibration evaluation 

pipeline that includes camera modeling and calibration target’s 

pose generation in a viewing frustum. Experiments in the Gazebo 

demonstrated virtual environment feasibility for camera 

calibration evaluation while comparing checkerboard and circle 

grid targets, and allowed to achieve an acceleration of more than 

30 times compared to the real-time. Experimental results 

exhibited a need for additional calibration steps incorporation, 

such as outliers rejection and optimal calibration target poses 

generation.  

Keywords—camera calibration, photogrammetry, computer 

vision, automation, simulation, ROS Framework, Gazebo. 

I. INTRODUCTION 

In the field of machine vision, information about 3D objects 
is obtained from digital images. There are multiple steps in an 
image formation pipeline, most of which degrade an accuracy of 
resulting measurements represented by images. Thus, to retrieve 
a consistent and reliable metric information about an 
environment, a camera calibration procedure is required. 

Multiple applications require camera calibration [1], 
including visual navigation, medicine (e.g., medical surgery and 
saturation), 3D scene reconstruction and structure from motion, 
camera and object localization, simultaneous localization and 
mapping (SLAM, [2]), etc. Camera calibration estimates a 
model of a 3D to 2D mapping by finding correspondences 
between points in the world and image pixels. A relationship 
between a point in a 3D space and its corresponding image point 
is determined by a camera model. Generally, camera calibration 
computes camera parameters by observing a particular 
calibration target. 

Relevance of the camera calibration problem arises due to 
the existence of a variety of calibration approaches and objects 
suitable for particular conditions. Such conditions may include 
lack of illumination, severe weather conditions, partial occlusion 
(objects blocking a calibration target visibility), inherent 
hardware noise, etc. 

Most of the time, camera calibration is executed manually in 
a laboratory environment. However, there are some inevitable 
disadvantages including time consumption in exhaustive large-
scale experiments, an inability to control and monitor 
environmental conditions, and a complicated selection of 
appropriate hardware configurations [3]. On the other hand, 
virtual environments facilitate experiments reproduction in 
different conditions. There is no need for an elaborate camera 
calibration setup anymore, while hardware capabilities enable 
parallel computations. All together, these reduce typical to real-
world scenarios heavy consumption of a valuable time resource. 

This work presents a virtual experiments approach in the 
Gazebo simulator for an exhaustive evaluation of traditional 
camera calibration algorithms and calibration targets. We 
demonstrated our approach feasibility by comparing two planar 
calibration patterns, checkerboard and circle grid, in various 
scenarios. The scenarios included camera calibration in the 
presence of different levels of Gaussian noise 𝑁(0, 𝜎2)  
and a varying number of control points. An acceleration of more 
than 30 times was achieved in reference to the real-time. 

II. RELATED WORK 

A. Overview 

Camera calibration is a process of calculating parameters of 
a mathematical model of a camera by performing experiments 
using calibration targets [4]–[7] or natural features of an 
environment [8]–[11]. The most popular method is to calibrate 
a camera using images of a calibration target. 

Traditionally, the camera calibration procedure can be 
divided into the following major stages: 
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1. Modeling – an approximation of physical and optical 
characteristics of a camera and a calibration target; 

2. Dataset collection – an accumulation of calibration 
samples by viewing the calibration target at various 
poses relatively to the camera; 

3. Calibration – analytical or iterative estimation of the 
camera parameters using the calibration target’s 
features. 

Camera parameters are represented by a camera model. The 
most prominent one is a perspective model, which is based on 
pin-hole principles [12]. Images are formed by means of 3D 
points perspective projection onto an image plane; light passes 
through an optical center and forms a pixel on the image (Fig. 
1). The camera model parameters are divided into two groups: 

• Internal – simulate internal geometry and optical 
characteristics of an image sensor (e.g., a focal length, 
an optical center, a pixel skew coefficient) and a lens 
(e.g., a distortion); those parameters determine how the 
light passes through the lens onto an image plane; 

• External – define a position and an orientation of a 
calibration target relative to a camera. 

There exist linear and non-linear calibration approaches. 
Linear techniques estimate camera parameters analytically. On 
the other hand, the real world and the camera apparatus contain 
uncertainties. Most of the time researchers are concerned about 
non-linearities such as noise and lens deformation [13]. 

 Non-linear optimization techniques estimate camera 
parameters iteratively by minimizing a certain cost function [14]. 
Usually, the cost function is defined as a distance between image 
points and their modeled projections, which is referred as a 
reprojection error. Two-step approaches combine benefits of 
both methods by computing an initial guess analytically and 
further using it in non-linear optimization [15]. 

 

Fig. 1. Pin-hole camera model: perspective projection of a 3D world point 

𝑃 = (𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐) onto a 2D image plane Ω. Light from 𝑃 passes through the 

optical center 𝑂𝐶  to form a pixel at (𝑢, 𝑣) . Adapted from the OpenCV 

documentation (Copyright © 2021 Itseez). 

B. Seminal Works 

One of the first works on camera calibration was done by 
Hall et al. in 1982 [16]. It considered an implicit camera 
calibration approach that estimated a 3 × 4 camera 
transformation matrix. Later, in 1986, Faugeras proposed to 
extract explicit camera parameters from the camera 
transformation matrix [17]. Non-linear optimization explicit 
camera calibration approaches incorporated lens distortion into 
a camera model; some works considered only a radial distortion 
[18] while others included up to three types of distortion [15]. 

Tsai was one of the first to propose a 2-step method 
composed of an analytical initial guess and a further non-linear 
optimization [18]. This method utilized only one image of a 3D 
checkerboard calibration target. Heikkila and Silven in their 
work presented a 4-step approach as an extension of Tsai’s 
method [19]. They incorporated more distortion terms and 
considered circle control points. 

Later, Sturm and Maybank proposed a camera calibration 
algorithm based on multiple planar objects and analyzed its 
singularities [20]. The prominent work of Zhang made it easier 
for users to accomplish a camera calibration procedure by using 
a single checkerboard planar pattern that could be printed on 
paper [4]. Nowadays, there exist a number of camera calibration 
algorithms that are based on Zhang’s work, including popular 
implementations in OpenCV and Matlab. 

C. Calibration Templates 

A camera calibration target is a 1D, 2D, or 3D object with a 
predefined geometry. One of the most widespread calibration 
targets is Zhang’s planar checkerboard [4] (Fig. 2a). The idea 
behind the pattern is to create strong edge gradients that can be 
detected with high accuracy at a sub-pixel level.  

A circle grid is another representative of planar calibration 
targets [21]. It consists of circle blobs placed on a grid (Fig. 2c). 
In comparison to a checkerboard pattern, a circle grid is 
considered to be less precise due to inflicted perspective 
distortion effects [22]. 

State-of-the-art calibration targets boost calibration accuracy 
and robustness even further by embedding auxiliary structural 
elements such as fiducial markers [3], [23]. One of the examples 
is a ChArUco board [6] (Fig. 2b) – ArUco tags are embedded 
into checkerboard squares. Fiducial markers facilitate control 
points detection by interpolating their position. 

III. GAZEBO VIRTUAL ENVIRONMENT 

In this section, we present a Gazebo simulation environment 
that was constructed for exhaustive traditional camera 
calibration algorithms and calibration targets evaluation. The 
Gazebo is an open-source simulator licensed under Apache 2.0. 
Model spawning API enables users to create various robots and 
other physical objects in the existing Gazebo world. It supports 
several physics engines and has 3D graphics rendering 
capabilities [24], [25]. 

 Perception of a virtual world is possible due to sensor 
plugins. Out of the box, the Gazebo provides a laser range finder, 
monocular and stereo cameras, wide-angle and depth cameras, 
an inertial measurement unit, contact, and force-torque sensors.
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                       (a)         (b)                            (c)                   (d) 

Fig. 2. Planar calibration targets (templates): (a) checkerboard (b) ChArUco board (c) circle grid (d) asymmetric circles. 

Our simulated environment contains a stationary monocular 
camera and a moving calibration target (Fig. 3). The camera is 
placed over a rectangular stand of a 1 m height. The calibration 
target is a planar pattern with precisely known geometrical 
properties. Six sources of a uniform directed light are placed at 
different sides of the scene and a constant ambient light is 
enabled throughout the 3D scene. Shadows are disabled to avoid 
calibration target detection issues caused by shadow gradients.  

 

Fig. 3. Gazebo simulator camera calibration evaluation virtual world 

setup. The camera (1) is placed on the orange stand (2) looking at the planar 

calibration target (3). The rendered image (4) demonstrates a medium radial 

distortion presence. 

Gazebo monocular camera plugin emulates a pin-hole 
camera model. Lens optical deformation is represented by radial 
and tangential distortion components [13]. It is possible to 
incorporate normally distributed noise 𝑁(𝜇, 𝜎2) into 
measurements, i.e., images. Other adjustable imaging 
parameters include a focal length, an image resolution, a field of 
view, a frame rate, and a color space. The calibration target is a 
white planar surface with a particular 2D visual material applied 
(i.e., plotted) on the surface, e.g., a checkerboard or circle grid 
pattern. Material rendering in Gazebo is handled by the Blinn–
Phong reflection model. 

IV. CALIBRATION ROUTINE 

There exist several projects that use Gazebo for virtual 
camera calibration, e.g., calibration_gazebo ROS package 1 . 
However, those implementations pursue manual calibration as 
opposed to automatic approach. We define the following camera 
calibration simulation steps: 

 
1  https://github.com/oKermorgant/calibration_gazebo  

1. Camera modelling. Creating a simplified 
mathematical camera model in Matlab to analyze its 
3D viewing frustum. 

2. Calibration targets poses generation. Sampling good 
6D poses from the viewing frustum for a calibration 
target relatively to the camera.  

3. Calibration procedure. Building blocks of the 
calibration process – calibration target movement 
control, image capture, simulation configuration 
management, etc. 

Next, we provide more details about each of these steps. 

A. Camera Modeling 

Traditional camera calibration involves moving a particular 
calibration target (pattern) within a 3D scene in a way that the 
pattern is partially or fully visible to a camera. A viewing 
frustum is a part of the scene visible to the camera. It represents 
a pyramid with an apex at the camera’s optical center sliced from 
a top and a bottom by near and far planes, respectively (Fig. 4). 

We model the viewing frustum for given camera parameters 
with horizontal field of view ℎ𝑓𝑜𝑣,  aspect ratio 𝑎𝑠_𝑟𝑎𝑡𝑖𝑜, 
camera’s closest 𝑐𝑙𝑖𝑝_𝑐𝑙𝑜𝑠𝑒  and farthest 𝑐𝑙𝑖𝑝_𝑓𝑎𝑟  working 
(viewing) distances. Calculations use simple geometry and 
trigonometry rules of triangles. For example, computation of a 
width and a height of the frustum’s rectangular section 𝑆  at 
distance 𝑣𝑖𝑒𝑤_𝑑𝑖𝑠𝑡 along the camera’s optical axis is performed 
using the following equations: 

 
𝑆𝑤𝑖𝑑𝑡ℎ = 2 ∙ 𝑡an (

ℎ𝑓𝑜𝑣

2
) ∙ 𝑣𝑖𝑒𝑤_𝑑𝑖𝑠𝑡

𝑆ℎ𝑒𝑖𝑔ℎ𝑡 = 𝑆𝑤𝑖𝑑𝑡ℎ ∙ 𝑎𝑠_𝑟𝑎𝑡𝑖𝑜−1

 () 

B. Calibration Target Poses Generation 

One of the most important parts of a traditional camera 
calibration is the camera movement relatively to a calibration 
target (or vice-versa). Most of the existing algorithms require 
users to capture images of a calibration target on their own. 
Relying solely on a user experience might lead to calibration 
errors due to motion blur and incorrect or even singular poses in 
the camera-target system. However, a number of works on 
interactive calibration approaches suggest scoring poses based 
on heuristics, error minimization in pixels domain, and singular 
poses detection [7], [26], [27]. 
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Fig. 4. Modeled camera viewing frustum. 

Our approach generates 6D poses of a pattern inside a 
camera’s viewing frustum. We employ the following rules in 
order to achieve better calibration results, both in accuracy and 
robustness: 

a. Keep the target close to a real working distance – poses 
are scored in a working distance’s vicinity. 

b. Maximize an angular spread of a calibration target’s 
orientation. 

c. Cover the entire viewing frustum. Sample more poses 
close to distortion edges. 

d. Avoid poses where the target is not parallel to any of 
camera’s optical axes (a pin-hole singularity). 

The pose generation workflow is demonstrated in Fig. 5. We 
start from generating unique random combinations of roll-pitch-
yaw angles (𝑅𝑃𝑌) with respect to the camera’s optical frame 
within [θ𝑚𝑖𝑛, θ𝑚𝑎𝑥]  degrees, where 3 ≤ θ𝑚𝑖𝑛 ≤ θ𝑚𝑎𝑥 ≤ 45 . 
Next, 50% of the angles are negated to achieve the angle spread 
within [θ𝑚𝑖𝑛, θ𝑚𝑎𝑥]  ∪ [−θ𝑚𝑎𝑥, −θ𝑚𝑖𝑛]. 

Next, a set of viewing distances 𝐷  is generated from a 
uniform distribution. They are bound by the minimal 𝐷𝑚𝑖𝑛 
( 𝐷𝑚𝑖𝑛  ≥ 0 ) and maximal 𝐷𝑚𝑎𝑥  ( 𝐷𝑚𝑎𝑥 ≥ 𝐷𝑚𝑖𝑛 ) values in 
meters. After that, a viewing frustum plane 𝑉𝐹 is computed at 
each generated viewing distance (see subsection IV-A). To 
avoid cases where the calibration target is outside the frustum at 
particular orientations, a configuration space 𝑉𝐹𝐶𝑆 is estimated. 

Finally, we sample calibration target positions 𝑃𝑜𝑠  inside 
the viewing frustum plane’s C-space (see Fig. 5, step 6). Given 
a set of calibration target’s angles and positions with respect to 
the camera’s optical frame, we form the resulting 6D poses 
(𝑃𝑜𝑠𝑒𝑠). The poses are stored on a disk in the comma-separated 
values (CSV) file format. 

C. Calibration Procedure 

The calibration procedure takes place in the Gazebo virtual 
environment. The camera is fixed, and the calibration target 
moves between generated 6D poses using Gazebo control API. 
Particularly, we integrate with ROS Framework to send controls 
and obtain information about the virtual world. In order to 
drastically decrease the simulation time (up to 30 times of the 
real-time), real_time_update_rate is set to 30 000. 

Poses are loaded from the file system into the program’s 
memory. We change a current calibration target’s pose using 
/set_model_state ROS service. When the target successfully 
moves to a desired pose, we capture images from the camera. 
The stream of images is provided through /image_raw ROS 
topic. Calibration samples are collected and stored in a separate 
directory for further offline calibration and evaluation. 

The calibration target’s material (i.e., a calibration pattern) 
could be dynamically replaced by updating the corresponding 
Collada file (with *.dae extension). For this purpose, a set of 
calibration pattern images were generated in advance. 

V. EXPERIMENTS 

A. System Setup 

Virtual experiments were conducted on a computer with the 
following characteristics: 

• Intel Core i7-8750H CPU (6 cores @ 2.2 GHz) 

• 16 GB RAM 

• 512 GB SSD 

• GTX 1050 Ti GPU (4GB GDDR5) 

• Ubuntu 20.04 LTS OS, ROS Melodic, Gazebo 11 

B. Methodology 

In our simulations, we employed the pin-hole camera model, 
which incorporates three radial and two tangential distortion 
components. Modeled camera properties are the following: 

• Frame rate: 20 fps 

• Color format: 8-bit Grayscale 

• Horizontal field of view: 60 degrees 

• Image resolution: 640 × 480 (4:3 aspect ratio) 

• Viewing frustum: a near clipping (0.1 m) and a far 
clipping plane (5 m) 

All calibration targets were embedded into a 2D object of 
dimensions specified by the A4 paper standard of 297 mm × 
210 mm. In the experiments we employed two calibration 
patterns: 

1. Checkerboard with each square side length of 20 mm 

2. Circle grid with each circle diameter of 15 mm and 
inter-circle gaps of 21 mm 

The following experiment scenarios were performed: 

a. Control points. Varying a number of calibration 
target’s control points: 5 × 7 and 7 × 9. 

b. Noise. Incorporating an independent noise 
𝑋 ~ 𝑁(0, 𝜎2) for each pixel of an image: none and 𝜎 =
 0.001. 

c. Patterns. Calibration target’s patterns: checkerboard 
and circle grid (Fig. 2a and Fig. 2c). 
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Fig. 5. 6D calibration target poses generation flowchart. Yellow color is for computed variables, blue is for input arguments. Arrows show the execution flow. 

TABLE I.  RESULTS OF THE CAMERA CALIBRATION EVALUATION IN THE VIRTUAL ENVIRONMENT 

Target 
Control 

Points 

Noise 

(stddev) 

Samples’ RMS reprojection error [px] 

25 50 100 150 200 250 300 

Checkerboard 

5 × 7 
none 0.093 ± 0.005 0.095 ± 0.005 0.093 ± 0.003 0.095 ± 0.003 0.094 ± 0.002 0.095 ± 0.002 0.093 ± 0.001 

0.001 0.101 ± 0.004 0.105 ± 0.004 0.104 ± 0.004 0.104 ± 0.004 0.106 ± 0.003 0.105 ± 0.001 0.103 ± 0.001 

7 × 9 
none 0.101 ± 0.004 0.102 ± 0.004 0.099 ± 0.003 0.103 ± 0.004 0.101 ± 0.002 0.101 ± 0.002 0.099 ± 0.001 

0.001 0.109 ± 0.003 0.111 ± 0.003 0.109 ± 0.003 0.11 ± 0.002 0.112 ± 0.002 0.111 ± 0.001 0.11 ± 0.001 

Circle grid 

5 × 7 
none 1.243 ± 0.168 1.24 ± 0.149 1.22 ± 0.085 1.36 ± 0.113 1.25 ± 0.076 1.205 ± 0.053 1.26 ± 0.078 

0.001 1.261 ± 0.146 1.269 ± 0.176 1.193 ± 0.092 1.359 ± 0.107 1.257 ± 0.08 1.191 ± 0.047 1.315 ± 0.042 

7 × 9 
none 1.19 ± 0.129 1.176 ± 0.124 1.139 ± 0.065 1.237 ± 0.086 1.185 ± 0.094 1.141 ± 0.024 1.2 ± 0.067 

0.001 1.174 ± 0.112 1.201 ± 0.12 1.125 ± 0.067 1.25 ± 0.095 1.19 ± 0.087 1.141 ± 0.035 1.195 ± 0.06 

 

For each scenario, we used 10 sets of 𝑆 =
{25, 50, 100, 150, 200, 250, 300} calibration samples, i.e., 
calibration target 6D poses. Samples viewing distance lay within 
𝐷𝑚𝑖𝑛 = 0.45  m and 𝐷𝑚𝑎𝑥 = 0.7  m. Poses were sampled at 
different viewing distances according to the 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =  200 
parameter that was measured in samples per square meter. The 
angle spread was set to θ ∈ [−45, 45] degrees. 

The calibration algorithms, which are a part of the OpenCV 
library, were used as-is without calibration parameters 
modifications. In our evaluation, we employed a root-mean-
square (RMS) reprojection error (RE) measured in pixels, i.e., 
the error of a 3D point projection onto the image plane using 
estimated camera parameters. We computed a mean and 
standard deviation for the calibration sample sets. 

VI. RESULTS 

Experimental results are shown in Tab. I. RMS RE was 
computed for 5 × 7 and 7 × 9 the checkerboard and the circle 
grid calibration boards. Measurements were grouped by the 
calibration target, the number of control points, and the presence 
of Gaussian noise. 

 One can notice, that there is no significant improvement in 
accuracy when the number of calibration samples is increased. 
It could be caused by the presence of outliers. RMS RE reflects 
how the estimated camera parameters fit our calibration samples. 
However, a case when RMS RE is close to zero, but estimated 

camera parameters are far behind real camera parameters is 
possible (i.e., overfitting). 

Overall, the checkerboard demonstrated a significant 
superiority compared to the circle grid. This might be explained 
by a lack of a blob detector customization. It requires fine-tuning 
for obtaining accurate circle center positions. Moreover, circles 
detection is sensitive to a perspective distortion. As it was 
mentioned in subsection V-B, we maximized the angle spread in 
our generated calibration target poses, so the perspective 
distortion is possible. 

Introducing a low level of noise ( 𝜎 =  0.001 ) slightly 
decreased the performance of both calibration templates. Yet, 
going from 5 × 7 to 7 × 9 control points did not influence the 
results. We believe that in order to notice the effects one needs 
to increase the number of control points even further. 

VII. CONCLUSIONS 

Camera calibration is an established part of computer vision 
and photogrammetry research areas. There exists a large number 
of algorithms that make use of different calibration targets and 
mathematical background. However, even up to this day, new 
calibration approaches and calibration targets unveil new 
prospects into high-accuracy and robust camera calibration.  

The main difficulty arises from numerous parameters that 
influence calibration results, including a pattern selection, a 
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number of required (by the pattern) control points, an ideal 
working distance, robustness to noise, and arbitrary occlusions. 
Typically, calibration methods are evaluated in laboratory 
environments and the calibration procedure requires significant 
time, an elaborate setup of the environment, illumination, and 
other physical conditions control. 

In this work, we demonstrated the feasibility of using virtual 
environments for camera calibration algorithms evaluation in 
different scenarios. Acceleration of up to 30 times compared to 
the real-time was achieved, which enables one to conduct a large 
number of experiments with different calibration algorithms and 
targets in various conditions. A virtual camera calibration 
evaluation pipeline was proposed. It includes camera modeling 
and calibration target’s pose generation in a viewing frustum. 
The calibration target’s poses were refined to avoid singularities.  

Experimental results exhibited a need for incorporating 
additional calibration steps, such as outliers rejection and 
optimal calibration target poses generation. The expected 
accuracy improvement with an increasing number of samples 
and control points was not observed. 
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