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Introduction

A differential equation is an equation that relates independent variables, an
unknown function, and derivatives (or differentials) of this function. The highest
order of the derivative included in the differential equation is called the order
of the differential equation. Differential equations are divided into two groups
depending on the number of independent variables included in them. If the variable
is one, the equation is called ordinary, if the variables are two or more, the equation
is called partial differential equation.

This tutorial covers ordinary differential equations and their systems. The
tutorial includes the following chapters:

1. Ordinary differential equations of the first order;

2. Higher order ordinary differential equations;

3. Systems of differential equations;

4. Problems leading to differential equations;

5. Solution of ordinary differential equations and systems in SCM Maple;

Each chapter of the tutorial contains the necessary theoretical information
(basic theorems, definitions, formulas, methods of solution, etc.), examples and
tasks for independent work. The tutorial contains examples of solving problems
leading to differential equations, recommendations for solving ordinary differen-
tial equations and systems in SCM Maple, English-Russian and Russian-English
dictionary.
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Ordinary differential equations of the
first order

Basic definitions and terms

A differential equation of first order is the relation of the independent
variable x, the unknown function y = y(x), and its first derivative y/, i.e.

F(x,yy)=0. (1.1)

Also, the differential equation of the first order (1.1) can be written as

y'=fx, ), (1.2)

if it can be solved with respect to the derivative.
A differential equation of the first order can be written using differentials x
and y, i.e.
P(x,y)dx+Q(x,y)dy=0. (1.3)

A solution of a differential equation is a function y = ¢(x), substitution of
which into the equation, converts it to the identity with respect to the variable x.

For example, the function y = 3x2 is a solution of the differential equation
of the first order y' = 6x. Indeed, after substituting the function y = 3x? into the
differential equation, we obtain the identity: 6x = 6x.

A solution of a differential equation given in implicit form ®(x,y) = 0 is
called an integral of the differential equation.

The graph of a solution is called an integral curve. The process of finding
solutions is called integration of the differential equation.

In fact, in the integration process we find the whole class of solutions

y=¢(x,C).



For example, it is easy to guess, that the function y = sinx is a solution of
the differential equation of the first order y’ = cos x, as long as the functions y =
sinx +5, y = sinx — /3, and all functions y = sinx + C, where C is an arbitrary
constant.
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The general solution of a differential equation of the first order is a func-
tion y = ¢(x, C), where C is a constant, such that:

1) it satisfies the differential equation for any values of the constant C;

2) whatever the initial condition y (xg) = yo, we can find such value
C = Cyp, that the function y = ¢ (x, Cp) satisfies this initial condition.

A particular solution of the differential equation (1.2) is a solution obtai-
ned from the general solution at a certain value of C.

The relation in the form

O(x,y,C)=0o0ry(x,y) =C,

implicitly determining the general solution, is called the general integral of the
differential equation of the first order.

The relation obtained from the general integral at a certain value of C is
called the particular integral of the differential equation.

The Cauchy problem is the problem of finding the solution y = y(x) of the
equation (1.2), satisfying the initial condition

¥ (x0) = Yo (1.4)

Geometrically this means that we need to find an integral curve passing
through the point My (xo, o) on the plane xOy.

Theorem (of existence and uniqueness of solution of the Cauchy problem)



If a function f(x, y) is defined in some closed rectangle
D ={|x—xol < a,|y—yo| < b} and satisfies two conditions:

1) it is continuous and, therefore, bounded, i.e. there is number M > 0, such
that | f(x, y)| < M;

2)itsatisfies a Lipschitz condition in the variable y, i.e. there exists a constant
N > 0 such that for all points (x,) and (x,?) from D we have the inequality,
1 f(x,7)—f(x,Y)] < NI?—?I, then the equation (1.2) has a unique solution y = y(x),
satisfying the initial condition (1.4), defined and continuously differentiable on
segment the [xg — &, xo + h] where h = min{a, b/ M}.

Tasks for independent work

Check that the given functions are solutions of the corresponding differential
equations.

1.y -x=2y=0,y=x?

2.9y —y=2e%,y=(x-1)-e%;

3.y =3x%y,y= e

sinx.
x b

4. xy'+y=cosx,y=

5.(1-x2)y +xy=2x,y=2+CV1-x2;
6.y +2y=e¥y=Ce 2"+ Le%;

7.y =x,y=Vx2+C;

8.y — (ki +k2)y' +kikay =0,y = C1eM1%¥ + Crek2¥ (ky, k; - constants);
9.y"+2py' +p*y=0, y=e P¥(C1+Cox) (p - constant);

10. y"+2py'+(p? + ¢°) y =0,y = e P*(Cy cos gx + Cp sin gx) (p, g — const.).

Separated variables equations and separable equations

An equation of the form
Px)dx+Q(y)dy =0

is called a separated variables equation.
The general integral of this equation is [ P(x)dx+ [ Q(y)dy = C.
An equation of the form

P(x,y)dx+Q(x,y)dy=0

is called a separable equation, if both the functions P(x, y) and Q(x, y) admit
representation as a product of two factors, each of which only depends on one
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variable:
P1(x)-P2(y)dx+ Q1(x)-Q2(y)dy =0.

Dividing by the product Q; (x)-P2(y) we convert it to the following separated

variables equation
p
1(x) dx+ Q2(y)

Q1(x) Py (y)
The general integral of this equation is [ g%?) dx+ [ %83 dy=C.

dy=0.

Remark. Note that because of division by expressions which contain variables,
there may be a loss of solutions that turn these expressions to zero. Therefore, we
should consider the existence of such solutions of the differential equation.

Example. Solve the Cauchy problem xydx+ (1+ %) V1+x2dy =0,
y(V8)=1.
Solution. Divide both parts of the equation by y-v/1 + x2 # 0 to separate the

variables:

X 1+ 2
dx+ 4

V1+x2 y

By integrating this equation, we obtain

1
dx+ +vld C,
\/1+x2xf( y)y

d1+ d
x x fy[ydyc

\/1+x2

From here we obtain the general integral of this differential equation:

dy=0.

or

2

v1+x2+ln|y|+y7—C:0.

By separating the variables, we assumed that y-v/1+ x2 # 0, which could
lead to the loss of the solution y = 0. After substituting it into the original equation,
make sure that y = 0 is a (singular) solution. However, note that it cannot be ob-
tained from the general solution for any particular value of the arbitrary constant
C.

From the condition y(\/§) =1 we obtain

VI+8+Inl+3-C=0,ie.C=4.

10



The desired particular solution is determined implicitly (the particular integral)

2

7
v1+x2+ln|y|+y?—§:0.

2
Answer: \/1+x2+ln|y|+y7—%=0,y:0.

A differential equation of the form

V=) p(y)

is also called a separable equation.
Let us represent the derivative y’ as the ratio of differentials y’ = %
By separating variables, we obtain

d
&y _ p(x)dx.

y(y)

The general integral is [ % = [@(x)dx+C.

Remark. Division by y(y) can also lead to the loss of particular solutions
when v (y) =0.

Example. Find the general solution of the equation y’ = I_Ty

Solution. We represent the derivative as the ratio of differentials: % -1y
By multiplying both the parts of equality by d x and dividing by 1 -y # 0, we obtain
the separated variables equation:

By integrating we obtain

d d
f—yzf—x+C where —In|l1-y|=In|x|+C.
1-y X

Take an arbitrary constant C as In|c|: —In|1 - y| =In|x|+In|c|.
In|1-y|=—-Inlcx|; In|1-y| :lnlcxl_l;

y = 1—% - the general solution of equarion.

11



After division by 1— y the solution y = 1 could be lost. By substituting it into
the original equation, we make sure that y =1 is a solution. However, note that it
can be obtained from the general solution when C = 0.

Answer: y=1-%.

A differential equation of the form y’ = f(ax + by + ¢), where a, b and c are
constants, is converted to a separable equation by replacing z = ax + by + c. By
solving the equation with respect to z, we find the unknown function y from the
equality z=ax+ by +c.

Example. Solve the equation y' = 2x+3y +1)2.
Solution. Make thereplacement z = z(x) =2x+3y+1,then y = %(—2x+z— 1).
Therefore y' = -5 24 %z’ . Substitute it into the original equation:

—% + %z' = z2, where % = 3(z2 +2).

By separating variables, we obtain

dz

=3dx.
z2+2

By integrating the last equation and making the reverse substitution, we
obtain

1

2x+3y+1
arct =3x+ C, where —=arctg——=—
Nk v /7t

V2

There is no loss of solutions because the expression z2 + 2 at any values is

=3x+C.

not equal to zero.

Answer: - arctg

V2

2x+3y+1

7 =3x+C.

Tasks for independent work

Solve the differential equations:
1. (1+y?)dx+(1+x%)dy=0;
2. x\/1+y2+yy'V1+x2=0;
3.7 ( 1+y)_1
4.2x4\/1 1+x
(1+y)dx+xydy 0
6. (1+y?)dx=xdy;

12



7.eY(1+x?)dy—2x(1+e¥)dx=0;
8. e*sin® y+ (1+e**)cosy-y' =0;
9.y =sin(x - y);

10. y?sinxdx + cos® xIn ydy = 0.

Homogeneous differential equations

A function f(x,y) is called a homogeneous function of order k, if the
identity f(tx,ty) = tk f(x,y) is true.

For example, the function f(x, y) = x“ + xy is a second-order homogeneous
function because f(tx, ty) = (tx)? + (£x) - (ty) = £ (x* + xy) = £*- f(x, ).

A differential equation of the form

2

P(x,y)dx+Q(x,y)dy=0

is called homogeneous if both the functions P(x, y) and Q(x, y) are homogeneous
functions of the same order.
A differential equation of the form

y' = f(x,y)

is homogeneous if f(x, y) is a homogeneous function of zero order.
A homogeneous equation is transformed into a separable equation by
substituting

Y

y=uxoru=z.

Here y' = u'x+u,dy = udx+ xdu.

Example 1. Solve the equation xdy = (x + y)dx.
Solution. This equation is homogeneous. Let y = ux. Then dy = udx + xdu.
By substituting this expression into the equation, we obtain

x(udx+xdu) = (x+ ux)dx or xdu=dx.

Solve the obtained separable equation du = % u=In|x|+C.

Returning to the variable y, we obtain the general solution of the equation
y=x(n|x|+ C).
In addition, there is a solution x = 0, which was lost by dividing by x.

13



Answer: y = x(In|x| + C).

Example 2. Solve the Cauchy problem y’ = x§+¥/2, y(0) =—1.
2xy
x2+y?
order, so this differential equation is homogeneous. Make the replacement y = ux,

Solution. The function f(x,y) = is a homogeneous function of zero

then y’ = u/x + u. The original equation is written as

22U
1+u?’

du _ u—u’
where x' = = T2

ux+u=
By separating the variables, we obtain
(1+u?)du dx
u(l-u?)  x°
By converting the fraction on the left-hand side of the last equation, we have
( 1 2u ) dx

du=—.
X

u 1-u?

Then f(%+ 13122)6[” = f% or ln|u|—1n|1—u2| = In|x| + C. By taking the

constant C as In|C|, we obtain

By substituting u = <, we finally obtain

xzx_yyz =Cxor Cy=x*-y°.

In the process of solving the equation we divide by x, u, 1 — u2. It is easy
to see that x = 0 is not a solution of the original equation, while u = 0 and u =
+1 are solutions of equation u/x+ u = % Therefore, the original equation has
other solutions, y = 0 and y = +x. Note that the solutions y = +x are included in
the family of solutions Cy = x? — y? (they are obtained by putting C = 0), and the
solution y = 0 is not included in this set (but it is obtained from the first form of
the general solution) by putting C = 0.

By substituting x = 0, y = —1, we obtain the solution of the Cauchy problem

y=x2=y~.
2 2

Answer: y = x° — y“.

14



#0)

a1x+b1y+cl)

. a; by
wrx+ by Ty )’ provided that

az b
is converted to homogeneous by the replacement x = ¢ + xg, y =1+ yg, where &, n

a1x+b1y+c1=0

An equation of the form y' = f (

are new variables, and (xg, o) is the solution of the system :
azx+bry+c2=0

ay b

If = 0, then ayx + b1y = k(azx+ bay), therefore, the equation

[7%) bg
has the form y’ = F (a;x+ b y) and it is converted to a separable equation by the
replacement z=ajx+ b1y (or z=a1x+ b1y +cy).

Example. Solve the equation (x+ y—2)dx+ (x—y+4)dy =0.
+y—-2=0
Solution. Consider the system of linear algebraic equations Y 40
X—y+4=
There is a unique solution of the system: xg = —1, yg = 3. Make a replace-
ment x =¢ -1, y=n+3, then, dx = d¢, dy = dn. Then the equation is converted
to

& +ndé+(—ndn=0.
This equation is homogeneous. Let n = u¢, then we obtain
E+&éwdé+ (- ¢uw)(Edu+udé) =0.

It follows (1 +2u— u?) dé +&(1— u)du = 0. Separate the variables

1-—
@, 1-u

—du=0.
& 1+2u—u?

By integrating, we obtain
In|é| + %1n|1+2u— u2| =InC oréz(l +2u-— u2) =C.
Returning to variables x and y, we obtain

_ Y
(x+1)2[1+2% 3 _(y=3) :Corx2+2yx—y2—4x+8y=C.

XL (x+1)2

Answer: x* +2yx—y2 —4x+8y=_C.

Some equations can be converted to homogeneous by the replacemen y =
z%. The number « is usually unknown. To find it, it is necessary to make a sub-
stitution y = z% in the equation . By requiring the equation to be homogeneous,

15



we obtain the number a, if it is possible. If it is impossible, the equation is not
converted to homogeneous with this method.

Example. Solve the equation (x?y? —1)dy +2xy3dx = 0.

Solution. Let us make a substitution y = z%, dy = az% 'dz where a is an
undefined number which we will choose later. By substituting the expressions for
y and dy into the equation, we obtain (x?2z2% — 1) az% 1dz +2xz3%dx = 0.

The obtained equation is homogeneous if the function x2z%% — 1 is homo-
geneous, i.e. if 2+ 2a =0 or a = —1. By replacing a by —1, we obtain

—(x?272-1)z"%dz+2xz3dx=0o0r (2 - x*)dz +2xzdx = 0,

This equation is homogeneous. Let z = ux, then dz = udx + xdu. Next we write
this equation in the form

(u? —1) (udx + xdu) +2udx = 0, where u(u? +1)dx+x(u?-1)du = 0.

By separating the variables, we obtain

By integrating, we obtain

2
In|x| +ln|u2 +1|-Injul=InC, or x(uuH) =C.
By substituting u by xiy (because z = %, u= %) ), obtain the general integral
of the equation
1+ x° y2 =Cy.

Answer: 1+ x? y2 =Cy.

Tasks for independent work

Solve the following differential equations:
1.xy'=y(ny-Inx);
2.4x-3y)dx+2y—-3x)dy=0;

3. x?dy = (y? - xy + x°) dx;

4. 2x2y’ =x%+ yz;
5.8y-7x+7dx—38x-7y-3)dy=0;
6.2x+3y—-5+@Bx+2y-5)y' =0;

16



7 (x+y)dx+(x—-y-2)dy=0;
8.2xy (x—y?)+y3=0;

9.y(1+\/x2y4+1)dx+2xdy:0;

10. 45+ x3 = 6x)°y .

Linear differential equation of the first order.
The Bernoulli equations

A linear differential equation of the first order is an equation, which is an
equation, linear relative to the unknown function y(x) and its derivative ', i.e. an
equation of the form

YV +px)-y=qx), (1.5)

where p(x) u g(x) are continuous functions in the variable x.
If g(x) =0, the equation is called a linear homogeneous equation.

Remark. Some equations become linear if we change the roles of the desired
function and the independent variable.

Example. Consider the equation y = (2x + y3) y’, where y is a function of x.
It is not linear with to y. Taking into account that y' = %, we obtain the equation

_ 3y.1 o s 2% _ 2
y=[(2x+y%) orx > =V

which is linear respect to the variable x, i.e. here x = x(y) is the desired function
and y is an independent variable.

A linear homogeneous equation of the form
y+px)-y=0 (1.6)

is a separable equation.
Indeed, by separating the variables, we obtain % +p(x)dx =0 (where y # 0).
Next we find
In|y| +fp(x)dx=lnC, C>0

(for convenience the constant C is represented as In C);

17



Iyl-efp(x)dx =C;y=C- e~/ Pdx 2,

In the process of solving the solution y = 0 was lost. It can be obtained when
C = 0. Therefore, the general solution of the linear homogeneous equation (1.6)
has the form
y=C-e~/PMdx yc.

The general solution of a linear inhomogeneous equation can be found by
the method of variation of an arbitrary constant (Lagrange method) and by the
method of substitution (Bernoulli method).

1. The method of variation of an arbitrary constant (Lagrange method)

The solution of the equation (1.5) is sought in the same form as the solution
of the corresponding homogeneous equation (1.6), but C is considered not as a
constant, but as an unknown function of x. Thus, the equation (1.5) has the follo-
wing solution:

y=C(x)- e~/ P()dx, (1.7)
Then y' = C'(x)e~/ PXAX 4 C(x) (_P(x)e‘f”(’ddx).
By substituting y and y’ into the equation (1.5), we obtain

C'(x) = g(x)el PRIX,

Therefore, C(x) = [ q(x)ef pdx gy 4 C, C - const. By substituting it into
the (1.7), we obtain the general solution of the nonhomogeneous linear differential
equation

y= e p0dx (fq(x)efp(x)dxdx+ Cl. (1.8)

Remark. The formula (1.8) is difficult to remember, so by solving specific
equations we need to perform calculations according to this scheme independently.

2
Example. Find the solution of the equation y' +2xy = 2xe™*".

Solution. This equation is linear. We use the method of variation of an arbit-
rary constant. First, we solve the corresponding homogeneous equation

y'+2xy:0,

18



which is a separable equation. Its general solution is

—x2

y=~Ce
The general solution of the nonhomogeneous equation is found in the form

x2

y=Cx)e *,

where C(x) is an unknown function of x. By substituting y into the original equation,
we obtain

2
C'(x)e™* - 2xC(x)e_x2 + 2xC(x)e_x2 —2xe* or C'(x) = 2x.
Therefore C(x) = x% + C. Thus, we obtain a general solution of the original
equation:

y= (x2 + C) e

Answer: y = (x* +C) e

2. The method of substitution (Bernoulli method)

The solution of equation (1.5) is sought in the form y = u(x)- v(x) where u(x)
and v(x) are unknown functions. Then y’ = - v+ u- V. By substituting it into the
equation (1.5), we obtain

u' v+u-v'+p(x)-u- v=q(x),
or, after transformations,
u-v+u(v +p)-v) = qx).

We choose the function v(x) such that u(v' + p(x) - v) = 0.
But u cannot be equal to zero, because in this case both y and y’ will be equal
to zero, and this cannot be true for nonzero q(x). Therefore,

v’+p(x)-v:0;

ﬂ: —p(x)dx;f@ = —fp(x)dx;
1% 1%

In|v| = —fp(x)dx;vz e~/ Pdx
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The function v(x) can be chosen arbitrary, the constant of integration is
chosen to be equal to zero. The remaining parts of the equation are also separable

equations:
Wv=qou e P Z gy,

u' = q(x)-efp(x)dx;u:fq(x)-efp(x)dxdx+c.

The general solution is

y= (fq(x)-efp(x)dxdx+C)-e_fp(x)dx.

Example. Solve the Cauchy problem

1
‘= ——, y(-2)=0.
xcosy+sin2y

Solution. This equation is linear if we consider x as a function of the variable y:
x' — xcosy=sin2y. (1.9)

The solution of the equation (1.9) is sought with the method of substitution,
i.e. in the form y = uv. Then x’ = v/v + uv'. By substituting the expressions for x
and x’ into the equation (1.9), we obtain

u'v+uv —uvcosy =sin2y,

or
u'v+u(v'-vcosy) =sin2y. (1.10)

The function v = v(y) is sought as a particular solution of equation
v/ — vcos y=0,

for example,

v=e""Y,

Then from the equation (1.10) we have

;i
eSInYy

u =sin2y, or u' =sin2ye MY,

By integrating, we obtain
u= fsinZye_Sinydy =2 (_ Sinye—siny _ e—siny) el
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Therefore, the general solution of the equation (1.9), as long as of the origi-
nal equation is

X=uv= (2 (— sin ye S0V — ¢~ Siny) + C) SN = CeSMY —2(1 +sin y).
According to the the initial condition, we obtain the equation to find C:
—2=CeSM%—2(1 +5in0)
where C = 0; therefore, the solution of the Cauchy problem is the function
x=-2(1+siny).

Answer: x = =2(1 +siny).

Bernoulli equation is an equation of the form

YV+p@x)-y=qx)-y", n#0, n#1. (1.11)

Divide both the parts of the equation by y”*. We obtain the equation

!/
(x)
%+ 5;1—1 = q(x).

1

!/ /
Since (F) =(1- n)%, the substitution z = y!

~" converts this equation

to a linear relative to z: /
z

1_n+p(x)z=q(x). (1.12)

For n > 0 the function y = 0 is a solution of the equation (1.11), and for n < 0
it is not.

Remark. Bernoulli equation can also be integrated with the method of varia-
tion of the constant, as well as the linear equation, and by substitution y = u(x) -
v(x).

Example. Solve the equation
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Solution. It is Bernoulli equation. Multiply both the sides of the equation by

-1
2y Inx
t—=—
¥yt x

We make a substitution z = y'=2 = y~1, then 2’ = —y?y/'. After substitution
the last transform into the linear equation we have the equation

;2 Inx

Z——=——

X X

»

the general solution of which is
z=1+Inx+Cx.

Thus, we obtain the general solution of the original equation:

1

y= 1+Cx+Inx’

1

Answer: y= T+ Cxilnx:

Tasks for independent work

Solve the linear differential equations and, if necessary, the Cauchy problem:

(2x-y?)y =2y;
.y —ye* =2xe*;
.Y +2xy= e

.xy' —2y=x3cosx;

. y'xInx -y =3x3(Inx)?

N U1 R NN =

.y +ycosx=cosx, y(0)=1;
2
Y
7. (e_T—xy) dy—dx=0;

8.y~ ytgx=—5—, y(0) =0;
9.y cosx— ysinx =2x, y(0) = 0;

10. y' + xeXy = e1-X)e",

Solve the Bernoulli equations
11. (x3 +eY)y = 3x2;
12.2y'sinx+ ycosx = y?’ sin® x;
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13. 5y +2xy = yzexz;
14.2y'Inx+ % =y Lcosx;

15. (x> +y* +1)dy +xydx =0.

Exact Differential Equations. Integrating factor

An equation of the form
P(x,y)dx+Q(x,y)dy=0 (1.13)

is called an exact differential equation, if there is a function u(x, y), the total
differential of which is equal to the left-hand side of the equation:

du(x,y)=P(x,y)dx+Q(x,y)dy.
Theorem (Cauchy-Riemann condition)

If in a simply-connected domain D the functions P(x, y), Q(x, y) and their
partial derivatives are continuous, then equation (1.13) is an exact differential

equation when
0P 0Q

dy  ox’
The relation u(x, y) = C is the general integral of the exact differential equa-
tion, and it can obtained from the system:

%—z =P(x,y);
a—;‘ = Q(x, ).

Algorithm for solving an exact differential equation

1. Check the validity of the condition g—l; = g—g.

ou

= =P(x,y);
2. Write down the system % Y

—ay = Q(x, y)

3. Integrate the first equation of the system over the variable x. Write an
unknown functiong(y) instead of the constant C:

u(x,y) :fP(x,y)dxﬂp(y).
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4. Differentiate the function u(x, y) with respect to the variable y and the
result substitute into the second equation of the system:

i(fP(x Ydx + ())—Q(x )
dy Y Yy = V).

We obtain an expression for ¢(y):

"(1) = Q( )—i(fp( )d)
@ () =Q(x,y 3y X,y)ax).

5. By integrating the last expression, obtain ¢(y) and substitute it into the
equality
ulx,y) = fP(x,y)dxﬂp(y).

6. Write down the general solution

u(x,y) =C.

Remark. In step 3, you can integrate the second equation of the system,
instead of integrating the first one. After you need to find an unknown function

Y(x).

Example. Solve the equation (2xy +3y?)dx + (x*> +6xy—3y?)dy = 0.
Solution. In this case,

P(x,y)= 2xy+3y2, Qx,y) = x2 +6xy—3y2,

oP 0Q
—:2x+6y, —:2x+6y.
oy 0x

Thus, g—ly) = g—g, i.e. the equation is an exact differential equation. By defi-
nition, the left-hand side of the equation is the total differential of some function
u(x, y). For the function u(x, y) we have

gj—;‘ = 2xy+3y2;
% = x% +6xy—3)2.

From the first equation we obtain u(x, y) = x%y + 3xy + ¢(y).
To determine the function ¢(y), differentiate the last equation over the y
and substitute the result into the second equation of the system:
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a—’; = X% +6xy+¢'(y) = x% +6xy — 3y2, where ¢'(y) = -3y2.

From here we obtain ¢(y) = —y> + C. Therefore,
ulx,y) = x2y + 3xy2 - y3.
The general integral of equation is
xzy+3xy2 —y3 =C.

Answer: xzy + Bxy2 - y3 =C.

Method of integrable combinations

In some cases, it is possible to solve or simplify the equation by selecting a
group of members, which is a total differential or an expression easily leading to
a total differential, by multiplying or dividing by some function. You can use the
relation

ydx+xdy=d(xy), ydy= %d(yz), xdx+ydy= %d(x2+y2),

Cxdy=2d|E) = —2a(Y) FE_
ydx—xdy=y d(y)— xd(x), P =d(Inx).

Example. Solve the equation (xy + y*) dx + (x> — xy3) dy = 0.
Solution. Group members to obtain total differentials:

x(ydx+xdy)+ y?’(ydx —xdy) =0,

xd(xy)+ y5d (%) =0.

X

,y = U, we obtain the equation

Dividing by x and substituting xy = u

2

u
du+—dv =0,
l/3

which is solved easily.

Let the equation (1.13) is not an exact differential equation. An integrating
factor for equation (1.13) is a function u(x, y), after multiplying by which this
equation is converted to an exact differential equation.
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Consider two cases when equation (1.13) has an integrating factor that de-
pends either only on x or only on y.

1. u= u(x). Then

oP _ 0Q
dlny a9y ox

dx  Q
and such an integrating factor exists if the right-hand side of the equation either

)

depends only on x or is a constant.

2. = u(y). Then
0P _0Q
dlnu dy  ox

dy -pP
and the right-hand side of the equation either depends only on y or is a constant.

’

Example. Solve the equation (1 - x?y) dx + x*(y — x)dy = 0.
Solution. In this equation,

P(x,y) = (1 —xzy), Qlx,y) = xz(y—x)

and 4P 50
2 2
—=-x", — =2xy-—3x".
oy 0x Y
;é gg, therefore, this equation is not an exact differential equation. Let us check
1f it has an integrating factor depending only on x :
op _0Q
dinpg 9y ox _2x(x-y) _ 2
dx Q x%(y— x) X

There is a function of x on the right-hand side of the equation, thus, such a
factor exists and we have:

dingy 2
dx =~ X

or dlnu= —Zd—x

there fore, u = é
By multiplying the original equation by this function, we obtain
1 dx
— =Y dx+(y—x)dy =0, ) +ydy— (ydx+xdy) =
X X
Therefore,

1
a[-3
X

+= d( ) d(xy) =
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and we obtain the general solution of the equation:

—l+1y2—xy: C.
x 2
We also need to check whether or not the function p(x) is equal to zero, and
if it exists for all x. The check shows that x = 0 is also a solution of the original
equation.

Answer: —% + %yz -xy=C, x=0.

Tasks for independent work

Integrate the exact equations:
1. (3x% +6xy?) dx+ (6x°y +4y3)dy =0;

2|2 1,1 vy 1 x|gy-0
( _x2+y2+x+y dx+ _x2+y2+y 32 dy=0;
3. x(2x% +y?) +y(x® +2y2) Y = 0;

2. .2 2,2
4. (2x+xx;r;/ )dx:%dy;

Xy

5. (Sin%+x)dx+(y—5i$#)dy:0;

Ay _JY \/ 2142 _ —0-
6.m+2xy x)dx+( 1+x“+x lnx)dy—O,

xdx+ydy xdy-ydx
7. +—=

2 .2

9.(3x*-2x-y)dx+(2y—x+3y*)dy =0;
10. (3x%y + y3) dx+ (x> +3xy?)dy = 0.

Solve equations finding integrating factor
11. (1-x?y)dx+x*(y - x)dy = 0;

12. (2x%y+2y+5)dx+ (2x° +2x) dy = 0;
13. (x*Inx - 2xy3) dx +3x*y*dy = 0;

14. (x+sinx+siny)dx+cosydy =0;

15. (2xy? -3y3) dx+(7-3xy?)dy = 0.
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The Lagrange and Clairaut equations
The equation of the form

y=o()x+y(y),

where ¢ (y') # ', y is a linear function of x with coefficients depending on y’, is
called Lagrange equation.

Denoting y' = p, differentiating with respect to x and replacing dy by pdx,
we convert this equation to a linear equation with respect to x as a function p.
Finding solution of last equation x = f(p, C), we obtain the general solution of the
original equation in parametric form:

x=f(p,C);
y=0p) fp,C+y(p),

p is a parameter.

Remark. Lagrange equation may also have singular solutions of the form y =
@ (p;) x+v (p;) where p; is a root of the equation ¢(p)x— p =0.

Example. Integrate the equation y =2xy’ —4 ()’ )3.
Solution. This equation is a Lagrange equation. Denote y’ = p. Then the
equation is written in the form y = 2xp — 4p3. Differentiating, we obtain:

dp dp
'=2p+2x———12p°—=,
Y P xdx pdx
dp
=2p+(2x—12p?| =5,
p=2p (x P)dx
d
10,2\ 4P _
p+(2x 12p)dx—0,
dx+2x—12p2_0( £0)
dp B e
dx 2
—+—x=12p.
dp p

We obtain a linear nonhomogeneous equation with respect to x and Z—l’;
We find its solution with the Bernoulli method. Let x = uv. Then x' = v/v + uv'.
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Substitute x and x’ into the equation and obtain the following system for the fun-

1,2 _Qn.
{v+p—0,

ctions u and v:

u'v=12p.
Solving this system, we obtain

v:#,u:3p4+C

and the general solution of the linear nonhomogeneous equation is

1 4 s C
x:—z(Sp +C), orx=3p +—.
p p
Substitute expressions for x into the equation y = 2xp — 4p3, we obtain the
solution of original equation in parametric form

x:3p2+%;
y:2p3+%.

This solution is obtained in the assumption that p # 0. When p = 0 we obtain
y=2x-0—4-03, ie.y=0.

The check shows that this is also a solution of the equation which is not included
in the general one.

x=3p2+%;
Answer: y =0, 3 b
y=2p +5

An equation of the form y = xy’ + v (') is called Clairaut equation.

The Clairaut equation is a particular case of the Lagrange equation when
@ (') = y'. The method of solution is the same as for the Lagrange equation. The
general solution of the Clairaut equation has the form

y=xC+y(C),

i. e. the general solution of the Clairaut equation is obtained by replacing y’ by C.
The Clairaut equation may have singular solutions in parametric form:

{ x=-y'(p)

Y= (P p ()’ p is a parameter.

Example. Integrate the equation y = xy’ — y/2.
Solution. This is a Clairaut equation. By denoting y’ = p, we obtain

y=xp-p°
Differentiating the last equation and replacing dy by pdx, we obtain
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pdx=pdx+xdp-2pdp, where dp(x—2p) =0.
Equating the first factor to zero, we obtain
dp =0, where p =C,
and the general solution of the original equation is
y=xC- C?.

Equating the second factor to zero, we obtain x = 2p. Eliminating p from
. . . _ 2 . _ X .
this equation and from the equation y = xp — p“, we obtain that y = 7 is also a
solution of our equation (singular solution).
2
Answer: y =%, y=xC—-C2.

Tasks for independent work

Solve the equations:
1.y=2xy'+Iny/;

2.y= %xy'+ eV
3.y=xy'+(¥)%;

4. y=xy' +a\/1+ (y’)z;

5.y=xy' + (y‘/l)z;
2

6.y=x(1+y)+()
7. y:x(y’)z—%;
8.y=2xy +(sin®y');

9. x(y)-yy' -y +1=0;

10. x=2 + 1

Yoo
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I'maBa 2

Higher order ordinary differential
equations

Basic definitions and terms

Differential equation of n-th order can be written as

F(x,y,y',y",...,y(”)) =0

or, if it can be solved with respect to the highest derivative, as

y(”) — f(x, ¥, y',...,y(”_l)). (2.1)

A solution of the differential equation (2.1) is a differentiable function
y = y(x), which after substituting into the equation (2.1), converts it into an iden-
tity.

The general solution of the equation (2.1) depends on the variable x and
n arbitrary constants, i.e. has the form

y=(,0(X,C1,C2,...,Cn).

A fixed set of the constants Cy, Co,...,Cy, gives a particular solution of the
equation (2.1).

The Cauchy problem for the differential equation (2.1) is the problem of
finding a solution of this equation that satisfies the initial conditions:

y(x0) = y0, ¥ (x0) = ¥, ¥ x0) = V. ¥V (x) = {7V,

Differential equations, admitting reduction of order

1. Equations of the form y” = f(x). The general solution of differential
equation of this kind is obtained by n-fold integration of the equation.
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Example. Solve the Cauchy problem yl = cos? x, y(0) = Lz '0) =0,

V') =5,)"0)=0
Solution. By consecutive integrating of this equation we find the general

solution:

1
:f(coszx)dx:E(x+—sm2x)+C1,
| 1, 1{x% 1
y == | |x+=sin2x+2C|dx=—-|———-cos2x+2Cy1x |+ Co;
2 2 212 4

1(x3 1 2
dx=—-|——=sin2x+Cy1x°+2Cyx | + C3;
216 8

/ lj’xz L 0821 42C x4 2C
== [ [=—-=cos2x x
y 5 5 1 1 2

y= fy dx——(—+—(:052x+ Slx + Cox )+C3x+C4

To find a particular solution it is necessary to define constants Cy, Co, C3,Cy
. Substitute the initial conditions into the equations:

1 1 — 1.
2 16+ Ca =325
<C3=0;

1.1 _1
2atC2=g
LCIZO-

We seethat C;1 =0, Cy = %, C3 =0, C4 = 0. Therefore, the particular solution

is written as

x4 1 2
—+—Ccos2x+x“].
6 4

4
Answer: y = % (% + %cost + xz).

2. The equations do not contain explicitly y and its derivatives up to order
(k-1):

Fx,y 0,y &,y <o, (2.2)

The order of this equation can be reduced to k units by introducing
y(k) = z(x), i. e. taking for a new unknown function the lowest of the derivatives in

(2.2). Then the equation (2.2) is reduced to the form
F(x, z, z',...,z("_k)) =0.

From the last equation we can define a function
z=f(x,C1,Co,....,Cy_y),
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and then find y from the equation y(k) = f(x,Cy,Co,...,C,,_i) by n-fold integra-
tion.

Example. Solve the Cauchy problem y”’ — V =x(x-1), y@ =1, y'(2) =

Solution. This equation is a second—order dlfferentlal equation that does not
contain the desired function.

Find the general solution of this equation. Let us y' = z, convert the equation
to the form

l Z
z ——1=x(x—1).

This is a first-order nonhomogeneous linear equation. Let us solve it with the
Lagrange method. First, we find the general solution of the corresponding homogeneous
linear equation of the first order

/ <

z — =0.

x—1
Separate the variables and integrate:
dz z dz dx

)

z x-1
fdz dx _
In|z| —lnlx—1|+1n|C|;
z=C(x-1).

Then we find the general solution of the nonhomogeneous linear equation.
Let z = (x—1) - C(x). By differentiating this equality, we obtain

Z=Cx)+(x-1)-C'x.

Substitution z and z’ into the nonhomogeneous linear equation gives

Cx)-(x-1

Cx)+(x—-1)-C'x) - "~ =x(x—1);
x—1
C'(x) =
C(x) = x_2 +C
pu— 2 1.

Substituting the last equality into z = (x — 1) - C(x), we obtain the general
solution of the nonhomogeneous linear equation:

=(x-1)- x—2+C
=X > 1]-
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Due to z’ = z, we obtain

—(x-1) x2+c _x x2+Cx C
N R R

It is a separable equation. By integrating, we obtain a general solution of the equa-
tion:
xt i3 C1 x2
y=%-—5="
8 6 2
To find a particular solution we must define the constants Cy, C». Substitute

the initial conditions y(2) =1, y7(2) = —1 into the equations, we obtain:

4 3
{12%—%+C12 —2C1 + Co;

—Ci1x+Co.

-1=4+2C1-2-Cj.

By solving the system, we obtain C; = -3, C> = % Therefore, the particular
solution has the form
x* 23 3x°
y=—-———-——+3x+-.
8 6 2 3

B3 342
Answer: y =% - X 3L 354 1,

3. Equations do not contain the independent variable

Flyy, ¥ y™) =0 (2.3)

The order of this equation can be reduced to the unit by replacing y' = z,
where z is considered as a new unknown function of y: z = z(y). All derivatives
v, y",...,y" are expressed over derivatives of new unknown functions z(y):

d
y’:d—izz(y)zz;

y_dz_dzdy  dz
dx dydx dy

m_ d [,dz 2d%z dz
¥y _dx(zdy) Z dy2+z(dy) etc.

By substituting these expressions instead of y’, y”,..., ™ into the equation
(2.3), we obtain the differential equation of a (n — 1)-th order.

Example. Find the general solution of the equation y'- y"" —2(y" )2 =0.
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Solution. This equation is a third-order differential equation that does not
contain the independent variable x. Let

2
y/:Z; y//:Z.Z/; y,,,=Z2Z"+Z(Z,) .

By substituting these expressions instead of ¥/, y”, '’ into the original equa-
tion, we obtain a second-order equation that does not contain an independent
variable y:

z-2' - (Z)*=0.

Reduce the order of the equation to the unit. Next we introduce the replace-
ment z’' = p; z”’ = p- p’. We obtain the separable equation:

z-p-p'-p°=0.
We deduce that either p =0 or z- p’ = p. Integrate the second equation z-

ap _ .
dz =P

[N

p J oz

In|p| =In|z| + C;

p =zC(Cj.

Since p = z/, we obtain the separable equation:
7' = zCy.
By separating the variables and integrating, we obtain
z=CelY.
Introduce the inverse substitution z = y’. We obtain the separable equation
Y = Cpet1Y.
By integrating it, we obtain the general solution of the original equation:
eC1Y = Cox + Cs.

The case p = 0 gives z’ = 0, where z= C, y' = C, therefore, y= Cx+Cy is a
solution, that can be obtained from the general one at the corresponding values of
C1, Co, Cs.

Answer: eC1Y = Cox + Cs.
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4. The equation F(x, »y, .. -,y(”)) = 0 is homogeneous with respect to
»y, Yy e,

F(x, ty,ty', ty", .., ty(”)) = th(x,y,y',y",...,y(”)).

The order of this equation can be reduced to the unit by replacing y’ = yz(x),
where z is new unknown function.

Example. Find the solution of the equation xyy"" — x ()’ )2 =yy.

Solution. Let us check that the equation is homogeneous with respect to
¥,y y". We obtain F (x,y,y',y") = xyy" - x(y’)2 —yy'. Then

F(x, ey 1y, 1y") = x(ey) (£9") = x () = (ey) (¢7)) =

2
=1 (xyy” -x(y')" - yy’) = t°F(x,5,5,y").
Therefore, the equation is homogeneous with respectto y, y', y" . Let y' = yz.
Then we obtain:

y”:y’z+yz’:y(z2+z’).

By substituting y’ and y” into the equation, we obtain:
xy? (z2 + z') —xy%2% = y?z;

x(z2+z')—xz2=z (y #0);
xz =z
dz dx
—=— (2#0,x#£0);
z X
In|z|=In|x|+InC;, C;>0;
z=C1x, C1#0.

The condition x # 0 does not lead to the loss of solutions of the equation
xz' = z. The condition z # 0 leads to the loss of the solution z = 0. But this solution
can be included in the general solution when C; = 0. Therefore, we obtain

/
z=C1x,YCy or y7 =Cy1x,VCy,
d
4y _ Cyxdx;
y

2
2 X
Inlyl=C1%5+Co or y =17 +C2;
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2
y=Cy-e“1%, Gy #0.

The condition y # 0 leads to the loss of the solution y = 0. But this solution
can be included in the general solution when C» = 0. Therefore, the general solution
of the equation is

y=Co- eC1 xz.

2
Answer: y = Cy - e“1%",

Tasks for independent work

Solve equations

1.y""=6x+1;

2. yIV:xS—Zx;

3.y =x-e7%

4.2x-y" -y = (y//)Z —9:
5.x-y"— " =0;

6. yy// _ (y/)Z’

7. (y’)2+2yy"—0,
8.y"=x-e% y0)=0, y'(0)=0;

/
9.2y =L +%, ym=%, yn=%

E3

10. y'=9y"Iny/, y(0) =0, y'(0) = 1.

Higher order linear differential equations

A linear differential equation of n-th order is an equation of the form
YW+ a1 0y a0y + an(x)y = fx), (2.4)

where the functions aj(x), ax(x),...,an(x), f(x) are defined and continuous in a
certain interval (a, b).

If in the equation (2.4) f(x) # 0, it is called a linear nonhomogeneous, or
equation with a right-hand side. If in the equation (2.4) f(x) =0, it is converted to
the form

(n)

y +a1(x)y(”_1)+---+an_1(x)y'+an(x)y:0 (2.5)

and it is called a linear homogeneous, or equation without a right-hand side.
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A set of n functions yq, yo,..., yn is called linearly dependent on the inter-
val (a, b), if there are numbers ay, ao,...,ay, not all equal zero, such that there is
an identity

ay1taxy2+--+apyn=0. (2.6)

The set of n functions y1, y2,..., yniscalled linearly independent on the
interval (a, b), if the identity (2.6) is true on this interval only for

a1=arx=---=an=0.
The determinant, which is composed of functions yq, y»,..., yn and their
derivatives
N1 Y2 e Vn
/ / /
Wy oya)=| 21 T2
yin—l) yén—l) ygln—l)
is called the Wronskian determinant.

Theorem 1. If the set of functions yj,y2,..., yp is linearly dependent on
the interval [a, b], then its Wronskian determinant is identically zero on this in-
terval.

Theorem 2. In order that the set of n solutions y1, y2,..., yp of a linear

ordinary differential equation of n-th order would be linearly independent on the
interval [a, b], it is necessary and sufficient that its Wronskian determinant is not
equal to zero at least at one point of the interval [a, b].

Any set of n linearly independent solutions y1, y2,..., yp of a linear ordi-
nary differential equation of n-th order is called a set of fundamental solutions
of this equation.

Theorem 3. If yq,y2,..., yp are set of fundamental solutions of a linear
ordinary differential equation of n-th order, then the general solution of this equa-
tion is written as

y=Ciy1+Cy2+---+Cnyn, (2.7

where Cq,C»,...,Cy are arbitrary constants.
The general solution of the linear nonhomogeneous equation (2.4) is

Y=YgtVps

where yg is the general solution of the corresponding linear homogeneous equa-
tion (2.5); yp is a particular solution of the linear nonhomogeneous equation (2.4).
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If a set of fundamental solutions y1, y2,..., yn of the homogeneous equa-
tion (2.5) is known, then the general solution of the corresponding nonhomoge-
neous equation (2.4) can be also found by the method of variation of arbitrary
constants.

Higher order linear equations with constant coefficients

A linear homogeneous equation with constant coefficients is an equa-
tion of the form

(n)

y +a1y(n—1)

+a2y(”_2)+---+an_1y'+any:O, (2.8)

where ay, ao, ..., a, are some real numbers. This is a particular case of the equation
(2.5)when a;(x) = a; = const (i =1,2,...,n).

To find particular solutions of the equation (2.8) it is necessary to write the
characteristic equation:

K"+ ar k™ Y+ ark™ 2.+ ap_1k+ay =0. (2.9)

The general solution of the equation (2.8) has the form (2.7) and is con-
structed depending on the type of the roots of the equation (2.9) according to the
following rule:

1) each simple real root k corresponds to a component of the form

C_ekx

in the general solution (2.7);
2) each real root of multiplicity k m corresponds to the sum of components
of the form
(C1 +Cox+Cax®+-++ mem_l) . ekx

in the general solution (2.7);
3) each pair of complex conjugate roots k1,2 = a + i corresponds to a com-
ponent of the form
e®* . (Cy cos fx + Cy sin fx)

in the general solution (2.7);
4) each pair of conjugate roots kj » = @ + §i of multiplicity m corresponds
to components of the form the sum of

X ((C1 +Cox+-+ mem_l) cos Bx + (Cl +Cox+--+ C‘mxm_l) sinﬁx)
in the general solution (2.7).
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Example 1. Find the general solution of the equation y""' —3y" +2y' = 0.
Solution. This equation is a linear homogeneous equation of the third order
with constant coefficients. Write the characteristic equation for it:

K3 -3k +2k=0.

0-x 2:x _ 2

Its roots are k; = 0, k» = 1, kg = 2. Therefore, e¥* =1, el * = ¢*, 2 ¥ = ¢2¥ gre a

set of fundamental solutions, and the general solution of this equation is
y=Cy+Coe*+ Cgezx.

Answer: y = C1 + Coe* + Cze*~.

Example 2. Find the general solution of the equation y'"’ +2y" + ' = 0.
Solution.. The characteristic equation is

B+2k2+ k=0,

where k1 = kp = —1, kg =0. The roots are real, and one of them k; = —1 appears 2

X

times, so a set of fundamental solutions is written as e~ ¥, xe™*, 1, and the general

solution is
y=Cre *+Coxe * +Cs.

Answer: y=Cre X+ Coxe * + Cs.

Example 3. Find the general solution of the equation y'"" +4y" + 13y’ = 0.
Solution. The roots of characteristic equation

I3 +4k*+13k=0

2

are k1 =0, ko3 = —2+3i. A set of fundamental solutionsis: 1, e 2¥cos3x, e 2¥sin3x,

and the general solution is
y=C] +Core ¥ cos3x+ Cze**sin3x.

Answer: y = C1 + Coe %* cos3x + C3e > sin3x.
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Example 4. Find the general solution of the equation
yWIi10y™V +32y" +32y=0.

Solution. This equation is a linear homogeneous equation of the sixth order
with constant coefficients. Write the characteristic equation for it:

K8 +10k* +32k%+32=0,

where k) 2 = +2i are the pair of conjugate roots of multiplicity 2, k3 4 = +V2i is a
pair of complex conjugate roots. Therefore, the general solution is

Yy =(C1+Crx)cos2x+ (C3+ Cqx)sin2x + Cs cos V2x+ Cgsin V2x.

Answer: y = (C1 + Cax) cos2x + (C3 + C4x) sin2x + C5cos v/2x + Cg sin v/2x.

Tasks for independent work

Solve the equations:

1.y" -2y +10y =0;

2. yIV—yI'ZO;

3. yIV_zy///_y//+2y/:0;

4.yV +ayV 459" —6y —ay =0;

5.9 +3y" =0;

6. yIV —2y" 12y -2y + y=0;

7.y"-3y"+3y' —y=0, y©)=0, y 0 =0 "0 =4
8.y"+3y"+y +3y=0, yo)y=-1, y@=0 y'0=1
9.y"-2y"+9y'-18y=0, y0)=-2,5, y'0)=0, y"0)=0;
10. y""+2y"+y' =0, y0 =0, y©0 =2 y"0)=-3.

Higher order linear nonhomogeneous equations with constant
coefficients

A linear nonhomogeneous equation of n-th order with constant
coefficients is an equation of the form

(n)

Y+ ay Y

+a2y(”_2)+---+an_1y'+any:f(x), (2.10)

where ay, ao, ..., a, are some real numbers. This is a particular case of the equation
(2.4), when a;(x) = a; = const (i =1,2,...,n).

41



The general solution of the linear nonhomogeneous equation (2.10) can be
found with two methods.

1. Method of undetermined coefficients

The general solution of (2.10) is y = yg+ y«, where yg is the general solution
of the corresponding linear homogeneous equation (2.8); y is a particular solution
of the equation (2.10).

We find a particular solution y. of this linear nonhomogeneous equation
(2.10) with the method of undetermined coefficients. This method is only used if
the right-hand side of the equation (2.10) has the form

fx) =e** - (Pn(x) cos Bx + Qp(x) sin fx), (2.11)

where Py (x), Qm(x) are polynomials of x of n and m degrees; a, § are constants.
Then a particular solution y. of the equation (2.10) is

yy = x5 %% (P;c(x) cos fBx + Q;C(x) sin,Bx), (2.12)

where s is the multiplicity of the roots a + i of characteristic equation (if a + §i are
not roots of the characteristic equation, then s = 0); k = max(n, m); P;C(x), Q;C(x)
are polynomials of x, of n and m degrees, of the general form with undetermined
coefficients.

Some simplest types of right-hand sides f(x) of equation (2.10), particular
cases of expression (2.11) and corresponding them particular solutions y., parti-
cular cases of the formula (2.12) are shown in the table.

Particular solutions of the linear nonhomogeneous equation of n-th order
with constant coefficients
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Ne | Right hand side f(x) of
equation (2.10)

The form of a particular solution y, of equation (2.10)

A 18 not root of the
characteristic equation
(2.9)

A 1s root of the characteristic
equation (2.9)

1 f(x) = B, (x) —n-th
degree polynomual

A = 0 — 15 not root =
V. = @, (x) — n-th degree

A =0- 13 s-multiple root=
Yo =x%Qp(x) —(n +5)

polynomial degree polynomial
2 f(x) = e* - B, (x) A = a —is not root = A = a —18 s-multiple root=
y, = gi% . Qn{x) y, = pd¥ . ¥ . Qrt£x)

3 | f(x) = B,(x) - cosfx+

A = +fi — 15 not root =

A= +fi—1s s-multiple

Q. (x) sin fx y, = P;(x) cos fx + root =
+Q(x) sin fx Yo =x% (Pe(x) -
- cos fix +
+Q4(x) sin fx)
4 flx)=e™ (P(x)- A = a + Bi—1is not root A =a+ fi—is s-multiple
cos fx + @, (x) sin fx) = root =
¥, :Errx.(P;:{x). v, =x5-e“x-(Pj:{x}'
- cos fx + - cos fix +
+ Q.. (x) sin fx) +Q4(x) sin Bx)

Example 1. Find the general solution of the equation yl V_ y =10cos x.

Solution. This equation is a linear nonhomogeneous equation of the fourth

order with constant coefficients. Find the general solution of the corresponding

linear homogeneous equation

ylV—yZO.

We write the characteristic equation for it

K*—k=o0.

Its roots are kjp = +1; k3 4 = +i. Therefore, the general solution of the

homogeneous equation is

Vg =Cie* +Cre” ¥ + C3cosx+ Cysinx.

We find a particular solution of this linear nonhomogeneous equation with

the method of undetermined coefficients. The right-hand side of the equation

f(x) =10cosx is a particular case of expression (2.11), where Py (x) =10, =1,

Qm(x) = 0. We obtain a particular solution of this linear nonhomogeneous equation

Vs =X-(A1cosx+ Apsinx).
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Find the unknown coefficients A;, Ay. Differentiate four times the equation,
we obtain:
yl. = Ajcosx+ Apsinx + x- (—Aj sinx + Ay cos x);
y;' =2A2cosx—2Aj1sinx+ x-(Ajcosx+ Aosinx);
y'=—-3A;cosx—3Axsinx —x-(—Ajsinx+ Aycosx);
yiv =4A;sinx—4A>cosx+x-(Ajcosx+ Apsinx).

Substitute the expression for yI v, y into the original equation, we have
4A1sinx—4As>cosx+ x(Ajcosx+ Azsinx) — x(Ajcosx+ Aoxsinx) = 10cos x.
After transformations we obtain the equation
4A1sinx —4A>cosx =10cosx.

Equalize the coefficients in the left hand side and right hand side before sin x
and cos x:
4A1=0;-4A> =10;
5

A1=0,A = —5.

Substitute these values into the particular solution of this linear nonhomo-

geneous equation:

S .
y» = - xsinx.

Hence, the general solution of this linear nonhomogeneous equation with
constant coefficients is

_ . 5
y=yg+y*=C1ex+C2e x+Cgcosx+C4smx—5xsmx.

Answer: y=Cre*+ Core ¥+ Cgcosx + Cysinx — %xsin X.

Example 2. Find the general solution of the equation y” =3y’ +2y = x% + 3x.

Solution. This equation is a linear nonhomogeneous equation of the second
order with constant coefficients. Find the general solution of the corresponding
linear homogeneous equation

y"—Sy'+2y:0.
We write the characteristic equation for it:
k?-3k+2=0,
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roots of which are kj = 1, ko = 2. Hence, the general solution of linear homogeneous
equation is
yg=Cre + Cre®*.

We find a particular solution of this linear inhomogeneous equation with the
method of undetermined coefficients. The right-hand side of the equation
f(x) = x% +3x is a polynomial of 2-nd degree (a particular case of the expression
(2.11)).

0is not a root of the characteristic equation, therefore, we obtain a particular
solution of this linear nonhomogeneous equation:

Vs = Qa(x) = A1 x° + Apx + As.

To find the unknown coefficients Ay, Ay, A3 differentiate the equation two
times:
yll) =2A1x+ Ap; y;’ =2A;.

Substitute the expression for y”/, y’, y into the original equation:
2A1 —BA1X—3As +2A1 X% +2Arx +2A3 = x° +3x.
After the transformations we obtain the equation:
2A1x%+(2Ar—6A1) x+ (2A] —3As +2A3) = x* + 3x.

Equalize the coefficients on the left-hand side and on right-hand side of
equality before the same degrees of x:

2A1=1;
2A2—6A1 =3;
2A1-3A2+2A3=0.

By solving the system, we obtain A; = % , Ao =3, Az = 4. Substitute these
values into the particular solution of this linear nonhomogeneous equation:

1 o
Vs :Ex +3x +4.

Thus, the general solution of this linear nonhomogeneous equation with
constant coefficients is

1
Y=YgtVx =C1ex+C262x+§x2+3x+4.

Answer: y = yg + y« = Cre* + Cre®* + %xz +3x+4.
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2. Method of variation of arbitrary constants

If a set of fundamental solutions y1, y2,..., yn of the homogeneous equation
(2.5) is known, then the general solution of the corresponding nonhomogeneous
equation (2.4) can be found with the method of variation of an arbitrary constants
(Lagrange method). This method can be used in solving the linear nonhomo-
geneous equation (2.4) with variables and constant coefficients. If the right hand
side of the nonhomogeneous equation with constant coefficients (2.10) is not a
particular case of the formula (2.11), then this method allows us to find a solution.

The idea of the method is us follows. We write the general solution of equation
(2.10) in the form

y=Ci(x)y1 +Co(x)y2+ -+ Cp(X) yn,

where y1,¥2,..., yn are linearly independent particular solutions (a set of funda-
mental solutions) of equation (2.5), and the functions Cj(x), C2(x),...,Cy(x) are
obtained from a system of equations:

Ci(x)-yl+Cé(x)-y2+---+C§l(x)-yn=O;
Cl(x)- Y1+ Cy(x) - yp+---+ Cp(x) -y, = 0;

Crx) -y 4 Oy e+ Ch) -y = 0

|Gl Ty T e Gy Y = f.,

Example 1. Find the general solution of the equation y' + x- ' = x2.

Solution. This equation is a linear nonhomogeneous equation of the second
order. We solve it with the method of variation of arbitrary constants. Find the
general solution of the corresponding linear homogeneous equation

y'+x-y'"=o0.

This equation is a second-order differential equation that does not contain
the desired function y. Let y’ = z, therefore, y”' = z’. Convert the linear homoge-
neous equation to the form

x-Z +z=0.

Thus, we reduce to the unit the order of the equation and obtain a separable
equation. Solve it:



z X
C
In|z|=1n —1|;
X
C1
z=—.
X
Returning to the variable y, we obtain the separable equation:
Cy
, _— —
y==

where y = C1In|x|+C> is the general solution of the linear homogeneous equation.

Basing on the general solution we obtained, assume that y; =In|x|, yo =1
are partial solutions of the linear homogeneous equation. Find the general solution
of this linear nonhomogeneous equation in the form

y=Ci(x)In]x|+ Ca(x). (2.13)

Note that if we divide the original equation by x # 0, we obtain the equation

1
2 /
+y —=x.
y yx

Then f(x) = x, y1 =In|x]|, yo = 1. Write a system of equations to find the functions
C1(x), Ca(x):

Ci(x)-ln|x|+Cé(x)-1:0; Ci(x)-lnlxI:—Cé(x);
Cl(x) 2+ Ch(x)-0=x; Cy(x) % =x.
By double differentiating the equation (2.13) and taking into account the
equality of the system, we obtain:

1 1
y' = C}(x)-In]x| +C1(x)-;+C§(x) =10 .

/ 1 / 2 x3
Here C;(x)- 5 = x; C; (%) = x7; C1(x) = 5 + (1.
The first equation of the system is x%1In|x| + Cé(x) = 0. By integrating it, we

obtain
3 3

Co(x) = ——1In|x|+ —+C
2 - 3 9 2-

Thus, by substituting the values of the functions Cj (x), C2(x) into the equa-
tion (2.13), we obtain the general solution of this linear nonhomogeneous equation:

x3
y:C11n|x|+?+C2.

3
Answer: y = C1In|x| + % + Co.
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Example 2. Find the general solution of the equation

er

" 1 !/
—2y"—y +2y= .
U

Solution. This equation is a linear nonhomogeneous equation of the third

order. We solve it with the method of variation of an arbitrary constants. Find the
general solution of the corresponding linear homogeneous equation

y’"—2y”—y’+2y=0.

This equation is a linear homogeneous equation of the third order with constant
coefficients. Write the characteristic equation for it

KB-2k%—k+2=0.

Its roots are k1 =1, kp = —1, kg = 2. Therefore, the general solution of
the homogeneous equation is

y=Cre* +Coe * + Cge?”.

Basing on the general solution we obtained, assume that y; = %, y» = e~ ¥,

y3 = e?* are partial solutions of the linear homogeneous equation. Find the general
solution of this linear nonhomogeneous equation in the form

y=Crx)e* + Ca(x)e™  + C3(x)e*~. (2.14)

Write a system of equations to find the functions Cj (x), C2(x), C3(x):

Ci (x)-e*+ Cé(x) e X4 Cé(x) .e2X =0,
Ci (x)-e*— Cé(x) e X4 2Cf’5(x) . e2X = ;
2
Ci(x)-e*+Cy(x)- e * +4CL(x) - e?¥ = eex—fl.
Solving the system of three equations with three unknowns (with the Gauss
method), we obtain:

Cl0 =2
2eX+1
C,(x):_ eSx
2 6eX+1’
C’(x):l L .
3 3eX+1



By integrating these expressions, we obtain:
1
C1(x) = —Eln(ex +1)+Cy;

1 er
Cg(x):E T—ex+ln(ex+1) + Cy;

C3(x) = % (x—In(e* +1)) + Cs.

Thus, by substituting the values of the functions Cj(x), C2(x), C3(x) into
the equation (??), we obtain the general solution of this linear nonhomogeneous
equation:

1 1, _
y=Cre*¥+Cre * + C3e** + o (ex —2 +4xe2x) ts (e *_3e* —2e2x) In(e*+1).
Answer:

1 1
y=Cre’+Cre * + C3e** + o (ex -2 +4xe2x) te (e_x —3e* _Zer) In(e*+1).

Theorem of superposition of particular solutions of linear
nonhomogeneous differential equation

Let theright hand side f(x) of alinear nonhomogeneous differential equation
with constant coefficients (or with variables ones) be the sum of some functions

f)=A@)+...+ fin(x),

and, for each k =1,..., m, the function y;(x) is a particular solution of the linear
nonhomogeneous differential equation. Then the function

yxX)=y1(x)+...+ ymx)

is a particular solution of the linear nonhomogeneous differential equation with
constant coefficients (or with variables ones).

Example. Solve the equationy” — 3y’ = 9x% —5—12sin3x.
Solution. There is the characteristic equation

k2 -3k=0
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corresponding to the homogeneous equation y” -3y’ = 0.
Its roots are k1 =0, ko = 3. Then the general solution is

Yg = C1 +C2-€3x.

The right-hand side of the equation can be represented as the sum of two
functions, fi(x) = 9x%—5 and f>(x) = —12sin3x. Each of them is a function of a
special type.

Consider the equation with the first summand on the right-hand side

y”—3y' = 9x? —5.

Solving it with the method of undetermined coefficients, we obtain a first particular
solution:

2 = —x3—x’+x.

A particular solution of the equation
y" -3y’ =-12sin3x

is also found with the method of undetermined coefficients. A second particular
solution is:
S = —g0033x+ Esin3x
Y2 =73 3 '

A particular solution of the original nonhomogeneous equation is equal to
the sum of the obtained particular solutions:

2 2
y= C1+C2-esx—x3—x2+x—§c033x+§sin3x.

Answer: y=C1 +Co-e3% —x3 - x% + x - %cosSx+ %sinfix.

Tasks for independent work

Solve the equations:

1. y" =5y +4y = 4x*e*%;

2.9y +3y —ay=e 4 4 xe™;
3.y -4y +8y = e?¥ +sin2x;
4.y" -9y =e3*cos x;
5.9"+y=xsinx;

6.y" -5y =3x%+sin5x;
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X
7y'=2y +y=%;
8.y"-2y'+y=0,y2) =1, y(@2)=-2
9.y"-2y'=2¢% y)=-1, y@)=0;

10.y"-y'=0; y0 =3 yO=-1 y"0)=1.
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I'maBa 3

Systems of differential equations

Basic definitions and terms

A system of differential equations is a set of differential equations (equa-
tions containing independent variables, unknown functions and their derivatives
or differentials). A system of n differential equations of the first order, which are
solved with respect to all derivatives, is called normal. It has the form

;yl_fl xJ/l y27 ;J/n),

J/Z .

) f2 (x Y1, y2,.. ’yn)’ (3.1)
dy L= fr (%, y1, 92, ¥n),

where y1, y9,..., yn are unknown functions of an independent variable x;
fi, f2,..., fn areknown functions dependent on x, y1, y2, ..., ¥n, which are specified
and continuous in some domain.

To solve a system or to integrate it in some interval [a, b] means to find a
set of n functions y1, yo,..., yn which are defined and continuously differentiable
in the specified interval, and convert each equation of the system into an identity.

The Cauchy problem for the system of differential equations (3.1) is the
problem of finding the solution

J/l :J/I(x),J/Z:J’Z(x),;,Vn:J/n(x)

satisfying the initial conditions:

(0) (0)

o) =r, v o) =y yn (x0) = iy

The geometric meaning of the Cauchy problem is in finding those curves,
among all integrals, that pass through the points (xo, y?) oo (X0, 9.
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The general solution of the system (3.1) is a set of n functions:

yi=n (x»CI,CZ,---,Cn);
Y2=1J2 (X»CI,CZ,---»Cn);

L J’n:J/n(x,CLCZ,---»Cn)»

which depend on the variable x and arbitrary constants Cy, Co, ..., C, and satisfy
the following conditions:

1) the functions y1, y2, ..., yn are defined in the domain of change of variables
and have continuous partial derivatives with respect to the variable x;

2) the functions yq, y2, ..., yn are solutions of the system (3.1) for any fixed
values of Cy, Co, ..., Cy.

A particular solution of the system (3.1) is a solution obtained from the
general solution for some particular values of Cy, Co, ..., Cy,.

An integral of a normal system (3.1) is a function

W(x,y1’y2»---,J/n)y

which, in the domain of changing of variable,
1) is defined and continuous with its partial derivatives
oy oy oy
a, a_J/l, ceey mr
2) takes a constant value for any x after substituting an arbitrary solution of
the system into it.
The function v (x, Y1, V251 yn) depends only on the choice of solution
¥1,¥2,---,» ¥n, and does not depend on the variable x.
A first integral of a normal system (3.1) is the equality

W(X,J/I,J/Z,---,J/n) = C:

where v (X, 1, y2,...,yn) is an integral of a normal system (3.1); C is an arbitrary
constant.

Sometimes a first integral of the system (3.1) is simply called an integral of
this system.

A system of differential equations (3.1) can be converted to one n-th order
differential equation:

P = f ey ),

and, conversely, an n-th order differential equation can be converted to a system
of differential equations (3.1).
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Example 1. Convert the differential equation y”’ + 2y —3 = 0 to the normal
system of differential equations.
Solution. Let y' = z. Then y"' = z/, and the equation is converted to a normal

V=3
z/=3-2y.

system.

/
= Z;
Answer: y,
z =3-2y.

Example 2. Convert the normal system of differential equations
y' =3-z
Z=1+6y+z

Solution. From the first equation of the system we find z=3y - y/;

to one differential equation.

z' = 3y’ — y. Substituting the values z and z’ into the second equation of the
system, we obtain
3y -y =1+6y+3y—7/;
y"" =4y’ +9y +1 =0 - linear differential equation of the 2nd order.
Answer: y"' =4y +9y+1=0.

A system is called linear if unknown functions and their derivatives (or dif-
ferentials) are included in each of the equations only in the first order. The normal
system of linear differential equations of the first order has the form

d—J;l =an(y1+a(x)y2+...+aip(X)yn + fi(x);
< % = a1 (X)y1+axx)y2+...+ap(X)yn+ fo(x); (3.2)
ily; = an1 (D y1+an2(X)y2+...+ app(X) yn + fn(x),

where the functions a; ;(x), f;(x) (i =1,...,n; j =1,..., n) are continuous in a certain
interval.

If all f;(x) =0, then the system (3.2) is called homogeneous, otherwise it is
nonhomogeneous.

If a; j(x) = a; j = const, then the system (3.2) is called linear with constant
coefficients.
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Elimination method

A normal system of n differential equations of the first order is equivalent
to one differential equation of n-th order. Therefore, it is possible to eliminate all
unknown functions in the system (3.1) but one and obtain one differential equation
of n-th order.

It is possible to convert the normal system (3.1) to one equation by differen-
tiating one of the equations of the system and the consequent elimination of all
unknowns but one.

Example. Find the general solution of the system of differential equations

Yi=3y1-y2+y3+es;
J’§=J/1+J/2+J/3+X;
V5 =4y1—y2 +4ys.

Solution. We solve the system with the elimination method. Differentiate
with respect to the variable x the first equation of the system and substitute, instead
of y1,¥5, V3, their expressions from this system. We obtain:

yi’zSyi—yé+yé+ex:
=30By1—ye+y3+er)—(n+y2+y3—x)+4y1—yo+4ys+e’ =
=12y; —5y1 +6y3 +4e” + x.

Differentiate y;' with respect to x and substitute, instead of y}, y}, y5, their
expressions from this system:

n_

N —12yi—5yé+6yé+4ex+1:

=12(3y1-y2+y3+e’)=5(y1+y2+y3—x)+6(dy1 —y2 +4y3) +4e* + x =
=55y1 —23y2 +31y3+16e” +6x.

Hence, we obtain a system of differential equations:

Vi =3y1-y2+y3+e¥;
y{ =12y1 =5y +6y3 +4e + x; (3.3)
y{ =55y1 —23y2 +31y3 +16e”* +6x.

From the first two equations we obtain y» and y3:
Vo = yi’—6yi +6y1 +2e* - x;
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ygzyi’—5y1+3y1+ex—x. (3.4)

We substitute the expressions for y» and y3 into the third equation of the
system (3.3):

¥y =55y1-23(y] =6y +6y1+2e* —x)+31(y) —5y] +3y1+ " —x)+16e* +6x =

=8y —17y; +1+10y; + e* —2x.

Thus we obtain nonhomogeneous linear equation of the third order with
constant coefficients:

' -8y +17y; —10y; = e* - 2x (3.5)
Its general solution is obtained by the formula y; = yf +y{, where ylg is
the general solution of the corresponding linear homogeneous equation; y; is a
particular solution of the linear nonhomogeneous equation (3.5).
Find the general solution yf of the corresponding linear homogeneous equa-
tion

/=8y +17y; - 10y, =0.

We write the characteristic equation for it
k> —8k*+17k-10=0.

Its roots are: k1 = 1, ko = 2, k3 = 5. Therefore, the general solution of the
homogeneous equation is

yig = C1e* + Cre®* + C3e°*.

Find a particular solution yf of linear nonhomogeneous equation (3.4) with
the method of undetermined coefficients.

The right-hand side of the equation (3.5) f(x) = e* —2x is the sum of two
functions, f(x) = e* and f>(x) = —2x, therefore, a particular solution of the equation
(3.5)1is

=yt
where y{ I and yi 2 are particular solutions of nonhomogeneous linear equations

" i

y{'=8y{ +17y; =10y1 = fi(x) and y{" - 8y] +17y] = 10y1 = fo(x).

For fi(x) = e* we have k = 1, for f»(x) = —2x the value k = 0, then we obtain
a particular solution y;" of linear nonhomogeneous equation (3.5):

y] = Arxe* + Apx + As.
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Find the unknown values Ay, Ay, As. Differentiate three times the equation:
yi" = Ay1xe* + Aje¥ + Ay;

"= Arxe* +24;e%;

yi”" = Ajxe* +3A;1e".

* /1

Substitute the expressions for y;"", y1/, y7"

1", y{ into the equation (3.5):

Ayxe* +3A1e" —8(Ajxe* +2A1e") +17 (A1 xe* + Aje* + Ap) -

—10(Ajxe* + Apx + A3) = e* - 2x.

We equate the coefficients on the left-hand side and right-hand side before
the the corresponding expressions, obtain:

1 117
4 5 07 50°
Substitute these values into the particular solution y;' of the linear nonho-
mogeneous equation (3.5):

1 1 17

* X
=—xe +-x+—.
! 5 50

Hence, the general solution of a linear nonhomogeneous equation with con-

stant coefficients (3.5) has the form

1 1 17

g * X 2x 5x X
=y7+ty; =Cie" +Cre”" +Cze™" +—xe” + —x+ —.
n=yr+y; =0 2 3 . A

Find derivatives y/ , y{':

1 1 1
yp=Cre* +2C2e** +5C38°* + —xe* + —e¥ + —;
4 4 5
1 1
y{=Cre* +4Cye** +25C5e°* + erx + Eex.

Substitute the found values y; , y{ into the equalities (3.4):

1 1
Y2 =Yy — 6y, +6y1 +2¢* — x = Cre* +4Cpe** +25C3e°* + erx + Eex—

1 1 1
—6 (C1 eX +2Cye** +5C3e>* + erx + Zex + E) +

1 1 17
+6(C1ex+ Cre®* + C3e®* + + erx+ X 5) +2e¥—x=

1 6 21
=C1e* —2Cre?*  + C3e®  + —xe* + —x+ — — &%
4 5 25
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1 1
y3 = _Vi, —5_)/1 +3y1 + eX—x= Clex+4C2€2x +25C3€5x+ erx+ P

1 1 1
-5 (Cl e* +2Ce%* +5C3e°% + erx +-er + —) +

1 1 17
+3 (Clex +Cpe®* + C3e®* + erx +=x+ 5) +erf—x=
1 2 1 1
=C1e*—3Cre?** +3C3e° — ~xe* — Sx+-e¥ + —.
5 4 50

Thus, the general solution of the original system has the form

1 1 17
y1=Cre* + Coe®* + C3e®* + —xe* + —x + —;

5 50
1 6 21
Yo = Cre* —2Coe** +Cge®* + —xe“ + —x + — — &%
4 25
1 2 1 1
= —C1e*—3Cre** +3Cae®  ——xeX —Zx+-e¥ + —.
¥3 1 2 3 4 574 50
Answer:

y1 = Cre* + Cre®* + C3e®* + %xex+ %x+ %;
yo = Cre¥ —2Cpe?* + C3e®* + %xex+ %x+ % —eX;
y3 = —C1e* —3Ce?* +3Cze®¥ — %xex— %x+ %ex + 5—10.

Tasks for independent work

Find the solutions of the systems of differential equations
| { 9% =-9y;

%+3x+4y20, x(0) = 1;
d—¥+2x+5y:0, y(0) =4,

dx _dy — sin t-
4dt dt+3x—smt,

dx _ .
d; Ty =cost;

|

{ d’x
|5
|

2.

3.
4.

5.
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Method of integrable combinations

This method consists in the fact that, by various transformations, equations
of the original system (3.1) are converted to a simple form. It allows to integrate
them easily and obtain a solution of the system. The equations obtained with this
way are called integrable combinations.

The integrable combination is obtained by adding, subtracting, multiplying
or dividing the original equations of the system. Each integrable combination gives
one first integral. If n independent first integrals of the system (3.1) are found,
its integration is complete. If m independent first integrals are found, where n >
m, then the system (3.1) is converted to a system with a less number of unknown
functions.

Example. Find a solution of the Cauchy problem:

ax _ _x .
i 5 x0=2y0 =4
FRE

Solution. This system is a normal system of two differential equations. We
solve the system with the method of integrable combinations.

Find a general solution of the system. Compose a first integrable combination.
Dividing the second equation by the first, we obtain a separable equation

ay _y

dx x
By separating the variables and integrating, we obtain

x=Cyy.

Compose a second integrable combination. By adding both the equations of

the system, we obtain
dx+dy .

dr
dx+dy=dt,
x+y=t+0(Co.
x=Cy;

x+y=1t+0(Co.
The general solution of the system has the form:

Therefore, we obtain the system:

_ t+Co .
{ x=0C 1+Cy’

_+0
V= 1+Cy-
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Find a particular solution of the system. Substitute the initial conditions into
the general solution of the system:

— C .
{ 2= ey

__ G
4= 1+C;

’

where Cy = %, Cy =6.

t
. X=5+2;
The solution of the Cauchy problem of original system is: { %t 4
y=73
t

X=g+2;
Answer: %t

y = ? + 4

Tasks for independent work

Find solutions of systems of differential equations

1 { %:2x+y, x(0) =1,

d
F=x+2y, yO)=-1;

ax _ X

dr — y’
473

dat — x’

dx _ YV .
3 dr — x-=y’

dy _ x .

dt = x-y’

dx _ . — 1.
4.{?—2x ¥, x(0)=-1;

g—¥:—x+2y, y(0) =3;

X _ .2 2
S{E—x + )5

ﬂ—Zx

dr — <Xy

Euler method

The Euler method is applied for solving linear homogeneous systems of dif-
ferential equations with constant coefficients. Consider a system of n linear homo-
geneous differential equations with n unknown functions whose coefficients are
constant:

% =ajijxyt+aizxe2+...+ainXn;
) % =ax1X1t+azpx2+...+adrxnXn;

dxp _

ar - anl1X1tap2X2+...+aApnXxn.
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We write the system in the matrix form aX _ 4. x , Where

dat

dx1

ayl] d4ay2 ... dip X1 ar

dXQ

a1 azp ... aAzn X2 ax —=

A= , X = , G = dr
dxn

anl Aan2 ... AQpnnp Xn —2

dat
The solution of the system is obtained in the form:

x1 = pret;
] 2= paett;
Xn = pneﬂ’tr

where A, p; (i =1,2,...,n) are constants.
By substituting the values of x; (i = 1,2,..., n) into the system of differential
equations, we obtain a system of linear algebraic equations with respect to p;:

, (a1 —A) pr+app2+...+aippn=0;
ax1p1+(azg—AN)pa+...+axppn=0;

an1p1+an2p2+...+(@nn—A) pn =0.

Since the system has a nonzero solution if and only if the determinant of the
main matrix is equal to zero, we obtain the following equation of n-th degree:

6111—1 a2 ... din
an] 6l22—/1 ... A2p —0
anl ap2 ... Qnn

This equation allows to find A. It is the characteristic equation of the matrix
A and, at the same time, the characteristic equation of the system. Let the charac-
teristic equation have n different roots A; (i = 1,2,..., n), which are eigenvalues of
the matrix A. There are corresponding eigenvectors to each eigenvalue.

Let an eigenvector (pyy; Pos---; Pnk), where k=1,2, ..., n, correspond to an
eigenvalue Aj. Then the system of differential equations has 7 solutions:

1-st solution corresponding to the root A = A;:

Mt A1t

At
x11 =p11e’t, x21 =p21e”1’, ..., xp1 = pnie

2-nd solution corresponding to the root A = A5:

Aot Aot Aot
X12 = p12€°2", X2 = p22e’?", ..., Xp2 = ppoe’?

’
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n-th solution corresponding to the root A = A,:

Ant Ant

Ant
X1p=pine "', X2n = p2ne ceosXnn = pnne’t.

Thus, we obtain a fundamental set of solutions. The general solution of the
system has the form:

X1 = C1x11 + C2x12 +...+ Cnxln;
X9 = Clel + Cngg +...+ anxgn;

{ Xn = C]_xnl + sznz +...+ Cann.

Example 1. Find the general solution of the system of differential equations

dxl__ .
{5” o
JC2__
ai = 2x7.

Solution. This system is a linear homogeneous system of differential equa-
tions of second order with constant coefficients. Solve it with Euler method. We
write the characteristic equation of the matrix of the system

0-4 -2
-2 0-A7

=0.

Its roots A; = —2; 12 = 2 are eigenvalues of the matrix. There are equations
for determining the eigenvector when A; = -2 :

2p1—2p2=0;
—2p1+2p2=0,

where p1 = p2, hence (1;1) is an eigenvector.
There are equations for determining an eigenvector when 1y = 2:

—2p1—2p2 =0;
—2[91 _2p2 =0,

where p1 = —po, hence (1;—1) is an eigenvector.

We obtain a set of fundamental solutions:
-2t _ o2t

’

forA;=-2:x11=e X21
for Ao = 2: x12 = €L, xpp = —€?L.

-2t 2t

. . x1=Cre “" +(Coe°t;

The general solution of the system is: ot 2t’

Xxp=Cre “" —Coe-".
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x1 = Cre %l + Cre??;

Answer:
Xo = C16_2t - CgeZI.

Example 2. Find the general solution of the system of differential equations

dxy _

ddt = X1 — X2 +X3;
axa _ ~ o
c%“ = X1+ X2 —X3;
X3 _ _

v =2X]— X2.

Solution. This system is a linear homogeneous system of differential equations
of the third order with constant coefficients. Solve it with the Euler method. We
write the characteristic equation for the matrix of the system

1-14 -1 1
1 1-14 -1 |=0,
2 -1 0-A

where A1 = —1; 12 = 1; A3 = 2 are eigenvalues of the matrix.
There are equations for determining an eigenvector when 11 = —1:

p2 =-3p1;

p1+2p2—-p3=0, B
p3 =—3p1.

2p1—p2+p3=0;

Hence, (1;—-3;—5) is an eigenvector.

2p1—p2+p3=0; {

There are equations for determining an eigenvector when 1, = 1:

—p2+p3=0;
p1—p3=0;
2p1—-p2—-p3=0,

where p1 = p2 = p3. Hence, (1;1;1) is an eigenvector.
There are equations for determining an eigenvector when 15 = 2:

p2=0
p1—p2-p3=0; .
pP3 = p1

—p1—p2+p3=0; {
2p1—p2-2p3=0;

Hence, (1;0;1) is an eigenvector.

We obtain a fundamental set of solutions:

forA;=-1:x11 = e_t,le = -3¢ L X31 = —5e~¢;

for Ao =1: x12 = et,xgg =e’, X32 = el;

for A3 =2: x13=0,x23 = el, X33 = 2l
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The general solution of the system is:
X] = Cle_t + Cget + CgeZt;
Xy =—3C1e” T+ Crel;
X3 = —5C16_t + Czet + CgeZt.
X1 = Cle_t + Czet + CgeZt;
Answer: { x2 =-3C; e l+ Cget;

X3 = —5C16_t + Cget + C382t.

Example 3. Find the general solution of the system of differential equations:

dx
{ —cgltl =4x1 —3Xx2;
X
d_lfz = 3X1 +4x9.

Solution. This system is a linear homogeneous system of differential equa-
tions of the second order with constant coefficients. Solve it with the Euler method.
We write the characteristic equation for the matrix of the system:

4-1 -3
3 4-A

=0

Its roots A1 = 4 + 3i are complex eigenvalues of the matrix. Let us find
eigenvectors for them.
There are equations for determining an eigenvector when A1 =4 + 3i:

3i-p1—-3p2=0;
3p1+3i-p2=0,
where p» = ipj. Hence, (1;1) is an eigenvector.
There are equations for determining eigenvector when 1 =4 —3i:
—3i-p1—-3p2=0;
3p1—3i-p2=0,
where p1 = ip2. Hence, (1;—i) is an eigenvector.
We obtain a set of fundamental solutions:

for A1 =4 +3i:
x11 = e@ 308 = o4 (cos31 + isin30),
xp1 = 1301 = o4 (_gin3t +icos3p);
for Ap =4 —3i:
x12 = @308 = 04 (cos31 - isin3p),
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X929 = o431 - e*!(—sin3t —icos31).

The general solution of the system is:

x1 = e ((Cy + C2) cos3t+ (C1 — Cr) isin31)
x2 = e (= (C1 + Cy)sin3t + (C; — C») icos3t)

By substitution Cy + C; = Cy; (C1 — C2) i = C;, we obtain

x1 =e*(C} cos3r+C; sin31)
xp = et (-Cssin3r+ C; —cos3t)

The general solution in the case of complex roots of the characteristic equa-
tion can be found by other way. We separate the real and imaginary parts in solutions
corresponding to one of the complex characteristic numbers:

p(4+30)1 _ 4

4

e4t(cos3t+ isin3t)=e Lcos3t+ie tsin3t;

4+30)t _ _ 4

e*lsin3t+ie?

ie( cos3t.

We obtain linearly independent particular solutions:

X11 = e4tc0s3t; X21 = —e*sin3t; X12 = e4tsin3t; X9 = e*! cos3t.

The general solution is:

x1 =Cy1x11 +Cox12; X1 = et (Cycos3t+ Cosin3i);
X9 = C1x21 + Cox29; X9 = e4t(—C1 sin3t+ Cy —cos31).

x1 = €21 (Cy cos3t+ Cpsin3t);

Answer: At ]
xo2=e"" (—Cysin3t+ Cy —cos3t).

Remark. Note that we do not consider the conjugate characteristic number

because the solutions, corresponding to the root a—bi, are linearly dependent with
the solutions for the root a + bi.

Tasks for independent work

Find solutions of the systems of differential equations:
dx _ g V=X
1. { 4z ’
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. JtC:x+y, x(0) = 0;
| F=dy-2x, yO)=-1;
Jtc x(0) =0;
y —1.
y0)=1;

2x—y+z, x(0)=0;

92

x+z, y(0)=0;
=y—-2z-3x, z(0)=1.
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Lagrange method

The Lagrange method or the method of variation of arbitrary constants is
used to solve linear nonhomogeneous systems of differential equations with constant
coefficients.

Consider the idea of the Lagrange method on the example of a system of
three nonhomogeneous differential equations with constant coefficients. There is
a system of three linear nonhomogeneous differential equations with three un-
known functions whose coefficients are constant:

X'+arx+bry+ez=fi(1);
V' +axx+bry+ez=fo1); (3.6)
z'+agx+ b3y +esz= f3(1).

Let the general solution of the corresponding homogeneous system be found

and have the form:
x=C1x1+Coxo + C3x3;

y=C1y1+Coy2+ C3y3; (3.7)
z2=C121+Coz9+ C3z3.

We find a solution of the nonhomogeneous system in the form

x=C1()x1 + Ca(t) x2 + C3(1) x3;
y=Ci(0)y1+ Cao () y2 + C3(0) y3; (3.8)
z=C1()z1 + Ca(t) 22 + C3(1) 23,

where Cj (1), C2(t), C3(t) are unknown functions.
Substitute (3.8) into (3.6), then the first equation of the system (3.6) is con-
verted to the form:

Cix1+Cyxp+ Cixg + Cy (x] + a1x1 + b1y +e1z1) +

+Co (xy + a1 x2 + b1 y2 + e122) + C3 (x5 + a1 x3 + b1 y3 + e123) = f1(1)
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All the expressions in brackets are equal to zero, because (3.7) is the solution
of the corresponding homogeneous system. Then we obtain

Cixl + C;_XZ + Céx:g = f1(1).

Similarly, by substituting (3.8) into (3.6), the second and third equations of
the system (3.6) are converted to the form:

Ciy1+Chy2+ Cyys = fo(1);

Cizl + CéZZ + CéZ:J, = f3(1).

Thus, we obtain a system of three linear equations with respect to Cy, C3, Cy.
It has a solution because its determinant

X1X2X3

A=| y1y2y3 | #0
212223

due to the linear independence of the particular solutions of the corresponding
homogeneous system.

Calculate C{, C;, C3. Then, by integrating these expressions, we obtain Cy (#),
Co (1), C3(t) and, consequently, the solution (3.8) of the nonhomogeneous system
(3.6).

Example. Find the general solution of the system of differential equations

dx
dx_ .
(L

dar - "Xt cost

Solution. This system is a linear nonhomogeneous system of differential equa-
tions of the second order with constant coefficients. Solve it with the Lagrange
method.

ax _ y=0;
First, we solve the corresponding homogeneous system: { gf, Y 0
=4+ x=
dat
From the second equation of the system we obtain:
d
X= e ;
dat
dx d?y
dr  dr®’
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Substitute these expressions into the first equation of the homogeneous system:

dzy
- —y=0;
FT
dzy

— +y=0
dt? Y

We obtain a second-order linear homogeneous differential equation with
constant coefficients. We write the characteristic equation for it

+1=0.

Itsroots are kj » = +i — complex conjugate numbers. Therefore, the general solution
of this homogeneous equation is

y= eVt (Cicost+ Corsint) =Cycost+ Cosint.
Since x = —%, we obtain x = Cysint — Cp cos t. Thus, the general solution

of the corresponding homogeneous system is:
x=Cysint—Cocost;
y=Cjcost+Cysint.
We find a general solution of the nonhomogeneous system in the form:

x=Cy(t)sint— Cy(t) cost;
y=Cy(t)cost+ Cy(r)sint.

Substitute these expressions and their derivatives into this nonhomogeneous
system. After the transformations we obtain:
I o / —q0- I e pe
Clslnt—Czcost—O, Cz—tgt,
L Cy=1

/ I ;3 — .
Cicost+Cysint = 5o7;
By integrating, we obtain:

Co(t) = —In(cost) + Co;
Ci(t) =t+Cy,
where Cj, Cy are arbitrary constants. Substituting these values into the general

solution of the nonhomogeneous system, we obtain:

x=(t+Cy)sint+ (In(cost) — Co) cos t;
y=(t+Ci)cost—(In(cost) — Co)sint.

x=(t+Cy)sint+ (In(cost) — Co)cos t;

Answer: ]
{ y=(t+Cy)cost—(In(cost) — Cp)sint.

68



Tasks for independent work

Find solutions of the systems of differential equations
d .
&= —2x+y—e’l;

L.y dy 2t
——=-3x+2y+6e°";

=y+ tg2 r-1;

=tgr—x,

_ 1 .

=X+ cost

=x+y-cost, x(0)=1;

=—y—2x+cost+sint, y(0) =-2;

— Ay — 2 .
=—4x 2y+et_1,

(0N
——
a.| a&|&&| &&|&&| &&|&&| Q.&F&
[ R AR R )~

o
—_——

=6x+3y—%.

Method of undetermined coefficients

The method of undetermined coefficients is used to solve linear nonhomo-
geneous systems of differential equations with constant coefficients (3.2) when
the functions f; (x)(i = 1,..., n) on the right-hand side of the system have a special
form: polynomials, exponential functions, sine, cosines, and the sum or the product
of these functions. A particular solution of the nonhomogeneous system is found
depending on the type of the right hand side.

The method of undetermined coefficients is based on the following theorem:
the general solution of a linear nonhomogeneous system (3.2) is equal to the sum
of the general solution of the corresponding homogeneous system and any parti-
cular solution of this nonhomogeneous system.

Example 1. Find the general solution of the system of differential equations
% =x+2y;
% =x—>5sint.

Solution. This system is a linear nonhomogeneous system of differential equ-
ations of the second order with constant coefficients. Let us solve it with the method
of undetermined coefficients.

First, we find the general solution of the corresponding homogeneous system
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with the Euler method:
{ % -x-2y=0;

We write the characteristic equation of the matrix of the system

1-1 2

=0; A*-1-2=0.
1 -2

Its roots (the eigenvalues of the matrix) A1 =—1; A2 =2 are real numbers.
The general solution of the homogeneous system is:

x8 =Cre L +2Ce?t;
y8 =—Cre !t + Crel.

We find a particular solution of the nonhomogeneous system in the form
(because fi(t) =0, fo(t) = —5sin¥):

x* = Acost+ Bsint;

y* =Ccost+Dsint.

Substitute these expressions and their derivatives into this nonhomogeneous
system:
—Asint+ Bcost=Acost+Bsint+2(Ccost+ Dsint);
—Csint+ Dcost= Acost+ Bsint—5sint.

By equating the coefficients before cost and sin ¢ in both the sides of the
equations, we obtain:
—A=B+2D;
B=A+2C;
-C=B-5;
D=A,
where A=-1,B=3,C=2,D=-1.
Then the particular solution of the nonhomogeneous system is:

x*=—cost+3sint;

y* =2cost—sint.

We obtain the general solution of the original nonhomogeneous system as
the sum of the general solution of the corresponding homogeneous system and the
particular solution of this nonhomogeneous system:

x=x8+x*=Cre ' +2Cre?! —cost+3sint;
y=y8+y*=—Cre !+ Cre?’ +2cost —sint.
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x=x8+x*=Cre ' +2Cye?! —cost+3sint;

Answer:
{ y=y8+y*=—Cre '+ Cre?’ +2cost —sint.

Example 2. Find the general solution of the system of differential equations

{%:y+t;
ay _ _ _ 42
dr = ~2x+3y—1°.

Solution. This system is a linear nonhomogeneous system of differential equa-
tions of the second order with constant coefficients. Let us solve it with the method
of undetermined coefficients.

First, we find the general solution of the corresponding homogeneous system

with the Euler method:
dx _ .
g~
- _2x+ 3y.

dt =
We write the characteristic equation of the matrix of the system:
0-1 1

=0; A*-31+2=0.
-2 3-1

Its roots (the eigenvalues of the matrix): 1; =1; 1> = 2.
There are equations for determining an eigenvector when 1; =1 :

—p1+p2=0;
—2p1+2p2 =0,
where ps = 2pj. Therefore, we obtain an eigenvector (1;2).
We obtain the set of fundamental solutions:

for A1 = 1: x11 = €%, x01 = e’;

2t

for Ao =2: x12 = e“", x99 = 2621,

The general solution of the homogeneous system is:
x8 =Crel + Cre?l;
y8 = Crel +2Cye?!.
We find a particular solution of the nonhomogeneous system in the form
(because f1(t) =t, fo(t) = —1%):
x* = At* + Bt + C;
y*=Dt*+Et+F.
Substitute these expressions and their derivatives into this nonhomogeneous

system:
2At+B=Dt* +Et+F+1t;
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2Di+E = —2(At2+Bt+C)+3(Dt2+Et+F)— 2.
2At+B=Dt*+(E+1)t+F;
2Dt+E=(—2A+3D-1)t?+ (2B +3E)t-2C +3F

By equating the coefficients at the same degrees of the unknown ¢ in both
the sides of the equations, we obtain:

0=D;
2A=E+1;
B=F;

< 0=-2A+3D-1;
2D =-2B+3E;
E=-2C+3F,

where A=-3,B=F=-3,C=-4,D=0,E=-2.
Then the particular solution of the nonhomogeneous system is:
* _ 1.2 7.
X = -5 t“—3t— 55
y*=-2r-3.
We obtain the general solution of the original nonhomogeneous system as
the sum of the general solution of the corresponding homogeneous system and a
particular solution of this nonhomogeneous system:
x=x8+x*=Crel + Cre?l — %tz —3t-%;
y=y8+y* =Crel +2Ce?t 21 -3.
x=Crel + Ce?t - 12 -3t - 1;

Answer: " ¢
y=Cie" +2Cre~" -2t -3.

Tasks for independent work

Find solutions of systems of differential equations

dx _q_o..
g7 = 2x =28

dx _ 0N
?—4x—5y+4t—1, x(0) =0;

d—=x—2y+ t,y(0) =0;
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%+x+2y:2e—f,x(0) =1
Fry+z=1, yO0) =1

dz _ _
E"’Z_l’ z(0) =1.



I'maBa 4

Tasks leadind to differential equations

Task 1. A boat moved on a lake at a speed of 32 km/h and 1 minute, after
the engine was turned off, its speed became equal to 8 km/h. What speed of the boat
will be in 2 minutes after stopping the engine, if the water resistance is proportional
to the speed of the boat? What the distance will it pass in 1 minute after turning
off the motor? What is the distance will it pass in 2 minutes after turning off the
engine?

Solution. Let v be the speed of the boat and k is the proportionality factor.
According to the condition of the problem, the force acting on the moving boat is
equal F = —k- v. On the other hand, according to Newton’s second law, this force

isF=m- %, where m is the mass and % is the acceleration. Therefore,

dv
= k- 4.1
m-— v 4.1)

is a differential equation (mathematical model) describing the motion of boat. By
separating the variables and integrating, we obtain

dv  k
o Za,
v m

_k,
In|jv|=lne m* +InC.
The general solution of the differential equation (4.1) is:
_k,
v=C-e m", 4.2)
Since at time ¢ = 0 sec. the speed of the boat was v = 32 km/h, and after a
minute, i.e. at £ = 1 min= 6—10h it was v = 8 km/h, from the general solution (4.2),
k.1
we obtain: 32=Cand 8=C:-e m 80,

k.1
Therefore, 8=32-¢"m'80,ie. 4 1 =¢
it into the (4.2), we obtain:

_k. 1 _k
m m

80 or e~ m = 4760 By substituting

v=32.47501 (4.3)
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At t =2min= %h we obtain from (4.3)
1
p=32.4"5030=32.472=2,

Thus, the speed of the boat in 2 minutes after turning off the engine is equal
to 2 km/h.

Denote by S the distance, which the boat passed after turning off the engine.
Obviously, it depends on time, i.e. S = S(¢), and at the moment of turning off the
engine S(0) = 0. Since the speed is the derivative of the distance with respect to
the time, using the formula (4.3), we obtain

S/ =32.47607,

By integrating, and taking into account that S(0) = 0, we obtain

A t

_ 32 _ g 4-60x
S=f32-4 60x 75 = ——f4 60x 7(—60x) = ——
60 15 1n60
0 0

t

8
__° [1 _4—601‘] .
0 15-In60

For simplicity of calculation we pat In60 = 4. Therefore, from the preceding

equality we obtain:

S= 12—5 [1—4—6‘”]. (4.4)

At t=1min = % h, from (4.4) obtain

S=#%[1-471=%3 =1 km,

i.e., in a minute after turning off the engine, the boat passes 100 meters.
At t =min= % h from (4.4) we obtain

_ 2 -21_2 15 _1
S=15[1-477] = {518 = gkm,

i.e., in 2 minutes after turning off the engine, the motorboat passes 125 meters.

Answer: In 2 minutes after turning off the engine the speed of the boat is
2 km/h and it passes the distance of 125 meters, and in 1 minute after turning off
the engine it will move the distance of 100 meters.

Task 2. Within 20 minutes, the temperature of a bread taken out of an oven
and placed in a storehouse falls from 100° to 60°. The air temperature in the sto-
rehouse is equal to 20°. How long from the moment of cooling the temperature of
the bread will drop to 1) 40°? 2) 30°?

Solution. Denote by S the temperature of the bread. By the condition of
the problem it depends on time ¢, i.e. S = S(¢). Since, by Newton’s law, the rate of
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heat loss of a body is directly proportional to the difference in the temperatures
between the body and its surroundings, we obtain the differential equation:

ds
— =k-(§5-20), 4.5
o7 ( ) (4.5)
where k is a proportionality factor. By separating the variables, from (4.5) we have
as
—— =k-dt,
S-20

and, by integrating, we obtain
In|S—20| = k- £+1n20;S—20=C- ek’

According to the condition of the problem, at £ = 0 we obtain S = 100. Therefore,
from the preceding equality we find C: 100 —20 = C- €Y, i.e. C = 80. Therefore,

S—20=280-e"". (4.6)

According to the condition of the problem, at t = 20 we have S = 60. Therefore,
from (4.6) we obtain

1

1)20
60—20=280-e20 je. k= (E) .

Thus, from (4.6) we deduce that

1\20
S—20=80- (5) . 4.7)

From the formula (4.7) at S = 40 we obtain ¢ = 40, and at S = 30 we obtain
t =60.

Answer: The temperature of the bread will drop to 40° in 40 minutes and to
30° in 60 minutes.

Task 3. A motorboat moves in a calm water at a speed of vy = 20 = 20km/h.
At full speed the engine is turned off and after 40 seconds the boat speed is reduced
to v; = 8km/h. The water resistance is proportional to the speed of the boat. De-
termine the speed of the boat in 2 minutes after stopping the engine.
Solution. There is the water resistance force F = —kv acting on the moving
motorboat, where k > 0 is a proportionality factor. On the other hand, according
k

to Newton’s second law we have F = ma and, hence, ma = —kv or v/ = — 5 U.
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We solve this differential equation by separating the variables. By integrating,

we obtain:
dv_ _k
At m '
d k
—v:——dt;
v m
d k
_Kfa
v m
k
Inv=——-t+1InC;
m
k
Inv-InC=-——-1¢;
m
v kt
In—=—-——.
C m

_kt _kt
Thus,we have & =e" m;v=C-e m,
Find C, using the initial condition vy = 20km/h at £ = 0: 20 = C-e%; C = 20.
Therefore,
_kt
v=20-e m.
Now, using an additional condition ¢ = 40c= %h v = 8km/h, we obtain 8 =
k. 1 k (5)90

20e m'9% ore m = >

)—90t

Therefore, v =20- % . Hence, the desired speed is:

~90- -3
— 5} 30 _ 5 _ 8 _32
v=20- (7) =20- (E) =20 155 = 58 = 1,28(km/h).

Answer: the speed of the motorboat in 2 minutes after the stopping will be
equal to 1,28 km/h.

Task 4. What amount will be in a bank account in five hundred years, if today
you open a savings deposit of one ruble at 55% per annum with continuous accrual
of interest?

Solution. Let a(t) be the amount of the deposit at the time ¢. Then, by
solving the Cauchy problem

a' =0,05a, a(0) = t,

we obtain

4= 0051

By substituting r = 500, we obtain the answer
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a(500) = e2° ~ 72004899337 rubles.

Answer: 72004899337 rubles will be on the account in five hundred years.

Task 5. A load of 320 g is suspended on a light spring and removed from the
resting state by stretching the spring by 8 cm, while experience the power elasticity
is 1 H. Then the load was thrown vertically upwards, giving it the initial velocity
of 0.5 m/s. Find the period and the amplitude of the free fluctuation of the load if
the movement is without resistance.

Solution. Denote by s(#) the deviation of the load from the equilibrium posi-
tion. Vibrations are caused by the elastic force Fp = ks. Since when the lengthening
of the spring by 8 cm the elastic force is 1H, the stiffness factor k = O,ﬁ =12,5
kg/s?. Write down Newton’s second law ma = —ks. Then we obtain a linear homogeneous
equation of the second order

0,32s"+12,55 = 0.

The characteristic equation
0,322 +12,5=0

has roots A1 2 = 6,251, therefore, the general solution is written in the form
§=11C€086,25f+ c2sin6,25¢.
For finding constants, note that
$(0) = ¢1 = 0,08 and v(0) = s'(0) =6,25¢2 =0, 5.

Therefore, c; = 0,08, c» = 0,08 and the equation of the oscillatory motion has the
form s =0,08cos6,25¢ +0,08sin6,25¢, or, if we enter an additional angle,

T
s= 0,08\/§sin(6,25t+ Z)'

Thus, the amplitude of the free fluctuation equals 0,08v/2 = 0,113m, and the period

s 2
186,—25~1S.

Answer: the period is 1 s; the amplitude is 11 sm 3 mm.
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I';maBa 5

Solving ordinary differential equations
and systems in SCM Maple

Maple allows to solve differential equations of different types. You can use
the following commands in Maple to do it: dsolve, pdsolve; packages: DEtools
(solution of ordinary differential equations) and PDEtools (solution of partial
differential equations). In addition, there are many functions that allow to classify
differential equations, to make substitutions in differential equations, to transform
solutions, to visualize the solutions (to plot graphs of different types).

The command diff is used in writing of differential equations to denote the
derivative

diff(y(x),x) — the first derivative over x from the function y(x);

diff(y(x),x$n) — n-th derivative over x from the function y(x).

For example, the differential equation of the form y” +2y'+5y = 0 is written
as

> diff(y(x),x$2)+2*diff(y(x),x)+5*y(x)=0.

The command dsolve is used to solve ordinary differential equations and
systems of differential equations in different forms of writing:

dsolve(ODE,y(x));

dsolve(ODE, y(x), options);

dsolve({ODE, ICs}, y(x), options);

dsolve( {sys},{x(t), y(t), ... });

dsolve( {sys,ICs},{x(t), y(t), ... }, options);
where ODE - ordinary differential equation, y(x) — any indeterminate function of
one variable, representing the unknown of the ODE problem, ICs - initial conditions,
x(t), y(t) — a set or list of functions of one variable, representing the unknowns of
the ODE problem, options — option specifying the method of solution, for example:

type=exact (analytical solution);

type=series (approximate solution in the form of a power series);
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type=numeric (numerical solution);

output=basis (set of fundamental solutions);

method=laplace (solution using integral transforms).

The general solution of the differential equation depends on arbitrary con-
stants, the number of which is equal to the order of the differential equation. In
Maple, such constants are usually denoted as —C1, —_C2, and so on.

For solving the Cauchy problem it is necessary to include the initial conditions
in the parameters dsolve , and the differential equation and the expression that
specifies the initial conditions are specified in round brackets:
dsolve({ODE, ICs}, y(x)).

Derivatives in the initial conditions are written using the differential operator
D: D(y)(x0), (D@ @n)(y)(xo)-

In the output line, the solution of an nonhomogeneous linear ODE always
consists of summands that contain arbitrary constants (this is the general solution
of the corresponding homogeneous ODE), and summands without arbitrary con-
stant (this is a particular solution of the same nonhomogeneous ODE).

To check the obtained solution, use the command odetest(sol,0DE), where
sol is the solution of the equation.

The command dsolve gives the solution of the differential equation in the
non-computable form. If you want to work with solution further (for example, plot
graph of solution ) It is necessary to separate the right-hand side of the solution
by command rhs(%).

Example 1. Find the general solution of the differential equation

y' + ycosx = sin x cos x.

del:=diff (y(x) ,x)+y(x) *cos (x)==sin (x) *cos (x) ;

del == E}'I:.‘C_I —+ v(x) cos(x) = sin(x) cos(x)

dzolwve (del,y(x)) ;

vix)=sin(x) — 1 + g Sinlx) oy

Example 2. Find the solution of the Cauchy problem

yB 1" =2cosx,y(0) = -2,y (0)=-2,5"(0)=0,y"(0) = 0.
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de2:=diff (y(x) ,x54) +diff (y (x) ,x52)=2%cos (x) ;

ded = d—t yx) + d:,, vix) =2 cos(x)
dr dx

init2:=y(0)=-2,D(y) (0)=1, (DEEZ2) (y) (0)=0, (DEE3Z) (y) (0)=0;
imit2:=(0) = -2, D()(0) = . D'* () (0) =0,D) (»)(0) =0
20l2 :=d=solve ({de2,init2} ,y(x)) ;
sol2 =y(x) = -2coslx) —sin(x)x+ x

odetest (=0l ,de?) ;

Example 3. Find the general solution of the differential equation of the 2-nd

order y"' —2y'+ y=sinx+e™*.

deld:=diff (y(x) , x52)-2*diff (y (x) ,x) +y (x)==in (x) +texp

(—x);

el = *~. ¥lx)—2 [% v(x) \| +y(x) =sin(x) + e

dzolwve (de3,y(x)) ;
Vx)=€& C2+e&x CI+ % e {2 cos(x) & + 1}

Example 4. Find the set of fundamental solutions of the differential equation
y(4) +2y”+y =0.

ded:=diff (y(x) ,x54)+2*diff (y (x) ,x52) +y (x)=0;

d* S
ded: = —Mx) +2| —x) | +3(x) =0
di* &)

dsolwve (ded ,y (x) ,cutput=bas=sis) ;
[cos(x), sin(x), xcos(x), xsin(x) |

Example 5. Find the solution of the Cauchy problem y™® + y" = 2xsinx,
y(0) =—-2,7'(0) = -2,y"(0) =0, y"'(0) = 0 and plot its graph.
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deb:=diff (y(x) ,x54)+diff (y(x) ,x52)=2%*x*=sin (x) ;
o & :
des = —ylx) + —y(x) =2s=in(x) x
di* i
inith:=y(0)=-2,D(y) (0)=1, (D@REZ) (y) (0)=0, (DER3) (y) (0)=0;
init5 == 3(0) = -2.D(»)(0) = .D'*'(3)(0) =0, D" () (0) =0

dsolwve ({deb,inith} vy (x)) ;

-

v(x) =2 —4cos(x) — % sin(x) x + % cos(x) @ +x

yv5:=rhs (%) :
plot{y5,x=-10. .20, thickness=2) ;

150

100
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~_ | "\

-50

-100

Example 6. Find the solution of the system of differential equations

el—1
3
el-1°

x' = —4x-2y+—~2—;
y' =6x+3y—
> sys:=diff (x(t),t)=—4*x(t)-2*y(t)+2/ (exp(t)-1) ,diff (y(t),t)
=6*x{t}+3*Y{t}—3fiexp{t}—1}:
> zolsys:=d=sclve({zy=],{x(t) ,yv(t)}):
(1) = 2+ 2l —1) — I

g + C2(t)=-2 c2—3e (e — 1)

solsys ==

+ % el Cl—3e"

> odetest(solsys, {sys}) ;
{0}
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Consider the package DEtools which contains commands for research of
ODE, visualization of solutions of ODE, transformations, etc.

[> with (DEtools) ;

[ AreSimilar, Closwre, DEnormal, DEplot, DEplot3d, DEplot_polygon, DFactor, DFactorLCLM,
DFactarsols, Dehangevar, Desingularize, FunctionDecomposition, GCRD, Gasper, Heunsols,
Homomaorphisms, IVPsol IsHyvperexponential, LCLM, MeijerGsols,

MudtiplicativeDecom position, ODEInvariants, PDEchangecoords, PolynomialNormalForm,
RationalCanowmicalForm, ReduceHyperaxp, RiemannPsols, Xchange, Xeommutator, Xgauge,
Zeilberger, abelsol, adioint, mutonomous, bernoullisal, buildsol, buildsym_ comoni, caseplot,
casesplit, checlorank, chinisol, clairautsal, consteoeffsols, convertdlg convertsys, dalembertsol,
deoeffs, deZdiffop, dfieldplot, diff table, diffop2de, dperiodic_sols, dpolyform, dsubs, eigerring,
endomorphism_charpoly, equiny, eta_k eulersols, exactsol, expsols, exterior_power, firint, firtest,
Jormal sol, gen exp generate ic, genhomaosol, gensys, hamilton_eqs. lvpergeomsols, lyperode,
indicialeg, infeen initialdata integrate_sols, intfactor, invariants, kovacicsols, lefidivision, liesol,
line_int, linearsol, matrixDE, matrix_riccati, maxdimsystems, moser_reduce, muchange, mult,
mutest, newton_polygon, normalG2, ode_int_y, ode_y1, odeadvisor, odepde, parametricsol,
particularsol, phaseporirait, poincare, polvsols, power_eguivalent, rational_eguivalent, ratsols,
redode, reduceOrder, reduce_order, regular_parts, regularsp, remove_RootOf riccati_system,
riceatisol, rifread rifsimp, rightdivision, rtaylor, separablesol, singularities, solve group,
super_reduce, symgen symmetric_power, symmetric_product, symtest, transiny, transiate,
untransiate, varparam, Zoom |

odeadvisor - classify ODE and suggest solution methods;

> with(DEtool=s) :
> odel:=x*diff (y(x) , x)+3*% (y(x)) "2y (x)+T*x*2;

odel =x [ % y[.‘c]] +13 y[_‘cjl —vlx) + 75

> odeadvisor (odel) ;
[ [ _hromogeneous, class D). rational, Riccati]

> odeZ:=diff (y(x),x)=(1l-y(x))/x;

> odeadvisor (ode2) ;

[ separable]
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> oded:=diff (y(x) ,x)+2*x*y (x)=2*x*exp (—x"2) ;

oded = %}'(:ﬂl + 2xy(x)=2x

= odeadvisor (ode3) ;

[ linear]
?> oded :=diff (y(x) ,x54) —y(x)=10%cos= (x) ;
._‘I_
oded = oA vix) —y(x) =10 cos(x)

> odeadvisor (oded) ;
[[_high order, linear, nonhomogeneous||

DEplot - plots solutions of differential equations or systems of differential
equations, as well as phase portraits and field directions. This command is similar
to the command odeplot , but is more functional.

The most commonly used graphical parameters of command DEplot are:

linecolor - color of the line ;

color - color of the arrows;

arrows=SMALL, MEDIUM, LARGE, LINE or NONE II type of arrows;

stepsize — number equal to the distance between points on the graph;

obsrange = true/false — indicates whether the integrator should stop once
the solution curve has passed outside the specified range.

The graph of solution of the Cauchy problem (integral curve) with the command
DEplot

3} restart:
| » with (DEtools):

- cde:=diff{y{x},x$2}—{diff{y{x},x}}f{x—l}=x*{x—1};

d
2 —— Mx)
oele = d., vix) — et =x(x— 1)
d” x—1
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> DEplot (ede, {y(x) },x=-7..5, [[v(2)=1,D(y) (2)=-1]] ,stepsize=.1,
linecolor=red, thickness=2) ;
230
200
150
Flx)
100
a0
6 S 0 2 4
X

The graph of solution of the Cauchy problem (integral curve and directions field) with

the command DEplot
[> with (DEtools) :
> ode:=diff (y(x) ,x)=2%x*y (x) [ (x"2+ (v (x))*2) ;
Clarg:: i}:l::c] = }L(:cj_‘ [
dx &+ 3(x)°
_} DEplot (ocde, {y(x)},x=-5..5,[[y(0)=-1]],=step=size=.1,arrows=LINE) ;
X
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Direction field of nonlinear ODE of the first order with the command DEplot

Phase trajectories with direction field for nonlinear ODE system with initial

3} restart:

> restart:
> with(DEtools) :
- ncnliq_pde:=diff{yix};x}=3in{x}fylx};

nonlin_ode = d vix) =

dx
- DEplDt{nDnlin_pd&,y{x},x=—10..1
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conditions with the command DEplot

| with (DEtools):

> sys:=diff (x(t),t)=y(t), diff(y(t)

5= 2 x(r) =3(2),

dr
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CE)=sin(x(t)) ;

d .. _ . .
< M) = sin(x(1))

.5, stepsize=0.05) ;



LA4*p3  [[0,1,0],[0,-1,0]],=teps=size

> DEplot ({sys}, [x(t) ,y(t)],t=0.

0.1,linecolor=blaclk) ;
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DEplot3d - plot the 3-D solutions to a system of DEs or ODE;

The graph of the solution of the Cauchy problem for systems of 2 differential
equations with the command DEplot3d

> restart:

> with (DEtools) :

F sys:=diff({x(t),t)=—=sin(t)  diff(y(t) , t)=cos(t);

= cos(1)

1)

|

x() = —sin(1),

5)5
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_ﬁ DEplot3d({=y=},{x(t) ,v(t) },t=-2*Pi. .0, [[yv(0)=0,x(0)=1]],=tepsize=
.1,thicknes=s=5,linecolor=green) ;

The graph of the solution of the Cauchy problem for systems of 3 differential
equations with the command DEplot3d

3} restart:
| > with(DEtools):

> sys:=diff (x(t),t)=y(t) ,diff(z(t),t)=—-0.1%=z (£)+x(t) *y(t) ,diff (y (L),
t)=0.1%*y(t) - (= (t)-1) *x(t) —x(t)*3;

d (1) =0.13(1) = () = 1) x(1)

Z(t)=-01z(f) + x(1) (1), T
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i} DEplot3d([sy=],[x,yv.2] ,t=0..25, [[y(0)=1,x(0)=1,=(0)=0]] ,ztepsize=
0.05, thickness=3, linecolor=red) ;

= =)
JI|r|'|l?llIl‘l'r\llllll_‘rlfli.r‘:]r”rl‘

phaseportrait — phase portrait for a system of first order ordinary differential
equations or single first order ordinary differential equation; a system of two first
order differential equations also produces a direction field plot, provided the system

is determined to be autonomous ;

Phase trajectories and the direction field for linear ODE system with initial conditions
with the command phaseportrait

restart:

with(DEtools=s) :
sys:=diff (x(t) ,t)=3*x(t)+y (t) , diff(y(t),t)=—x(t)+y(t);
inits:=x({0)=1,v(0)-2;
sys = (1) =3x(7) + p(1), %}'(f) = -x(1) + yl1)
imits =x(0) =1 y(0) —2

phaseportrait({sy=s},{x(t) ,yv(t)},t=-10..10,[[0,12,-2],[0,-3,-3].,[0,
5,-31,[0,5,2],[0,-1,2]],x=-25..25,y=-20..20,stepsize=0.1,color=

ayan, linecolor=blue) ;
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20

dfieldplot - plot direction field to a system of DEs;

The direction field for linear system of ODE with the command dfieldplot

restart:
with (DEtools) :
sys:=diff(x(t)  t)=3*x(t)+y(t), diff(y(t) , t)=x(t)+yv (L)

sy 7= (1) = 3.x(1) + ){1). - 3(1) = =x(1) + (1)

dfieldplot([sy=], [x(t) ,v{(t)],t=-10..10,x=-15..15,y=-10..10,
stepsize=0.1, arrows=3SLIM) ;
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DEnormal - return to the normalized form of a DE;

;::- with (DEtools) :
> de:=2% (—2%x*3) / (x-5) *y (x) +4* (x*2) / (x+1) *x*D (y) (x) +5%x"3/ (x-1) ~2*

(D8E2) (y) (x)=x; |
42)(x) | 4XDOIE) , 52D () ()

de = -
x+1 I[x—l:ll

x— 5 —*

[> DEnormal ({de,x,v(x)) ;

2
[5ﬁ—zﬂp—ﬁ]{i;ﬂﬂ]+l+€—zaﬁ4dmx—zﬂ[ﬁ%ﬂﬂ]—4ﬂﬂx3
+ 4y(x x1+4} jx—4}'l[x]=x1—ﬁx+4+%—%

autonomous — determine if a set of DEs is strictly autonomous;

restart:

with (DEtool=) :

de:=(sin(z (t)-=z(t)*2) *(DRR4) (=) (t) —co=s(=(t) ) -5);
de = -sin(-z(t) + 2(1)*) D'*)(2) (1) — cos(z(1)) — S

autonomous (de, =z, t) ;

friie
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convertAlg - return to the coefficient list form for a linear ODE;

:} with (DEtools) :
> de:=diff(x(t) ,t)*zin(t)+5*x(t)=cos=s(t) ;

de = [%r(r]] sin(r) + 5x(7) = cos(1)

B converthAlg (de , x(t)) ;

[[5. sin(z) ]. cos(z) ]

convertsys — convert a system of differential equations to a first-order system;

;} with(DEtools) :
> de:=diff (y(t) ,t52)=y(t) = (t) diff (x(t)  t)=x(t);
d:

de = —y(t) =p(t) — x(z), %-‘fif) =x(1)

='.> inits:=y(0)=1,D(y) (0)=2,x(0)=3;
imits =y(0) =1, D(y)(0)=2,x(0)=3

='.> convertsys ({de}, {inits}, {x(t) ,y(E) },.t,yv.¥ P):

[ [V_py =3y 2y =33V Py =1 — 1. [}'1 =x(t). 3, =M1). 33 = %}'(f) ] 0.[3. L 2]]

reduceOrder - apply the method of reduction of order to an ODE;

Calling sequence: reduceOrder(des,dvar,partsol,solutionForm), where
des - ordinary differential equation, or its list form, dvar — the dependent variable
for an equation, partsol — particular solution, or list of particular solutions,
solutionForm - flag to indicate the DE should be solved explicitly.

:} with (DEtools) :

> de:=diff (y(x) ,x53)-6%*diff (y(x) ,x52)+11*diff (y (x) ,x) -6%y (x) ;

de = & L‘(‘c]—ﬁ[ 4 l'li‘fjl\ + 11 [iv(rﬂ—ﬁv[‘c]
Lo &) de ) T
[> reduceorder (de,yi{x) ,explx));
d.: d A
— Vix —3[—}'.‘( + 2yix
500 = 3§39 + 2510

_} reduceCrder (de, v (x) ,exp (x) ,basis) ;

[ex E]x_. %ng]

92



intfactor - look for integrating factors for a given ODE;

| = with (DEtools):
> de:==sin(x) *diff (y(x) ,x) —cos (x) *y (x)=0;

() ) — cos(x) 3(x) =0

de = sinx) [ rl
I

_} m:=intfactor (de) ;

1

sifl x)

m:= o

=} dsolve (m*de,y(x)) ;
¥lx) = _Clsin(x)

mutest — test a given integrating factor;

[> with (DEtools) :
> de:=diff (y(x) ,x$2)=- ((diff (y (x) ,x)) *2+2%x* (diff (y (x) ,x))
+2%y (x) ) [y (x) ;
d '
.\ a4 = 2
& [ ) +‘T[ ) | + 251
de = —5 Mx) = -
& ¥x)
(> M:=1/(diff (y(x),x)+2%x) ;
M:= q !
—_ 2
i yix)+2x
[> mutest (M, de) ;
0

particularsol - find a particular solution to a nonlinear ODE, or a linear
non-homogeneous ODE, without computing its general solution;

[> with (DEtools) :
> de:=diff (y(x)  x52)-3*diff (y(x) x)+2%y (x)=x"2+3%x;

a

2 5

a"g = d..l I:L-'l:_‘l'_':l —3 [i.}-l:_'l_’] | -+ E;L-l:_'f] :_'f.': + 3x
dx dx /
_} particularscl {de,y(x)) ;
yix) = %'{2 +3x+4
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varparam - find the general solution of an ODE by the method of variation
of parameters;

Calling sequence: varparam(sols, v, ivar), where sols — list of solutions to
the corresponding homogeneous equation; v — right hand side of the original ODE;
ivar — independent variable;

:} with (DEtools) :

> de:=diff (y(x) x53)+2*diff (y(x) ,x52) —~diff (y(x) , x)+2%y (x)=exp
(2*x) / (exp (x) +1) ;

& & ) (A ) e
de=——y(x) +2| —=px) | = | —p(x) | +22(x) =
= 7 [df 09 | = (20 | + 2300 = 5

=:> sols:=[exp(x) ,exp(—x) ,exp(-2*x) ] ;
sols = [ET., e, e’ x]

=Z-‘> Rhs:=exp (2*x) / (exp (x) +1) ;

2x

Rhs =
€+ 1

_} varparam(scls ,Rhs, x) ;

-x -2x 1 3 1 1 s
C €+ e+ _Che +Eln{€+1]€—¥€+?—?e (& +1)

L —I_L -21x
+3& 3¢ 1n{€+1}
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Keys

1. Ordinary differential equations of the first order
Basic definitions and terms
1. no; 2. no; 3. yes; 4. yes; 5. yes; 6. yes; 7. yes; 8. yes; 9. yes; 10. yes.
Separated variables equations and separable equations

X+y=C(A-xy);2. V1+x2+./1+y2=c;
e¥=C(1-e7Y);4. y=sin[C+In(1+x?)];
x*(1+y%)=C;6.y=tgInCx;

1

Y= 2). X _ .
1+e¥ =C(1+x“); 8. arctge 231n2y+C,

O© N W@ =

.Xx+C= Ctg(% +%); 10. y=(1+Cy+Iny)cosx.
Homogeneous differential equations

1. y=xeltC%; 2. 2 —3xy+2x2 =C; 3.(x — y)lan X;
4.2x = (x—y)InCx;5. (x+y-1)°(x—y- 1)2 =C;6. Y +3xy+x —5x— 5y C;

7.y%=2xy—x>+4y=c;8. y> =xInCy?; 9. /x2y* +1 = Cx?y? -

10. Cx* = y6 + x3.

Linear differential equation of first order. The Bernoulli equations

Y e —x2. 2, (2
l.x=Cy-%;2.y=(C+x%)e? ;3. y= (C+x)e ;4. y=Cx~+x*sinx;

5.y= (C+x JInx; 6. y=1;7. x=(C+y)eY 212 8. y = sinx .

cosZ x

9.y= cosxé 10.y = (C+x)e(1_x)e ;11.x e‘y:C+y; 12.y (C—x)sinx=1;

13. y = . y?Inx = C+sinx; 15. y*+2x%y% +2y> = C.

Exact Differential Equations. Integrating factor
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1. x3+3x%y%+y*=C; 2. \/x2+y2+ln|xy|+§:C;

3. x4t + 2%y + y4 = C; 4. X3y + x* — y? = Cxy;

. 2, 2
5. Slf;/ZXer L =C;6. yV1+x2+x2y—ylnx = C;

7.\/x2+y2%:C;8.y:x;

9. x3+y3—x?—xy+y*=C; 10. xy (x* + %) = C;

11.xy2—2x2y—2:Cx; ,u:é;
1

12. 5arctgx+2xy=C, x=0; p= 32

13. y3 + x3(Inx-1) = Cx?%; = #;

14.2e*siny+2e*(x—1) + e*(sinx—cosx) =C; u=e*;
2 7 — . _ 1

15. x y 3xy=C,; p=7

X =
1.
Y=

3.y=Cx+C?, y=—4,4 y=Cx+aV1+C2x*+y*=a’
5.y= Cx+C2, 4y3 =27ax?;

The Lagrange and Clairaut equations

I s
+Inp-2; y_——zeP(1—5+;)

| ?’ﬁ\,h

~ _ Cp?+2p-1.

x=2(1—p)+Ce P; 7 X = zpi(p_l)Z’
=[20-p)+Ce Pl (1 + p) + p% y=Cprep-l 1,
2(p-1)2 p’

ps P p
—-sinp; y=0;

®©

_ C cosp sinp.
{x P ’

9.y=Cx—%, (y+1)2:4x; 10.x:Cy+C2, 4x:—y2.

2. Higher order ordinary differential equations

Differential equations, allowing reduction of order

l.yzix +% 34 2x2C1+C2x+C3,
2.y=%x7—6—10x5+6x3C1+ ng + C3x+ Cy;
3.y=-— 3éxx—43?+2x2C1+C2x+C3;

5
4.y= i14_5—(9+g£x)2 +Cox + Cs;
5.y=C1+Cox+ C3x3;
6. x=y-ylny-Cyy-Cy;
7.y:0;%y%—C1x—C2=O;
8. y=xe¥-2e*+x+2;
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9.y:%(2x—l)-\/x2—%x—éln

11r1.2+32hr1(‘2 +\/_)
10. y = (ie‘/ﬁ\/ﬂ) —eV2x 4,

1, /21y
X—g+\/x°—5x

+80\/_

Higher order linear equations with constant coefficients

1. y=e*Cysin3x+ Cre* cos3x;

2. y=C1 +Cox+Cze "+ Cye’;

3.y=C1+Cre ¥+ Cze’ + Cpe?*

4. y=C1+Coe* + C3e702% — C e™224%5in(1,63) x + Cse~>%4¥ cos(1,63) x;
5.y=C1+Cox+ Cge_gx;

6. y=C1e*+ Cre*x+ C3gsinx + C4cos x;

7.y=2e"x;

8.y =—cosx;

9.y= 265 e>* + }g sin3x — %g cos3x;

10. y=1—-e *+e*x.
Higher order linear nonhomogeneous equations with constant coefficients

1. y=Cre* + Cre** — (2x2 —2x +3) e?*
2.y= C1ex+C2e_4x—%e_4x— (%+%)e_x ;
3.y= e2¥ (C1 cos2x + Casin2x) +0,25e2% +0,1cos2x + 0,05sin 2x;
4. y=C1e3% + Cre 3% 4 3% (% sinx — %cosx);
5.y=(C1—% Co+ %) sinx;
.y—( 1—T)cosx+( 2+ %) sinx;
6.y =Cy+Cre®*—0,2x3 - 0,12x% — 0,048x +0,02(cos 5x — sin5x);
7. y=e*(xIn|x| + C1x + Cp);

= (7-3x)e*2;
9. y=e?*"1_2e¥re—1;
10. y=2+e™ .

3. Systems of differential equations

Elimination Method
: x =3Cycos3t—3Cysin3t; ) x=-2e l+3e7 7L
" | y=Cycos3t+Cysin3t; | y=et+3e77F
2 x=Cre t+Cre 3,
| y=Cire " +3Coe 3! +cost;
A { x=Crel +Coe '+ C3sint+ Cycost; p { x=(sint—2cost)e %
. . i

y=e

y=Crel +Cre !~ C3zsint—Cycost; cost;
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[ON]
—_—— — A —A—

Method of integrable combinations

_ L. 1_1_,.. 2_ .2 _ .
x=e’; N x~y=Cn 2 ) XY =Cy;
g 1 x=y+1t=0Cy;

Euler method

2t 3t

_ x=Cie* —(Cre”’;

x=2C1e3t—4CZe 3t, 2 ¢

3t -3t 2.4 y=Cre*" = Cze’;
y=Cre’t +Cre > 2y 3¢ ¢
z=C1e“" —(Cre’" —C3e’;

r

x=1—-e %
=1—-—e ’

y=e2l — 263, y=e?!(cost—2sin t); Y —t
z=2e " —1.

Lagrange method

y=982t+3C18t+C2€_t; y=-Cisint+Cocost+2;

x=Cjcost+Cosint+costln|cost|+ tsint;

x=2e2t+C1et+C2e_t; 5 { x=Cicost+Cosint+1tgt;

y=—-Cysint+Cocost—sintln|cost|+ tcost;
x=(—-t)cost—sint; 5 { x=0C +2C26_’7+29_t1n|et—1|;

y=(t—2)cost+tsint; y=-2C1 —SCge_t—Se_tln|et—1|.

Method of undetermined coefficients

x=Cjcos2t+ Cosin2t+ t; 9 xX=-t
y=Cysin2t—Cscos2t+1; | y=0;
x=-Cysint+Corcost+t; 4 { x=-Cysint+(Co—1)cost;

y=Cjcost+Cysint+ 2 —2;
t

y=Cjcost+Crsint;

xX=e °
_ ,—L.
y=¢€ -
z=1.
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Russian-English dictionary

anaroputm — agorithm;
B
BBIHOCUTD 3a CKOOKMU — factor out;
r

rpaduk pemieHus — graph of a solution;

I,

IeICTBUTE/IbHBIN — real;

IeicTBUTeNbHAs YacTh — real part;
IeicTBUTeNbHbIE UKciaa — real numbers;
nuddepenuman — differential;

-nosiHbI auddepenuman - total differential;
nuddepenuponath — differentiate;
nuddepenuypyemslit — differentiable;
opobb — fraction;

eIMHCTBEHHOCTb — Uniqueness;

3agmaua Komn — Cauchy problem;
3aMeHa — replacement;
3HaMeHaTesb — denominator;

101



MHTerpas — integral;

-06mmMit nHTEerpan — general integral;

-yacTHbI MHTerpas — particular integral;

-TiepBblIit MHTerpan — first integral;

MHTerpajbHasi Kpuas — integral curve;
MHTerpupoBaHue — integration;

-n-KpaTHoe uHTerpupoBanue — n-fold integration;
MHTEerpupoBaTh — integrate;

MHTErpUpYyIoLINii MHOKNUTENb — integrating factor;
MHTerpupyemMbie KOMOMHaLMM — integrable combinations;
MHTepBan — interval;

MUCKIIOUNTD — eliminate;

KOpEeHb — 1oot;

-KOMILJIEKCHBbIE KOPHM — complex roots;

-COMpspKeHHbIe KOPHU — cohjugate roots;

KpaTHOCTb KOpHS — multiplicity of root;

KoabduimeHt — coefficient;

K03bPUIMEeHT MPONOpIMOHaTIbHOCTU — proportionality factor;

JI

neBas yacTh — left hand side;
NVHeliHOo 3aBUcKUMbIii — linearly dependent;
NMVHetHO He3aBUCKMbIN — linearly independent;

M

mMacca — mass;
MaTeMaTuueckass Mmogesb — mathematical model;

MaTpuiia — matrix;

MarpuuHoe nuddepeHianbHoe ypaBHeHMe — matrix differential equation;
MHMMBIN — imaginary;

-MHMMas 4acTb — imaginary part;

MHOTrouJjieH — polynomial;

MHOXUTeNb — factor;

meTog, — method,;
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-MeToJ, Bapualuy Ipou3BoIbHOI ocTosiHHOM — method of variation of an
arbitrary constant;

-meton Jlarpawka — Lagrange method;

-meTop, rmoacraHoBKkM — method of substitution;

-meTtop bepnymin — Bernoulli method;

-MeTo, HeonpeneneHHbIX KO3 duimenToB — method of undetermined
coefficients;

-MeTo[, MCK/IIoueHus — elimination method;

-MeTOJ, Bapualluy Mpou3BOJIbHBIX ITOCTOSTHHBIX — method of variation of an
arbitrary constants;

-MeTOoJ MHTerpupyeMbix KomomHanmii — method of integrable combinations;

-meTog ditiepa — Euler method;

HeornpeneneHHoe — undefined;

HeIpepbIBHbIN — continuous;

-HerpepbIBHas QyHKIMS — continuous function;
HepaBeHCTBO — inequality;

HesIBHbIN BU — implicit form;

ob6actb — domain;
orpenenurtenb — determinant;
ornpenenutenb BpoHuckoro — Wronskian determinant;

IT

rapaMmeTp — parameter;

rapaMeTpuyeckuit Bua — parametric form;
repeMeHHas — variable;

-3aBUCcKUMas nepeMenHast — dependent variable;
-He3aBucuMas rnepemeHnHast — independent variable;
IOJICTaHOBKA — substitution;

MIOACTaBJIATD — substitute;

TIOHIDKeHMe TMopsifaKa - reduction of order;
MopsSiIoK ypaBHeHMs — order of equation;
MOCTOSTHHAS — constant;

-TIpOM3BOJIbHAS TTOCTOSIHHAS — arbitrary constant;
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npaBas yacTb — right hand side;

MIPUBOAUTD ITOJ0OHBIE cylaraeMbie — combine like terms;
IIpMpaBHUBATH — equate;

npoBeputhb — check;

npousBeneHue — product;

npousBogHas — derivative;

paBeH - is equal to, equals;

paBeHCTBO — equality;

pasgenuTtb — divide (by);

pa3nenuTb repeMeHHbIe — to separate the variables;
pasjaraTbh Ha MHOXUTeNM — factor;

pacKpbIBaTh CKOOKM — to expand brackets;
peleHue — solution;

-eIMHCTBEHHOE pellleHe — unique solution;
-He3aBucCuMbIe peliieHMs1 — independent solutions;
-06111ee pemieHne — general solution;

-ocoboe pereHne — singular solution;

-yacTHoe pelnleHue — particular solution,;
-YyCJIeHHOe pelleHre — numerical solution;
-aHaJIuUTUUecKoe peleHue — analytical solution;
-TIpubIKeHHOe pellleHNe — approximate solution;
pelmnTsb — solve;

cuna — force;
cucrema — system;
-cuctembl nuddepeHManbHbIX ypaBHeHMIT — system of differential

equations;

-HOpMaJIbHas cuctema auddepeHIIMaTbHBIX YpaBHEHNI- normal system of

differential equations;

-IMHeliHas cucteMa auddepeHIMaabHbIX ypaBHeHMi1 — linear system of

differential equations;

-JIMHeliHas1 HeogHOpoaHas cucteMa AuddepeHIIMalIbHbIX YPaBHEHMIA C T10-

cTOSIHHbIMM Ko3dduiimeHTamu — linear nonhomogeneous systems of differential

equations with constant coefficients;
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CKOPOCTH — speed;

CyMMa — sum;

c1araemoe — summand;
coOGCTBEHHbBI BEKTOP — eigenvector;
COOTBETCTBYIOIIMII — corresponding;
COOTHOIIIeHNe — relation;
cylecTBOBaHMe — existence;

TeopeMa — theorem;

-TeopeMa O CyIeCTBOBaHMM U eMHCTBEHHOCTU pellieHus 3agaun Komm —
Theorem of existence and uniqueness of the solution of the Cauchy problem;

-TeopeMa 0 HaJioXkeHMM YacTHbIX perieHnit HIIIY — theorem of superposition
of particular solutions of linear nonhomogeneous differential equation;

TOXAEeCTBO — identity;

yIOBIETBOPSTH — satisfy;

ypaBHeHMe — equation;

-JIMHeHoe ajredpanyeckoe ypaBHeHue — linear algebraic equation

-nuddepenHinanbHoe ypaBHeHme — differential equation;

-006bIKHOBeHHOe nuddepeHIMaTbHOE ypaBHEHME IIePBOTO MOpsIKa —
ordinary differential equation of the first order;

-00bIKHOBeHHOe auddepeHIInalbHOe YpaBHEHME BbICIIEro IopsaKa —
higher order ordinary differential equation;

-nuddepeHIIMaibHble YpaBHEHMS C pa3ie/ieHHbIMMU [lepeMeHHbIMU —
separated variables equations;

-nuddepeHIIMalbHOE YpaBHEHME pa3aesSoMUcs nepeMeHHbIMMA -
separable equation;

-ogHoponHoe nuddepeHiaabHoe ypaBHeHne — homogeneous differential
equation;

-nuHeliHoe nuddepeHinanbHoe ypaBHeHMe — linear differential equation;

-JIHeliHOe OJlHOpOoAHOe YpaBHeHMe — homogeneous linear differential
equation;

-JIMHeiHOe HeOJHOPOAHOe ypaBHeHMe — nonhomogeneous linear differential
equation;

-ypaBHeHMe Bepuynu — Bernoulli equation;
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-ypaBHeHMe B MoaHbIX nuddepeniinanax — exact differential equation;

-ypaBHeHMe Jlarpanxa — Lagrange equation,;

-ypaBHeHne Knepo — Clairaut equation;

-nuddepeHinanbHOe YypaBHeHMe, NOITyCcKaollee MOHMKeHe MopsaKa —
differential equation allowing reduction of order;

-nuHeliHoe nuddepeHIIManbHOe ypaBHeHMe BbICIlIero ropsiaka — higher order
linear differential equation,;

-JIMHeliHOe OAHOPOAHOEe YpaBHEeHMe BbICIIero MopsaKa ¢ MOCTOSTHHbBIMU KO-
sapdunmmentamu — higher order linear equation with constant coefficients;

yMHOXUTDb — multiply (by);

ycKkopeHMe — acceleratio;

ycioBue — condition;

-Hava/ibHOe yCyIoBMe — initial condition;

-yciosue Komn-Pumana — Cauchy-Riemann condition;

()]

dopmyna - formula;

dbyHIaMeHTaNbHasI cucTeMa pelteHuii — set of fundamental solutions
dyukius — function;

-HeusBecTHas ¢yHKIMS — unknown function;

-HempepbIBHAs PyHKIIMS — continuous function;

X

xXapaKkTepucTudeckoe ypaBHeHue — characteristic equation;
XapaKTepucTudyeckoe 4ucjio MaTpuiibl — eigenvalue of the matrix;

|

YUCIUTENIb — numerator;

9KBMBAJIEHTHBIN — equivalent.
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English-Russian dictionary

agorithm (n) — anropuTtm;
acceleratio (n) — yckopeHue;

Cauchy problem - 3amaua Ko,

characteristic equation — xapakTepucTtuyeckoe ypaBHeHue,
check (v) — mpoBepuTh;

coefficient (n) — KoapduineHT;

combine like terms — mpMBOAUTH MMOJOOHBIE C/IaraeMbie;
condition (n) — ycioBue,;

-initial condition — HauaabHOE YCJIOBUE;
-Cauchy-Riemann condition - yciosue Komm-Pumana;
constant (n) — MOCTOsIHHAS ;

-arbitrary constant — mponu3BoJibHAasI IOCTOSIHHAS
continuous (a) — HeIpepbIBHbIN;

-continuous function — HempepbIBHAsT PYHKLINS;
corresponding (a) — COOTBeTCTBYIOIIINIA;

D

denominator (n) — 3HaMeHaTeJb;

derivative (n) — mpou3BoaHas;

determinant (n) — onpemenuTenb;

-Wronskian determinant — onpenenuTtenb BpoHcKoro;
differential (n) — nuddepenmann;

-total differential — monusIit guddepenunan;
-differentiate (v) — nuddepeHLpoBaTh;
-differentiable (a) - nuddepenpyeMbiit;

divide by (v) — pa3genuTp;

domain (n) — 06;1aCTh;

107



equals (is equal to) (v) — paBeH,;

equality (n) — paBeHCTBO;

equate (V) — IpupaBHUBATD;

equation (n) — ypaBHeHMe;

-linear algebraic equation — nuHeliHOe afire6panvyeckoe ypaBHeHHeE;

-differential equation — nuddepeniuanbHoe ypaBHeHHE;

-ordinary differential equation of the first order — o6sikHOBeHHOe Aubde-
peHIIMaJbHOe YpaBHEeHMe TTepPBOro MOpsIaKa;

-higher order ordinary differential equation — o6pikHOBeHHOE AuddepeH-
[IMaJIbHOE YpaBHEHME BbICIIEro MOPSIIKa;

-separated variables equations — guddepeHiiaibHbIe YpaBHEeHMS C pa3fe-
JIeHHBIMU TIepeMeHHbIMU;

-separable equation - guddepeHIiIMasibHOEe YpaBHeHME pa3aesomuMACs
repeMeHHbIMU;

-homogeneous differential equation — ogHoponHoe nuddepeHiaabHOE
ypaBHEHUE;

-linear differential equation — nmuHeitHOe nuddepeHIIMaTbHOE
ypaBHEHUE;

-homogeneous linear differential equation — 1HeliHOe OmHOPOAHOE ypaB-
HeHue;

-nonhomogeneous linear differential equation — nMHeliHOe HEOTHOPOIHOE
ypaBHEHUE;

-Bernoulli equation — ypaBHeHMe BepHyiin;

-exact differential equation — ypaBHeHue B nonHbIX IuddepeHIanax;

-Lagrange equation — ypaBHeHMe JlarpaHxka;

-Clairaut equation - ypaBHeHue Kiepo;

-differential equation allowing reduction of order —nuddepeHninanbHoe
ypaBHEHMe, TOMyCcKalollee MOHVKEHNE TTOPSIIKa;

-higher order linear differential equation — nuHeiiHoe nuddepeHiIMaIbHOE
ypaBHEHMeE BBICIIETO MOPSIAKa;

-higher order linear equation with constant coefficients — nmHeliHOe 0gHO-
pOIHOe YpaBHEHME BBICIIETO MOPSIIKA C TIOCTOSHHBIMM KO3pdulieHTaMu;

equivalent (a) — sKBMBaJIeHTHBIIA;

eigenvalue of the matrix — xapakTepucTueckoe 4Mciao0 MaTPUIlbl;

eigenvector (n) — cOGCTBEHHbI BEKTOP;

eliminate (V) — MCK/TIOUUTD;
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existence (n) — cyleCcTBOBaHUeE;
expand brackets — packpbIBaTb CKOOKM;

F

factor (n) — MHOXUTED;

factor (v) — pasyiiaraTb Ha MHOKUTEIN;

factor out (v) — BBIHOCUTD 32 CKOOKM;

force (n) — cuna;

formula (n) — bopmyna;

fraction (n) — 1po6bb;

function (n) - yHKIMS;

-unknown function — Heu3sBecTHas1 PyHKILIMS;
-continuous function — HempepbIBHAST QYHKITNS;

G

graph of a solution - rpaduk pereHus;

identity (n) — ToxxmecTBO;

imaginary (a) — MHUMBIIA;

-imaginary part — MHMMas 4acThb;

implicit form — HesIBHBII BU;

inequality (n) — HepaBeHCTBO,;

integrable combinations — MHTerpupyeMbie KOMOMHALIVNA;
integral (n) — unTerpa;

-general integral — o6muit MHTErpa;

-particular integral — yacTHbI MHTerpan;

-first integral — mepBbIit MHTETpA;

integral curve — MHTerpajbHasi KpuBasi;
integration (n) — UHTerpMpoOBaHue;

-n-fold integration — n-KpaTHOe MHTErpMPOBAHUE;
integrate (V) — MHTErpMpoBarTh;

integrating factor — MHTerpupym0IIMii MHOXUTED;
interval (n) — unTepsai;
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left hand side — neBast yacTb;
linearly dependent — nnHeHO 3aBUCUMBIIA;
linearly independent — nMHetHO He3aBUCUMObIA;

M

mass (n) — Macca;

mathematical model — maTemaTnueckast Mmozeb;

matrix (n) — maTpuiia;

matrix differential equation — maTpuuHoe guddepeHIIManbHOE YpaBHEHNE;

method (n) - meTon;

-method of variation of an arbitrary constant — MeTon Bapuanuu mpomus-
BOJIBHO ITOCTOSIHHOIA;

-Lagrange method — meTop Jlarpanxka;

-method of substitution — MeToz TOACTaHOBKY;

-Bernoulli method — meTon Bepuyimnu;

-method of undetermined coefficients — MeToz HeomnpeneneHHbIX KO3PDU-
LIeHTOB;

-elimination method — meTon McKIIOUeHNUS;

-method of variation of an arbitrary constants — MeToa Bapualyu IIPoOn3-
BOJIbHBIX TTOCTOSTHHbIX;

-method of integrable combinations — MeTon MHTerpupyemMbIx KOMOMHA-
LA

-Euler method - meTop Jiinepa;

multiplicity of root — KpaTHOCTb KOpHS;

multiply by (v) — yMHOXUTb;

N
numerator (n) — YUUIUTEIIb;

0
order (n) — MOPSIAOK;

P

parameter (n) — mapamMmeTp;

parametric form — mapameTpuueckuit Bum;

polynomial (n) — MHOrOUJIEH;

product (n) — mpousBeneHue;

proportionality factor — ko3¢ duieHT IpONnOPILMOHATbHOCTH;
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HIIA;

real (a) — IeiCTBUTENbHBIIA;

real part — meiicTBUTeNbHAS YaCTb;

real numbers — meiicTBMUTeIbHbBIE UMCIIA;
replacement (n) — 3ameHa;

reduction of order — noHkeHue MOPsIIKa;
relation (n) — cooTHollIeHKE,

right hand side — mpaBast yacTb;

root (n) — KOpeHb;

-complex roots — KOMIIJIeKCHbIe KOPHU;
-conjugate roots — COnpsbKeHHbIE KOPHU;

S

satisfy (V) — yooBlIeTBOpSITh;

separate the variables — pasmenuTb nepemMmeHHbI€;

set of fundamental solutions — ¢pyHmaMeHTaNbHAs cucTeMa pelieHn;
solve (V) — pemnTs;

solution (n) — pemnienne;

-unique solution — eIMHCTBEHHOE pellleHNeE;

-independent solutions — He3aBuUCKUMbIE pelIeHNS;

-general solution — o61iiee peleHne;

-singular solution — oco6oe peleHue;

-particular solution — yacTHOe pellieHue;

-numerical solution — uncneHHOe pellieHKe;

-analytical solution — aHanMTUYeCcKoe pellleHue;

-approximate solution — mpubIM>KeHHOE pelieHne;

speed (n) — CKOpPOCTb;

substitute (v) — MofCTaBIsITD;

substitution (n) — moacTaHOBKa;

sum (n) - cymma;

summand (n) — ciaraeMoe;

system (n) — cucrema,

-system of differential equations — cuctembl AuddepeHIIMaTbHBIX YpaBHe-

-normal system of differential equations — HopmanbHas cuctema audde-

peHLIMa/IbHbIX YpaBHEHU;
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-linear system of differential equations — nuHeiiHas cucrema nuddepeHu-
QJIbHBIX YPaBHEHMUIA;

-linear nonhomogeneous systems of differential equations with constant
coefficients — nnHeliHass HeogHOpPoAHas cucTeMa AuddepeHIIMATbHBIX yYpaBHe-
HMI C TOCTOSTHHBIMMU KO3 bUIMeHTaMu;

T

theorem (n) — Teopema,;

-Theorem of existence and uniqueness of the solution of the Cauchy problem
— TeopeMa O CYIIeCTBOBAHUM U €IMHCTBEHHOCTHU pelleHust 3agaun Ko,

-theorem of superposition of particular solutions of linear nonhomogeneous
differential equation — Teopema 0 Ha/IO’KeHMM YaCTHBIX pelteHuit HIIIY;

U

undefined (a) — HeomnpeneneHHbI;
uniqueness (n) — eIMHCTBEHHOCTD;

A"

variable (n) — mepeMeHHas;
-dependent variable — 3aBucumas mepemMeHHasi;
-independent variable — He3aBMcuMas nepemMmeHHasl.
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Mathematical symbols and expressions

Common fractions

— one half;
— one third;

DW= DN —

£ — two thirds;

% - twenty six thirty eights;
2% - two and a half;

m

<, — mover n,

Decimal fractions

0.2 - 1. o ([ou]) point two; 2. zero point two; 3. point two;

0.06 — 1. o (Jou] point o (Jou] six; 2. zero point zero six; 3. point o (ou] six;
4. point zero six;

1.25 - 1. one point twenty five; 2. one point two five;

Indexes, powers and roots

am — asubm (am);

b" - b super n (b n);

C{nkn — ¢ sub m n super j k;

x2 - 1. x squared; 2. x raised to the second power; 3. x to the second power;
4. x to the second; 5. the square of x; 6. the second power of x;

y3 -y cubed;

z710 — 1. z to the negative tenth; 2. z to the minus tenth;

v/a — the square root of a;

V7 - the cube root of seven;

W — the fifth root of b to the fourth;
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Certain mathematical signs and expressions

a+b - 1.aplusb; 2. sum of a and b;

a—b - 1. aminus b; 2. difference of a and b;

a-b - 1.atimes b; 2. ab; 3. product of a and b;

a:b (%) - 1. a divided by b; 2. a by b; 3. ratio of a and b; 4. a over b;
a:b= % = ¢ — 1. a divided by b equals c; 2. a over b is equal to c;
a=>b-1.aequalsb; 2. aisequal tob;

a# b - 1. adoes not equal b; 2. ais not equal to b; 3. a is not b;
a=b - aisidentically equal to b;

|x| — absolute value of x;

a> b — ais greater than b;

a<b - aisless than b;

a<b - aisless than or equal to b;

a= b - ais greater than or equal to b;

(a+ b)c = ac+ bc - a plus b quantity times c equals ac plus bc;

(x + a)® - x plus a quantity squared;

atb
c

1,2,3...25 — one, two, three and so on to twenty five;

— a plus b quantity over c;

1,2,3,... — one, two, three and so on to infinity;
ae M - 1. ais an element of M; 2. a belongs to M;
a¢ M - 1. ais not element of M; 2. a does not belong to M;

Calculus

y=f(x) - 1. yequals f of x; 2. y is a function of x;

_ I{+x

V= 25x2
denominator 2 minus x squared;

-y equal the fraction with the numerator 7 plus x and the

y = sinx -y equals the sine of x;

y = cosx — y equals the cosine of x;

f" - 1. f prime; 2. derivative of f;

f"" = 1. f double prime; 2. second derivative of f;

""" — 1. f triple prime; 2. third derivative of f;

f (n) _ 1. n-th derivative of f; 2. derivative of f of the order n;
fr — 1. f prime x; 2. derivative of f with respect to x;

dx - 1. d x; differential of x;

% - 1. d y by d x; 2. derivative of y with respect to x;
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2
% — 1. d two f by d x squared; 2. second derivative of f with respect to x;

n
% — the n-th derivative of y with respect to x;

[ f(x)dx - indefinite integral of f of x d x;
b

[ f(x)dx - 1. integral of f of x d x from a to b; 2. integral of f of x d x between
a

limits a and b;
log;, ¢ = n - the logarithm of ¢ to the base b is equal to n;

In ¢ = n - natural logarithm of c is equal to n.
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