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Abstract—A growing interest in the natural language process-
ing methods applied to healthcare applications has been observed
in the recent years. In particular, new drug pharmacological
properties can be derived patient observations shared in social
media forums. Developing approaches designed to automatically
retrieve this information is of no low interest for personalized
medicine and wide-scale drug tests. The full potential of the
effective exploitation of both textual data and published biological
data for drug research often goes untapped mostly because of the
lack of tools and focused methodologies to curate and integrate
the data and transform it into new, experimentally testable
hypotheses.

Deep learning architectures have shown promising results for
a wide range of tasks. In this work, we propose to address a
challenging problem by applying modern deep neural networks
for disease named entity recognition. An essential step for this
task is recognition of disease mentions and medical concept nor-
malization, which is highly difficult with simple string matching
approaches. We cast the task as an end-to-end problem, solved
using two architectures based on recurrent neural networks and
pretrained word embeddings. We show that it is possible to
assess the practicability of using social media data to extract
representative medical concepts for pharmacovigilance or drug
repurposing.

Index Terms—Medical systems, healthcare, deep learning, re-
current neural networks, disease named entity extraction, disease
named entity normalization

I. INTRODUCTION

One of the most important and often underused character-
istics of modern science and technology is the unprecedented
growth in the volume of accumulated data. This observation
is particularly true in drug discovery and pharmacotherapy
optimization where data has grown due to the proliferation
of high throughput methods in chemical synthesis, biological
screening, and rapid accumulation of health-related records.
The rapidly growing field of pharmacovigilance is concerned
with healthcare-relevant information that can be collected
automatically from publicly available sources.

Patients widely publish messages associated with health
information online in social media, discussion groups, and
message boards. Such kind of data sources contains a huge
amount of information as unstructured textual data, which
in one form or another can be related to health conditions.
This implicitly indicates status about the user’s personal health
and his attitude. Thus, information contained in these data
sources could be treated as essential for health applications

ranging from understanding about patient’s mental health to
detection of adverse drug reactions (ADRs). The core task of
the pharmacovigilance research is the automation of monitor-
ing of various sources in order to identify potential adverse
drug events and interactions. Considering that it is highly
important to examine the relationship between social media
post and health-related factors including user profile or health
conditions [1].

Extraction of health-related entities has a potential to in-
crease knowledge acquirement of drug discovery and safety
surveillance. In this work, we introduce an end-to-end frame-
work that aims to extract and normalize disease related men-
tions from user comments in social media. Our framework
consist of two components, both based on the deep neural
architectures: (i) a model for named entity recognition which
is the task of identifying one-word or multi-word expressions
in a free-form text that refer to certain classes of interest
(i.e., diseases), (ii) a sequence-to-sequence network to generate
formal medical terminology conditioned on the input text from
social media language. In this paper, we present the general
description of our framework and discuss the potential of
extracting medical concepts from social media with several
case studies. We also demonstrate that deep learning has
brought new advances in this field.

The paper is organized as follows. In Section II, we sur-
vey related work about natural language processing in the
biomedical or health domain. In Section III, we present our
deep framework. We demonstrate the extraction results from
a collection of user comments in Section IV and conclude the
paper with Section V.

II. RELATED WORK

This section gives an overview of the existing text mining
and Natural Language Processing (NLP) techniques applica-
tions in biomedical and healthcare tasks. In [1], Kotov has
considered recent works on social media analysis that shows
the opportunity of mining valuable information for healthcare
from social media resources.

Main parts of a knowledge acquisition system are automated
methods for information extraction from textual data [2]. Thus,
most research efforts were concentrated on identification of
medical entities such as adverse drug events and health con-
ditions, entity-entity relations, medical concept normalization



[3], [4], [5], [6] and sentiment analysis [7], [8], [9], [10], [11],
[12], [13], [14], [15].

Traditionally, many published studies used dictionary-based
approaches [16], [17], [18], [19] or rule-based approaches for
extraction of adverse reactions [20]. The list of dictionaries in-
cludes well-known publicly available resources SNOMED-CT,
MedDRA, SIDER, MeSH, Unified Medical Language System
(UMLS) and manually created dictionaries of ADR mentions
extracted from various resources such as drug labels, records
of clinical trials, user reviews on social media. The general
limitations of these methods are low recall of information
extraction from social media and unavailability to use for
under-resourced natural languages.

Most modern studies have applied machine learning tech-
niques for classification of health-related posts or extraction
of named entities [21], [22], [17], [22], [4], [6], [23]. For
machine learning, the commonly used features are n-grams,
part of speech tags, semantic types from UMLS, negation of
words, belonging to ADR dictionary, drug names, distributed
representations of words. Recently, Huynh et al. [24] proposed
a combination of two architectures named Convolutional Re-
current Neural Network (CRNN).

Due to the significant difference in professional medical and
social media language models, several studies focused on the
problem of normalizing a free-form “description” of a medical
concept to its formal representation. Moreover, there is a
number of a number of similar tasks described in the literature.
In biomedical research, the similar task is to map chemical
mentions or genes into MeSH identifiers. In clinical research,
the similar task is to map causes of health problems into the
codes of the International Classification of Diseases (ICD). To
solve these problems, various methods were applied including
learning to rank methods [25], dictionaries [26], convolutional
neural networks [27], and recurrent neural networks [3].

The sentiment analysis is one of the important subjects of
research in the medical field and utilized across a wide range
of applications. Sarker et al. [28] used the sentiment analysis
for the purpose of evaluating the effectiveness of treatment.
Such studies could be helpful for practicing doctors in making
decisions about the treatment and participation of the patient
in the treatment process could lead to improvement in the
quality of medical services provided [29]. In [30], multi-step
classification approach was suggested for opinion mining from
Patient Opinion service. In [15], [12], authors for the purpose
of treatment effectiveness evaluation used classic sentiment
analysis of medical records. Along with patient health con-
dition determination sentiment analysis could be applied to
reviews about medical goods and drugs [31]. These studies
allow researchers to identify the side effects of drugs, and
to improve the pharmaceutical companies their medicine pro-
duction processes. Another application of sentiment analysis is
the patient mental health evaluation. In [32], tweets associated
with diabetes were analyzed for sentiment determination. In
[33], [34], [35], moods of people with cancer were evaluated.

In the recent years, some scientific groups started works
on examining the impact of language-derived personality and

demographic information to morbidity [36], [13], [14], [37].
As discussed in [38], application of the NLP approaches could
benefit in public health research questions. In different studies
based on various corpora, strong correlations were found
between user profile including linguistic features and official
statistics provided by US CDC. In [4], qualitative analysis
led to the conclusion that various people describe in different
ways their health conditions depending on their demographic.
The work of Benton et al. [39] analyzed the applicability of
multi-task learning approaches on mental health tasks.

In conclusion, we note that although neural network archi-
tectures have become the method of choice for many different
applications, many studies or existing systems (such as Open
Targets [40]) in biomedical and clinical research still apply
baseline computational models and do not consider recent
advances in the field of NLP and deep learning.

III. FRAMEWORK FOR DISEASE NAMED ENTITY
RECOGNITION AND NORMALIZATION

In this section, we describe the proposed deep neural
architectures for the disease named entity recognition (NER)
and normalization. As shown in Figure 1, our framework
consists of two main neural networks and overall six basic
units:

1) The input of our system (marked with a dotted border)
is a free-form text.

2) The preprocessing steps (marked with a dashed border)
can include tokenization, POS-tagging, lemmatization.
The system maps each word (or lemma) occurring in
the corpora’ dictionary to its vector representation (word
embedding).

3) The NER component which based on LSTM-CRF
(marked with a solid border). The detailed description
is presented in Subsection III-A.

4) The input/output rectangle (marked with a dotted bor-
der). The extracted entities are marked in blue.

5) The normalization component uses a sequence-to-
sequence network namely encoder-decoder LSTM
(marked with a solid border). The detailed description
is presented in Subsection III-B.

6) The final output rectangle (marked with a dotted border).
The final medical concepts are marked with a blue
border.

As is shown in Figure, the first neural network extracts
four disease-related entities marked in blue: “left shoulder
is almost immobile”, “weak feeling”, “not sure footed as I
walked”, “lousy sleeping at night”, while the second network
maps entities to medical concepts “shoulder stiff”, “asthenia”,
“unsteady when walking”, “difficulty sleeping”, respectively.

A. Named Entity Recognition

The state-of-the-art machine learning models for NER are
Conditional Random Fields (CRF) [41] and deep recurrent
neural networks (RNN) [42], in particular, LSTM [43], [44].
Since it is logical to try to unite CRF and RNN, our framework
combines these two methods. The intuition behind this it
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Fig. 1. A graphical representation of our framework

is as follows. First, the distributed representations of words
feed into the bidirectional RNN. The representations can be
concatenated with one-hot embeddings. The network returns
the representation of word’s context which feeds into the
hidden layer. The number of dimensions equals to a number
of tags. The main difference with the basic RNN architecture
is that we do not use the output layer with softmax activation
function from this layer directly but rather utilize the output of
the dense layer for an additional CRF layer to jointly decode
the sequence of context tags. In a direct RNN application,
especially with LSTM cells, one can get a better model for
long input sequences, yet the output layer with softmax will
classify every tag independently. CRF can resolve this problem
but is less powerful than RNN in modeling the sequence itself.
As shown in Figure 1, we determine the boundaries of disease
expressions using the BIO scheme, where Begin-DIS, Inside-
DIS, and O indicate the beginning, inside and outside entity’s
tokens.

Our framework utilizes the bidirectional 3-layer LSTM-CRF
which was presented in [36] for detecting ADRs from patient
reviews about medications. Our model employs existing word
embeddings trained on 2.5 millions of user comments from
[4].

B. Disease Normalization

For medical text normalization task, also known as termi-
nology association, we utilize an encoder-decoder architecture
that successfully used for machine translation applications. In
the context of this problem, we translate a text written in a
social media language (e.g. “I can’t fall asleep all night” and
“head spinning a little”) to a text written in a formal medical
language (e.g.“insomnia” and “dizziness”, respectively). The
encoder-decoder model captures the following intuition: first,
we construct a “semantic representation” of a phrase and

then “unroll” it in a different language. This is a signifi-
cant difference compared with traditional NLP studies where
unsupervised methods compute semantic similarity measures
word by word or apply classification methods to determine
whether the free-form text relates to a particular class (i.e.,
the medical code). The basic architecture of CNN and RNN
are successfully applied for classification of tweets into codes
of various UMLS resources in English [27].

Our framework utilizes the encoder-decoder model which
was firstly proposed in [3] for mapping ICD-10 codes to
fragments of death certificates. An important key of the
encoder is bidirectional RNNs, where the past and the future
context is available at every time step.

IV. RESULTS AND DISCUSSION

For training our models, we use a corpus of adverse drug
event annotations namely the Cadec corpus [45]. This dataset
contains 1,250 posts which contain on average 6 sentences
and 81 words. The dataset’s annotations contain 7,311 con-
cepts’ mentions such adverse effects, symptoms, findings,
and diseases which linked to their corresponding concepts in
SNOMED and MedDRA. We mark disease-related annotations
to one entity type Disease. To evaluate our models, we split
the Cadec corpus into two datasets, leaving 30% for testing.
LSTM-CRF outperformed a feature-rich CRF and achieved the
F1-measures of 69.65% and 81.15% on recognition of ADRs
in the exact and partial matching exercises, respectively. LSTM
achieved the F1-measures of 82.03% on mapping entities to
the controlled vocabulary. Please check our published works
for details about networks’ settings [6], [3], [4].

For qualitative experiments, we use a corpus of 22,513
reviews automatically crawled from three websites: www.
drugs.com, www.askapatient.com and www.webmd.com. Each
review contains the following fields: a drug name used to



treat this disease, and a free-text review, a publication date.
The framework automatically extracted 99,188 disease-related
entities and linked these expressions to 974 unique medical
concepts from SNOMED.

A. Comparison of Social Media Language and Medical Ter-
minology

Examples of social media phrases and their related medical
concepts are presented in Table I. Several observations can
be made based on examples. First, As shown in this table,
simple string matching approaches may not be able to link
the social media language “feeling full” to the medical concept
“abdominal distension”, or link “awake all night” to “cannot
sleep at all”, since there are no overlapping words. Second, in
everyday life patients use many variations in the description
of a particular event such as trouble sleeping (“sleep remained
an issue”, “probs with sleeping”, “didn’t sleep well”). Finally,
within the nominal phrases, we can identify all health-related
sentiment adjectives related to health domain (“bad mood”,
“low mood”, “flat mood”) reducing false positive and nega-
tive errors compared to simple occurrence statistics in large
corpora of reviews.

TABLE I
EXAMPLES OF TERMINOLOGY ASSOCIATION.

Extracted entity Medical concept
feeling full Abdominal distension
crushing pressure pinning my
dreams

Abnormal dreams

feel slightly weaker Asthenia
becoming more brittle
hisssing noise in my ears Buzzing in ear
awake all night Cannot sleep at all
not being able to sleep
inability to sleep
not sleeping for 5 nights
no more sleeping
not sleeping 10+ hours
aggravate mood Depression mood
bad mood
low mood
flat mood
fell into an abyss of depression
struggling to breathe Difficulty breathing
breathing problems
impossible to breathe
hard to breathe
labored breathing
cannot sleep Difficulty sleeping
problems sleeping
trouble sleeping
sleep issue
sleep remained an issue
didn’t sleep well
little sleep
hard to sleep
dont sleep to well
probs with sleeping
can barely sleep

B. Using User Comments for Pharmacovigilance

Table II shows top-5 diseases in the comments about Prega-
balin, Abilify, and Pradaxa. Pregabalin (Pregabalin) is used to

treat pain caused by damage to nerves due to disease or injury.
Aripiprazole (Abilify) is used to treat certain mental disorders.
Dabigatran (Pradaxa) is used to prevent stroke and harmful
blood clots. As shown in this table, most authors experienced
ADRs related to weight gain and dizziness.

TABLE II
MOST FREQUENT DISEASE MENTIONS PER DRUG.

Drug name Most frequent diseases
Pregabalin Weight gain

Dizziness
Drowsy
Insomnia
Difficulty sleeping

Abilify Depression
Weight gain
Anxiety
Insomnia
Lack of energy

Pradaxa Heartburn
Nausea
Diarrhea
Stomach problem
Dizziness

C. Using User Comments for Drug Repurposing

At least part of the side effects of taking medications
are often related specifically to the characteristics of the
functioning of biological targets. Therefore, the search for
new, unexplored biological targets for drug development is
an important theoretical as well as practical task. Thus, the
development of drugs that attack this biological target will
allow the creation of compounds of a new generation (with less
toxicity and greater efficacy). We hypothesize that modern text
mining technology is capable of extracting reliable assertions
between drugs and conditions (diseases) from unstructured
data.

Figure 2 depicts the relative frequencies of mentions of
the medical concept “weight loss” in crawled reviews about
Abilify and Lyrica. Their relative frequencies were calculated
as follows. Suppose fn is the number of reviews about Abilify
in the n-th year and wlfn is the number of reviews about
Abilify where a patient mentioned the concept “weight loss”
in the same year. Than relative frequency of Abilify and
“weight loss” in the n-th year is wlfn

fn
. Relative frequencies

for Lyrica were calculated similarly. As shown in the figure,
Abilify is stably correlated with weight loss compared to
the Lyrica. This analysis of social media posts about Abilify
provides implicit evidence for drug association with “weight
loss”. We note that scientific publications are a reliable source
for hypothesis confirmation. In [46], Barak and Aizenberg
suggested aripiprazole as a candidate for the treatment of
weight gain after manual analysis of literature in 2010.

V. CONCLUSION

In this work, we have tackled a problem often looked in
pharmacovigilance studies: can we reliably predict health-
related named entities (in our case, diseases and adverse drug
reactions) from users’ reviews? We have presented the general



Fig. 2. The relative frequencies of the medical concept “weight loss” in
patient reviews about Abilify and Lyrica

framework to this problem, including the joint model LSTM-
CRF for extraction of entities and the encoder-decoder LSTM
for mapping these extracted entities to corresponding medical
terms. Our models are trained end-to-end on a corpus of user
reviews with disease-concept annotations. As a result, we have
seen that our neural models incorporate and learn extra context
information that may lead to interesting observations relevant
to the underlying healthcare application. There are several
directions for future work. The framework can be used for
other similar tasks in biomedical domain (e.g., extraction of
chemicals and targets from scientific literature). We would also
like to explore more advanced neural architectures.

We believe that in the future, the more healthcare appli-
cations will be joined with the predictive power of neural
networks, tailored specifically for problems such as chemical-
induced disease relation extraction or large-scale phenome-
wide association extraction.
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