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This paper investigates the calculation features of sandstones absolute permeability coefficients on their
digital images using the lattice Boltzmann equations (LBE) and Navier-Stokes equations (NSE). The main
attention in this work is given to comparison of numerical solutions of NSE and LBE, and to study the
effects of grid refinement and grid coarsening on the calculated permeability coefficient. 3D digital
images of sandstones were obtained using X-ray computed tomography. The permeability coefficients
were calculated in sandstone samples from Imperial College London open library as well as from
Ashalchinskoe (Tatarstan, Russia) and Vostochno-Birlinskoe (Ulyanovsk region, Russia) oil fields. When
using LBE, a multi-relaxation time collision operator was applied. It was shown that permeability coeffi-
cients, calculated using LBE, of original digital images are 20–30% higher than when using NSE. The study
of grid refinement was performed at the refinement levels ranges from 2 to 10. In this paper, the level of
grid refinement characterizes the multiplicity of the grid step splitting. Strong dependence of the perme-
ability coefficients on the grid refinement level was revealed for each mathematical model. The NSE solu-
tions are significantly less sensitive to the refinement level in comparison with LBE solutions and the
discrepancy between them decreases with increase in the refinement level. The grid independence of
the NSE solution is achieved at grid refinement level 3, whereas for LBE even refinement level 10 is
not enough for this. Issues arising from grid coarsening are discussed and solutions are developed at
coarsening resolutions in two and three times. It was found that grid coarsened in two times is valid
for single-phase flow simulations and for calculation of permeability coefficients with good accuracy of
<10% error compared to original grid. This result allows one to reduce the grid dimension in 23 times
which can significantly economy computational cost. For grid coarsened in three times, the calculated
flow characteristics deviate by more than 10% from the initial values, but deviations decrease with
increasing permeability.

� 2018 Elsevier Ltd. All rights reserved.
1. Introduction

The permeability of reservoir rocks is one of the most critical
properties measured on core samples in laboratory experiments
[1–4]. Experimental modeling of the reservoir conditions in labora-
tory, along with the need to take into account many textural and
geological factors, has a number of objective and inevitable short-
comings: high price and labor costs, long time of experiments on
samples with low permeability and/or for high viscosity oils. In
the last decade, since the experimental and computed technologies
are developing, the numerical simulation of the porous rocks
characteristics attracts growing attention. It is based on the use
of digital 3D images of porous media, which are extracted by
X-ray computed tomography scanning (X-ray CT), and has the
generally accepted name ‘‘Computational Rock Physics”. This
approach assumes the successive operations [5]: X-ray CT scanning
and reconstruction of 3D digital model; image processing; mathe-
matical modeling of one or more fluids flow in the digital model of
pore space and calculation of its properties. The output of the first
two stages is a voxelized (voxel is an analog of pixel in 3D space)
model of the rock with a given geometry of pore space. Thus, the
investigation of flow processes in the pore-scale leads to the
hydrodynamic modeling in domain with known arrangement of
impermeable boundaries.

The mathematical models which are frequently used by the
researchers for single-phase flow studying in pore-scale can be
divided into two groups: the stationary Navier-Stokes equations
(NSE) and the lattice Boltzmann equations (LBE). Computational
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simulations with the NSE are particularly discussed in [6–10]. In
[6], a numerical approximation of the NSE by finite-difference
method is considered. A special attention is given to nodes near
impermeable boundaries. The properties of sand and carbonate
reservoirs, as well as samples with random packing of spherical
particles are investigated using NSE in [7–10].

The LBE are based on the principles of statistical fluid mechan-
ics. The theoretical foundations are considered in [11,12]. The LBE
are well adapted for numerical simulations in flow domains with
large number of impermeable obstacles corresponding to a skele-
ton due to simple description of boundary conditions (‘‘bounce
back” rule) [13]. In [14], the permeability coefficients of samples
with random packing of spherical and cubic particles were calcu-
lated using LBE. The influence of randomness of the particles pack-
ing and their sizes on the permeability coefficients was considered.
In [15], a single-phase flow was simulated in the layers of the car-
bon paper. The correlations between permeability and porosity
coefficients were revealed, the effect of the sample compression
on the flow properties was also evaluated. The permeability coeffi-
cients of carbonate reservoirs were investigated in [16] using LBE.
Strong anisotropy of the pore space was revealed. It was found in
[7,8,16] that small sizes (2–3 mm) of the carbonate rocks are not
representative for upscaling of the porosity and permeability coef-
ficients from micro-scale (few millimeters) to lab-scale (centime-
ters and more). The comparison of LBE and finite-difference
method was carried out in [17]. It was obtained a 6% difference
between permeability coefficients calculated using these two
methods.

One of the LBE solution stages is the description of particles col-
lision, as a result of which the system tends to the equilibrium
state [11]. Depending on the type of collision operator, the Single
relaxation time (SRT) [11,18,19] and the Multi relaxation time
(MRT) models [19–22] are distinguished. The theoretical founda-
tions of these approaches are also discussed in [23]. During the
tests of collision operators on the Couette and the Poiseuille flows,
it was shown that the MRT model produces more accurate results
in comparison with SRT operator [19,24]. A number of papers
examined MRT and SRT operators when studying the flow in a por-
ous medium. In [25], the flow characteristics of the ‘‘body centered
cube” flow region (BCC) were calculated. A strong influence of the
viscosity on permeability coefficients was revealed when using SRT
model, whereas for MRT model the dependence is absent. Similar
results were also obtained in [26] for ‘‘face centered cube” flow
domain (FCC), for model with random packing of spherical parti-
cles in [18] and for layers of carbon paper in [15].

An alternative approach for the NSE and the LBE is a pore-
network model (PNM). In the PNM, the original image of pore
space is associated with a model of spherical pores connected by
cylindrical capillaries [27,28]. The hydrodynamic modeling in the
PNM is based on the law of mass conservation and on the known
characteristics of the Poiseuille flow in cylindrical capillaries.

A group of papers [29–31] is devoted to various methods of
image processing and segmentation. They demonstrate the signif-
icant influence of these procedures on the properties of porous
media. The affect of digital model resolution on its characteristics
was considered in [23,31–34]. It was revealed that the properties
of porous media are very sensitive to detail of the pore space
description.

Since digital models are characterized by large grid dimensions
(about 3003–5003 cells), the investigation of flow processes
imposes serious demands on the computer technique and the
effectiveness of software algorithms. From the point of computa-
tional and time costs, the NSE and the LBE have peculiarities. The
LBE describe nonstationary fluid flow. Calculation of the absolute
permeability coefficient, as known, is carried out under the steady
flow regime which is achieved, on the average, after 10,000–20,000
iterative time steps. For this reason, the time costs when using LBE,
at the first glance, exceed stationary NSE. On the other hand,
compared with NSE, the LBE are easier adapted for the software
algorithms parallelization using GPGPU or OpenMP technologies
[35–37]. This is explained by the fact that LBE solution is tradition-
ally performed using an explicit scheme and, therefore, the volume
of parallelism is sufficient. The NSE is more complicated for
numerical solution. The effective solving of sparse system of linear
algebraic equations with large dimension is a special importance
problem. Direct methods based on the matrix factorization lose
their power with the growth of unknown numbers due to the non-
linear increase in the RAM and the number of operations [38,39].
Thus, iterative methods based on Krylov subspace [40] are the only
practical alternative for such calculations. At the same time, the
correct choice of a preconditioner which makes it possible to
reduce the number of iterations and, accordingly, the computa-
tional cost is critically important. The multigrid methods shown
in [41] have a good scalability, demonstrate a high rate of the con-
vergence and practically independent of the grid dimension. How-
ever, for the NSE, standard multigrid methods often lose their
effectiveness and require the applying of special methods. The only
possible approach is the use of two-stage preconditioners which
separately consider fluid pressure and velocity. This method is
implemented in the open source AMGCL library (https://github.c
om/ddemidov/amgcl, [42]).

The comparison of porous media properties obtained by
numerical and experimental methods is well known problem.
On the one hand, this problem is related to the difference in sizes
of the examined samples. Thus, a correct comparison is possible
only for homogeneous samples. In [25], for artificially generated
in computer BCC model, a successful comparison between LBE
results and the analytical formula, which predicts permeability
in that domain, was obtained. The experiments in laboratory con-
ditions are usually carried out for samples which volumes by two
and three orders of magnitude exceed the volumes of micro-CT
images (a few millimeters). A good agreement between numeri-
cal and experimental data was obtained in [16], but the resolu-
tion of X-ray CT image was too low (about 45 lm) due to large
size of the sample (4.5 cm). On the other hand, the permeability
coefficients, estimated by different experimental methods, can
have a high scatter up to three orders of magnitude [43], which
depends on the use of different apparatus, the sample textures
and preparation techniques, the lack of reference samples, the
applied fluids and pressures, the local heterogeneities, the clay
content, and so on. The most part of these influencing factors
are much easier to take into account in the numerical experiment
setup.

It’s well known that the procedure of grid refinement influences
on the fluid and gas flow properties. This problem was investigated
for hydrodynamic flow over wings [44] and for vortex flows [45].
Similar problem also exists for digital images with narrow pore
throats which typically contain only few nodes between imperme-
able boundaries (near 10). Unfortunately, the results for samples
with real porous structures are lacking. The dependence of LBE
solution on the grid step was investigated for BCC and FCC models
in [25,26], and for the model of random packing of spherical parti-
cles in [17]. The level of grid refinement didn’t exceed 5 in these
studies.

As already noted in [31–34], the image resolution significantly
affects the characteristics of digital models. The high-resolution
model contains larger number of nodes. Also, the inevitable
increase in the number of cells after grid refinement is expected.
Thus, the most actual problem in the pore-scale modeling is the
compromise between two interrelated indicators: the calculation
accuracy, which depends on image resolution and grid refinement
level, and the computational cost.
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The motivation and objective of this paper is to perform
numerical experiments in digital models of natural heteroge-
neous porous media. As samples of study, a series of X-ray CT
images of natural sandstones is used. They have uniform pore
structure presented mainly by large pores (1 mm and more). They
are well resolved at submicron resolution and play an important
role in heavy oil displacement. A special attention is paid to the
sensitivity of NSE and LBE (with MRT collision operators) to the
grid refinement level, and also answer to the question – whether
a solution convergence or independence of grid step achieved,
when using each mathematical model? In connection with this,
we study the effect of grid coarsening which can significantly
save computer and time resources in the case of satisfactory
results.

2. Materials and methods

In our study, for pore-scale single-phase flow simulation, the
stationary Navier-Stokes and the lattice Boltzmann equations are
applied. In the LBE, the MRT collision operator is used. The LBE
with the MRT model will be indicated as LBE(MRT).

2.1. LBE formulation

In the LBE, the fluid flow is considered as a dynamics of particles
ensemble with given finite number of possible velocities. The flow
domain in standard case is a grid with square or cubic cells. The set
of these cells forms a lattice. During a time step Dt, the particles
without interaction with each other can make one act of displace-
ment between adjacent nodes. One-particle distribution functions f
(r, u, t) are used to describe the state of the system in each grid
node. This function shows the part of particles at time t located
in the vicinity of point r(x, y, z) with coordinates from x to x+Dx,
from y to y+Dy, from z to z+Dz and with velocity range from u
(ux, uy, uz) to u(ux+Dux, uy+Duy, uz+Duz) [11].

In this paper, we consider three-dimensional case. Possible
directions for particles displacement are described using D3Q19
model. The set of velocities ei is given in [46]. Each velocity vector
from set of ei corresponds to the function fi(r, t) which depends
only on t and r.

The dynamics of particles ensemble is described in several
stages. The first is a streaming step. At this stage, duringDt the par-
ticles move to neighboring nodes in possible for D3Q19 directions.
The second stage is a collision of particles, as a result of which the
distribution function tends to the equilibrium state. Evolution of fi
in time and space is described by Eq. (1):

f iðrþ eiDt; t þ DtÞ ¼ f iðr; tÞ þXiðr; tÞ ð1Þ

Xi(r, t) is a collision operator. The macroscopic density q(r, t) and
velocity u(r, t) of the fluid are calculated in each node using Eqs.
(2) and (3):

qðr; tÞ ¼
X19
i¼1

f iðr; tÞ ð2Þ

uðr; tÞ ¼ 1
q
X19
i¼1

eif iðr; tÞ ð3Þ

When studying flow processes in the LBE, the Mach number should
not exceed 0.1 [11]. The pressure P is associated with fluid density
by following relation: P ¼ qc2=3, where c ¼ Dl=Dt � the lattice
speed, Dl – the grid step.

The relaxation parameter s controls the kinematic viscosity l
(Eq. (4)):
l ¼ 2s� 1
6

� �
Dl2

Dt
ð4Þ

Parameter s can’t take values less than 0.5 because negative val-
ues of fluid viscosity are not physical. As s increases, the viscous
properties of the fluid also grow. The time step Dt is a proportion-
ality coefficient between s and l.

In the MRT model, unlike the SRT model, different fluid motion
characteristics tend to equilibrium state at different rates. MRT col-
lision operator is described by [19]:

Xi ¼ �M�1Sðmi �meq
i Þ ð5Þ

In Eq. (5), mi ¼
P19

k¼1Mik � f k. The view of matrix M and formulas for
calculation ofmeq

i in D3Q19 model are given in [15,20,46]. The com-
ponents of the diagonal matrix S in Eq. (5) are described in [25]. The
set B for matrix S given in [25] ensures the independence of perme-
ability coefficients from viscosity or s.

2.2. Stationary Navier-Stokes and continuity equations

This model is represented by the following system of equations:

divu ¼ 0 ð6Þ

lDu ¼ 1
q
rP ð7Þ

Inertial component ðu;rÞu in Navier-Stokes equations (7) is absent.
This is due to typically low velocity of the fluid flow in pores (10�4–
10�6 (m/s)) and the higher order of smallness relative to the rest
constituents of the Eq. (7) [7,8].

The pressure and velocity depend only on the cells coordinates.
Eqs. (6) and (7) are solved by the finite differences method [6]. The
grid is formed on the basis of the ‘‘markers and cells” (MAC)
method [6–8]. In the MAC method, the pressure is determined in
the center of cell, and the velocity components – in the center of
its faces (Fig. 1). The matrix equation, obtained after finite-
difference approximation [6], is solved using SPARSKIT library in
Krylov subspace [40]. We used ILU matrix decomposition (precon-
ditioner ILUT) and iterative solvers BCGSTAB and GMRES [40]. This
set of procedures provides a successful solution convergence in all
calculation variants.

2.3. Boundary and initial conditions in LBE and NSE

The pore space of flow domain, on which the computational
experiments are carried out, is completely filled with fluid which
has following properties: q/(kg/m3) = 1000, m/(m2/s) = 1 � 10�6. A
fluid with the same properties is injected through the convention-
ally left side of the sample, perpendicular to the OX axis, and is
selected through the conventionally right side. The fluid flows at
constant pressure difference between input and output bound-
aries. Other external borders are impermeable.

For the NSE, the initial flow conditions are not implied
because of its stationary. In the digital models of porous media,
the impermeable boundary is located in a half-step from the
centers of solid and pore cells (Fig. 1). On the cells belonging
to the skeleton, the liquid adhesion and non-flow conditions
are applied. According to them, the normal and tangential to
the boundary velocity components are equal to zero. The detailed
description is given in [6,7]. For the velocity component which is
normal to the output boundary the Neumann condition is
applied.

For the LBE, the distribution functions fi(r,0) at the initial time
correspond to the equilibrium state calculated by Eq. (8) at u = 0.



Fig. 1. Cell structure in the MAC method. Pressure is determined in the center of cell, and the velocity components – in the center of its faces.
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f eqi ðq;uÞ ¼ wiq � 1þ 3
ðei � uÞ
c2

þ 4:5
ðei � uÞ2

c4
� 1:5

u2

c2

 !
ð8Þ

w1 ¼ 1=3; w2�7 ¼ 1=18; w8�19 ¼ 1=36 are the weight coefficients in
D3Q19.

The boundary conditions on the input and output boundaries of
the flow domain are given by Zou and He relations [47,48]. The grid
which corresponds to the half-step location of impermeable
boundary is a ‘‘mid-grid” in the LBE (Fig. 1). On the solid bound-
aries, the adhesion and non-flow conditions are realized using
the ‘‘bounce-back‘‘ rule [13].
2.4. Image processing and sample description

The digital structure of the pore space was extracted using X-
ray computed tomography. The scans of rocks were made on the
micro-/nanofocus X-ray monitoring system for computed tomog-
raphy and 2D inspection GE Phoenix v|tome|x s 240. All measure-
ments were performed using a microfocus X-ray tube. For each
sample, optimal values of the X-ray tube amperage and voltage,
which ensure the best contrast of the image, were selected. 3D dis-
tribution of the linear coefficient of the X-ray radiation attenuation
in the volume of investigated sample was computer reconstructed
after two-dimensional shadow projections processing. Two-
dimensional projections were obtained during scan procedure at
various rotating angles of the sample (0� < u < 360�).

Preliminary computer processing, segmentation and analysis of
the digital cores geometric characteristics were made in Avizo Fire
Edition software (Visualization Sciences Group). To divide the
image into pores and skeleton, we used standard binarization
option ‘‘Auto thresholding” in Avizo Fire. The study of segmenta-
tion algorithms and computer image processing is beyond the
scope of this study. The affect of these procedures on the character-
istics of digital models are described in [29–31].

In this paper, a series of oil-saturated sandstones from
Ashalchinskoye (Tatarstan, Russia) and Vostochno-Birlinskoe
(Ulyanovsk region, Russia) oil fields were used. The rock compo-
nent of samples is polymineral and consists, in the main, of quartz,
and also contains feldspars, dolomite, siderite, calcite, illite,
kaolinite, clay minerals, and hematite. We selected a set of cubic
cores with different sizes (from 3.0 to 6.0 mm) for which X-ray
tomographic scanning with high resolution was performed. The
resolutions of digital models are in the range from 2.9 to 5.9 mm.
Also, for reproduction of our results by the other authors, we used
a series of sandstones digital models from the open library of Impe-
rial College London [49].

Fig. 2 shows the digital models fragments of Ashalchinskoye
(Fig. 2a) and Vostochno-Birlinskoe (Fig. 2c) sandstones with sizes
of 300 � 300 � 300 voxels, and porous structures which were
extracted after images binarization (Fig. 2b and d). The resolutions
of models are 5.8 mm and 3.2 mm, respectively. The gray color scale
in Fig. 2a and c characterizes the intensity of X-ray radiation atten-
uation by different areas of the samples: light gray regions are the
granules of sandstone, and the dark gray areas are the pore space.
The binarized image in our method is viewed as a text file with (x,
y, z) coordinates and with a pointer for each cell. For example, ‘‘1”
is for pore and ‘‘0” is for skeleton.
3. Results and discussion

The implementation of mathematical models was in the form of
software codes in Microsoft Visual Studio development environ-
ment using Fortran programming language. The calculations were
made on Intel Core i7 which contains 8 logical cores. All algorithms
were parallelized using OpenMP technology.

3.1. Models validation

The validation of models was carried out on two tests. The first
is the flow simulation in channel with rectangular cross section
and external impermeable boundaries. It is considered that one
of the cross section sizes (for example, OZ) exceeds by several
orders of magnitude the other (for example, OY). For these condi-
tions, the analytical dependence is known (Eq. (9)):

uAnalytic
x ðyÞ ¼ DP

2qlL
ðR2 � y2Þ ð9Þ

In Eq. (9), R – hydraulic radius in OY direction, y – distance from
the channel axis to impermeable boundary, L – channel length.
The fluid model takes following values: m/(m2/s) = 1.0 ∙ 10�6,
q/(kg/m3) = 1000. The pressure drop DP/(Pa) between input and
output sections was 1 ∙ 10�3. The grid step Dl/(m) = 0.01 and the



Fig. 2. Digital X-ray CT models with dimensions of 300 � 300 � 300 voxels: a – sandstone from Ashalchinskoye oil field, the resolution is 5.8 mm; b – pore space of sandstone
from Ashalchinskoye oil field; c – sandstone from Vostochno-Birlinskoe oil field, the resolution is 3.2 mm; d – pore space of sandstone from Vostochno-Birlinskoe oil field.

T. Zakirov, A. Galeev / International Journal of Heat and Mass Transfer 129 (2019) 415–426 419
time step for LBE is calculated by Eq. (4) for given value of the relax-
ation parameter s.

A series of numerical calculations was performed for various
numbers of nodes along OY direction using NSE and LBE(MRT).
The grid dimension in OY direction was 7, 10, 15, 20, 30, 50 and
100 nodes. The number of nodes in OZ direction was 105. For esti-
mation of the deviation D (in%) between numerical simulations
and analytical solution (Eq. (9)), we used following formula:

D ¼ 100
N �PN

i¼1
juxðyiÞ�uAnalitycx ðyiÞj

uAnalitycx ðyiÞ
, where N is a number of nodes in OY

direction, ux – the velocity distribution obtained by numerical sim-
ulations. Calculations using LBE(MRT) were carried out for s = 0.51,
0.52, 0.55, 0.60, 0.70, 0.80, 1.0, 1.2 and 1.5. The results are pre-
sented in Fig. 3. Firstly, the solutions obtained with LBE(MRT) are
practically independent of s. Secondly, the solution dependence
on the grid dimension for LBE(MRT) is observed. Thirdly, the
results obtained with NSE have a higher accuracy order in compar-
ison with LBE(MRT). D for NSE is about 10�4% and practically
doesn’t depend on the grid dimension.

As the second test, the permeability coefficients of the tubes
with different areas of the square cross sections were calculated.
The measurement of absolute permeability is carried out using
Darcy’s law at steady flow regime. The simulations were carried
out for grid dimensions varied from 5 to 100 nodes. In further
study, the permeability coefficients calculated using LBE(MRT)
and NSE will be denoted as kLBE(MRT) and kNSE, respectively. Accord-
ing to obtained results, kLBE(MRT) exceed kNSE in all cases of cross-
section sizes. The discrepancy between kLBE(MRT) and kNSE decreases
from 2.3% to 0.01% with increase in grid dimension from 5 to 100
nodes.
3.2. Permeability coefficients of the sandstones digital models,
calculated using NSE and LBE(MRT)

In this section, the permeability coefficients of sandstones dig-
ital models from the open library of Imperial College London [49]
are calculated. The numerical simulations were carried out on frag-
ments with dimensions of 200 � 200 � 200 voxels. Image resolu-
tions and their characteristics are shown in Table 1.

According to Table 1, kLBE(MRT) values exceed kNSE for each
sample. The relative error D shown in column 6

(D ¼ 100 � ðkLBEðMRTÞ � kNSEÞ=kNSE) is significant. Its level is about
20–30%.

Fig. 4 illustrates the field of ux components in the pore space of
Berea sandstone. This distribution was obtained forDP/(Pa) = 10, m/
(m2/s) = 1.0 ∙ 10�6 and q/(kg/m3) = 1000. Fig. 4a shows the flow
field in 3D space, obtained in solving the NSE (uxNSE); Fig. 4b and
4c demonstrate ux

NSE velocity distribution in the slices №. 48 and
№. 88 which are perpendicular to the flow direction (OX axis). A
comparison of velocity fields, obtained with the NSE and the LBE
(MRT) (uxLBE(MRT)), along the lines shown in Fig. 4b and 4c is illus-
trated in Fig. 4d and 4e, respectively. It can be concluded that uxNSE

and ux
LBE(MRT) have similar distribution trends in the cross section

of the pore channel, but the numerical values of uxLBE(MRT) are sig-
nificantly higher than ux

NSE. As a result, kLBE(MRT) exceed kNSE

(Table 1).
So, we have found a significant discrepancy between NSE and

LBE results. Therefore, the applying of the initial digital models
for permeability coefficients calculation suggests uncertainty in
using either NSE or LBE for obtaining the accurate characteristics.



Fig. 3. The dependence of NSE and LBE(MRT) solutions on the number of nodes in cross-section of the channel. The relative error D was obtained in comparison with the
analytical formula.

Table 1
The porosity and permeability coefficients of sandstones digital models, calculated using NSE and LBE(MRT).

Sample Image resolution/(mm) Porosity/(%) kLBE(MRT)/(mm2) kNSE/(mm2) D/(%)

Berea Sandstone 3.2 0.192 0.484 0.36 34.4
Sandstone S1 8.68 0.141 3.01 2.36 27.5
Sandstone S2 4.95 0.245 5.75 4.638 24.0
Sandstone S3 9.1 0.171 1.45 1.131 28.2
Sandstone S4 8.96 0.166 0.612 0.5 22.4
Sandstone S5 4 0.193 3.88 3.201 21.2
Sandstone S6 5.1 0.198 10.13 8.56 18.3
Sandstone S7 4.8 0.237 5.48 4.44 23.4
Sandstone S8 4.89 0.311 12.7 10.62 19.6
Sandstone S9 3.4 0.213 1.98 1.644 20.4
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3.3. Effect of grid refinement

In this section, we investigate the effect of grid refinement on
single-phase flow characteristics. As the samples for study, the
sandstones digital models from Ashalchinskoye oil field with reso-
lution of 5.0 lm (sample A) and from Vostochno-Birlinskoe oil field
with resolution of 3.0 lm (sample B) were used. The image slices
perpendicular to the OZ axis are shown in Fig. 5a for sample A
and in Fig. 5b for sample B. The square sections of 100 � 100 cells,
which were cut from these slices, are illustrated in Fig. 5c and d.
Blue color corresponds to the pore space. The sizes of pore chan-
nels in cell numbers shown in Fig. 5c and d vary from 3 to 15.
The reasonableness of grid refinement is the small width of the
pore channels which is typical for X-ray CT models. Therefore,
the solution dependence on the refinement level is expected, but
it is unclear how grid refinement will affect the permeability coef-
ficients calculated using NSE and LBE(MRT).

The grid refinement was simultaneously made along each axis
of coordinate system, as a result of which the grid step obviously
changes also in all directions. The new cells obtained after refine-
ment will be called subvoxels. The algorithm assumes uniform
refinement: the subvoxels, which are the part of the initial cubic
cell, also have the shape of a cube, the equal volume and size.
The pore structures of digital models before and after refinement
are similar. In this paper, the level of grid refinement (we denote
as nref) is defined as the multiplicity of the grid step splitting. nref

takes values from two to ten. So, for nref = 2, the cubic cell with vol-
ume V and size L is divided into 23 subvoxels with volumes of V/8
and sizes of L/2. For nref = 10, the number of nodes increases in 103

times.
For the numerical experiments, the cubic fragments with rela-

tively small dimensions of 50 � 50 � 50 cells were selected from
samples A and B. The limitation in the digital model size is due
to the fact that for nref = 10, the number of subvoxels in flow
domain is 5003. So many nodes impose significant requirements
on the computer equipment and time. A series of numerical exper-
iments for nref = 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 were carried out. Cal-
culations using LBE(MRT) were made only for s = 0.8 due to
permeability independence of the relaxation parameter [25]. The
results for samples A and B are shown in Fig. 6a and b, respectively.

Based on obtained curves, following regularities were revealed.
Grid refinement plays a significant role for single-phase flow sim-
ulations and is manifested for each mathematical model. The grid
refinement in 10 times reduces kLBE(MRT) by 42% for sample A and
by 47% for sample B. When using the NSE, the grid refinement
reduces kNSE by 10% for sample A and by 12% for sample B. It should



Fig. 4. Velocity field in the pore space of Berea sandstone: a – ux
NSE in 3D; b, c – ux

NSE in the slices № 48 and № 88 which are perpendicular to the flow direction; d, e –
comparison between ux

NSE and ux
LBE(MRT) along lines plotted in slices № 48 and № 88, respectively. The color scale is normalized to 1. Dimension and resolution of image is

2003 voxels and 3.2 mm. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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be noted that the discrepancy between kLBE(MRT) and kNSE decreases
with growth of the grid refinement level. For sample A, D varies
from 24.6% to 2.86% and from 27.2% to 3.82% for sample B.

The dependence of relative deviation D (in%) on nref is calcu-
lated by: Dðnref Þ ¼ 100 � ðkðnref Þ � kð10ÞÞ=kð10Þ: k(nref) in last for-
mula are the permeability coefficients kLBE(MRT) and kNSE

calculated at given nref, k(10) are the permeability coefficients
kLBE(MRT) and kNSE calculated at nref = 10. From the point of solution
convergence, it was found that increase in nref leads to decrease in
dependence of the permeability coefficients on this parameter. If
we assume that the solution is considered independent of nref at
jDj < 1%, then for the NSE it is achieved at nref P 3 for samples A
and B. For nref = 9, D � 0:01% for the NSE. When using LBE(MRT),
jDj < 1% only at nref = 9 for each sample. Taking into account that
D is calculated in comparison with permeability computed at
nref = 10, it can be concluded that for LBE(MRT), in contrast to
NSE, the tenfold refinement of grid step is insufficient for solution
convergence. Therefore, the NSE, from a point of solution conver-
gence, has an advantage over LBE, but, on the other hand, the
requirements to effectiveness of numerical methods in the NSE
are higher too [42].

It is known that the nonstationary Navier-Stokes and continuity
equations can be obtained from the lattice Boltzmann equations up
to small values using Chapman-Enskog expansion [11]. We demon-
strate that these mathematical models have different sensitivity to
the effect of grid refinement. Consequently, despite the implemen-
tation of the mass and moments conservation laws, the deviations
of results obtained by two models are due to the different accuracy
of the boundary conditions near impermeable cells. Indeed, the
‘‘bounce back” procedure in the LBE has the first order of accuracy
[11], whereas the finite-difference approximations in the NSE –
the second [6]. The various interpolation schemes of the ‘‘bounce
back” condition considered in [25] insignificantly increase the accu-
racy. The faults of the boundary conditions are also reinforced by
the fact that the deviation betweenNSE and LBE solutions decreases
with growth of the grid refinement level.

The distribution of ux in sample A is shown in Fig. 7. Fig. 7a–c
illustrate the velocity fields ux

NSE on one slice of the 3D model
for nref = 1, 3 and 6, respectively. Obviously, the grid refinement
improves visual detailing of the velocity field in pore space. In
Fig. 7d and e, uxNSE and ux

LBE(MRT) fields along the line plotted in
Fig. 7a–c are compared at nref = 1, 3, 5 and 10. According to graphs,
the biggest difference between NSE and LBE(MRT) solutions is
observed for nref = 1, whereas for nref = 3 the discrepancy signifi-
cantly reduced. This effect is in agreement with results shown in
Fig. 6a and b. The relative deviation between kLBE(MRT) and kNSE at
nref = 1 for samples A and B reaches 24.6% and 27.2%, respectively,
and decreases to 10.7% and 12.3% for nref = 3.

The NSE solutions show that at nref P 3, the grid refinement
affects the absolute permeability coefficients weakly (Fig. 6a and
b). A small differences in ux

NSE distributions for nref = 3 and 5
shown in Fig. 7d confirm this pattern. Curves ux

LBE(MRT) plotted in
Fig. 7e for nref P 3 show weak, but, in comparison with NSE, stron-
ger dependence on the refinement level. It should be noted that
ux

NSE distributions are not represented for nref > 5 because of their
visual similarity with the curve plotted for nref = 5.



Fig. 5. Image slices of sandstone digital models: a – from Ashalchinskoye oil field (sample A); b – from Vostochno-Birlinskoe oil field (sample B); c, d – the fragments of image
slices of samples A and B, respectively, their dimensions are 100 � 100 cells; blue color is a pore space, grey – skeleton. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 6. Effect of grid refinement on the absolute permeability coefficients obtained using NSE and LBE(MRT): a – sample A; b – sample B.
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3.4. Effect of grid coarsening

The results presented in Section 3.3 characterize strong depen-
dence of the single-phase flow characteristics on the grid refine-
ment. This modification, as earlier noted, leads to a multiple
increase in the number of nodes. For the NSE, accurate results
are obtained at nref = 3. When using LBE(MRT), the calculation error
at least 5%, relatively grid independent values, can be achieved for
nref > 5. Usually, numerical experiments on single- or two-phase
flows in porous media are carried out on digital models with
dimensions of (200–300)3 cells [7,8,30]. After refinement of grid
step into, for example, three and six times, the model with initial
volume of 2003 voxels will contain 6003 and 12003 cells. Such
dimensions, evidently, are too big for mathematical modeling.
Since the grid refinement is an unavoidable procedure for obtain-
ing of the accurate flow characteristics, the development of meth-
ods which modify the pore structure and reduce the grid
dimension is needed. In this paper, we offer to produce the
coarsening of model resolution. We accent that the resolution
effect when X-ray CT scanning, as in [31–33], is not investigated



Fig. 7. The effect of grid refinement on ux field in sample A, computed using NSE and LBE(MRT): a, b, c – ux
NSE in the slice for nref = 1, 3 and 6 (the color scale is normalized to

1); d, e – the comparison of uxNSE and ux
LBE(MRT) along the line in slice for different nref. (For interpretation of the references to color in this figure legend, the reader is referred

to the web version of this article.)
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in our study. The image coarsening is artificial and produced using
computer program. The algorithm of this procedure assumes the
imposition of new grid with a bigger grid step on the initial digital
model. If the volume of new large cell contains more than 50%
pores, the new cell corresponds to the pore or, in the opposite case,
to the skeleton. A similar technique was applied in [34].

The slices after grid coarsening in two and three times are
shown in Fig. 8. The initial image was Berea sandstone with dimen-
sion of 1983 voxels and with resolution of 3.2 lm. Thus, the reso-
lutions of new models are 6.4 lm (Fig. 8b) and 9.6 lm (Fig. 8c),
and their sizes are 993 and 663 cells, respectively.
Fig. 8. Pore space modification of Berea sandstone after its coarsening: a – the initial ima
6.4 lm; c – the model coarsened in three times, the resolution is 9.6 lm. White is a po
The modification of porous media characteristics was investi-
gated on 12 sandstones digital models with a wide range of the
properties. The samples of Berea, S2, S8 and S9 sandstones from
the Imperial College London open library [49] as well as the frag-
ments of sandstones digital models from Ashalchinskoye and
Vostochno-Birlinskoe oil fields were explored. The sizes of initial
models were 1023 voxels. For initial and coarsened models, the
grid refinement level was in the range from 2 to 8. Single-phase
flow was simulated using the LBE(MRT). The choice of the LBE
is based on lower computational costs in our code
implementation.
ge, the resolution is 3.2 lm; b – the model coarsened in two times, the resolution is
re space, black is a skeleton.



Fig. 9. Pore spaces and velocity fields in initial and coarsened models of sandstone from Vostochno-Birlinskoe oil field: a, c and e – pore spaces of initial, coarsened in two and
three times models, respectively; b, d and f – velocity fields in initial, coarsened in two and three times models, respectively. The color scale for velocity is normalized to 1.
Velocity field is illustrated for nref = 4. The dimension and resolution of initial model is 1023 voxels and 4 mm. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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Fig. 9 illustrates the modified pore spaces of the sandstone from
Vostochno-Birlinskoe oil field and the velocity distributions in ini-
tial and coarsened models. According to Fig. 9a, c and e, the mod-
ification of pore space is visible to the eye. The velocity distribution
is shown for nref = 4 (Fig. 9b, d and f). Since the level of grid refine-
ment was equal to four, it is hard to distinguish some graphical dif-
ferences in velocity fields between coarsened and initial models.

The results of porosity and permeability calculations are pre-
sented in Table 2. The permeability coefficients in Table 2 were
obtained at nref = 8; D in column 6 is defined as the relative devia-
tion between permeability coefficients of coarsened and initial
models. The range of flow properties is wide: [0.144–21.60] mm2.

Based on obtained values, the porosities deviations of the mod-
ified models from initial images don’t exceed 2% (column 4). The
values in column 6 show that the differences in permeability coef-
ficients between coarsened in two times models and initial images
are in the limit of ±10%. This result was obtained for all of 12 test
samples. Such magnitude of the deviation can be considered as
successful, and images, which are coarsened in two times, there-
fore, can be used for the accurate flow simulations. When grid is
coarsened in three times, the deviations of permeability coeffi-
cients exceed the limit of 10% for 10 samples (column 6). Therefore,
despite the fact, that the grid coarsening is slightly affects the
porosity (column 4) and, at the first glance, the velocity distribu-
tion (Fig. 9), the pore structures of the coarsened in three times
models are not valid for accurate permeability calculations.

The values in column 7 characterize the ratio of the permeabil-
ity k1, calculated for initial model, and image resolution Dl.



Table 2
The porosity and permeability coefficients of the initial and coarsened models.

№ Name of sandstone Resolution Dl/(mm) Porosity/ (%) Permeability/(mm2) D, % k1/Dl

1 Berea 3.2 0.192 0.144 – 0.045
6.4 0.195 0.130 –9.72
9.6 0.190 0.0868 39.72

2 Vostochno-Birlinskoe 3 3.32 0.173 0.265 – 0.080
6.64 0.175 0.254 –4.15
9.96 0.167 0.183 30.94

3 Vostochno-Birlinskoe 1 4.85 0.226 0.582 – 0.12
9.70 0.230 0.591 1.54
14.55 0.218 0.339 41.75

4 S9 3.34 0.166 0.751 – 0.225
6.68 0.168 0.720 –4.12
10.02 0.164 0.560 25.43

5 Ashalchinskoe 5 2.92 0.203 0.985 – 0.337
5.84 0.205 1.066 8.22
8.76 0.200 0.692 29.74

6 Vostochno-Birlinskoe 2 3.5 0.266 1.585 – 0.453
7.0 0.271 1.681 6.05
10.5 0.261 1.262 20.37

7 Ashalchinskoe 2 5.92 0.267 3.90 – 0.656
11.84 0.270 4.154 6.11
17.76 0.264 3.283 20.96

8 S2 4.95 0.228 4.845 – 0.979
9.90 0.231 5.165 6.60
15.85 0.227 3.966 18.14

9 Ashalchinskoe 4 5.8 0.339 9.420 – 1.624
11.6 0.344 10.360 9.97
17.4 0.338 8.710 7.53

10 Ashalchinskoe 3 5.8 0.358 14.80 – 2.555
11.6 0.364 15.50 5.06
17.4 0.357 12.70 14.17

11 Ashalchinskoe 1 2.9 0.289 8.320 – 2.847
5.8 0.292 8.692 4.27
8.7 0.287 7.610 12.44

12 S8 4.89 0.343 21.603 – 4.418
9.78 0.348 23.260 7.67
14.64 0.345 21.040 2.60
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Comparing the values in column 6 and 7, it was revealed that
increase in the magnitude of the flow properties leads to decrease
in deviation between permeability coefficients of coarsened in
three times and initial models. Such correlation for coarsened in
two times models is absent.
4. Conclusions

This paper presents results of single-phase flow simulations in
digital models of natural sandstones using the Navier-Stokes and
the lattice Boltzmann equations with applying the MRT collision
operators. For initial unmodified images, the strong differences
between permeability coefficients calculated with use of the NSE
and the LBE(MRT) were revealed. Therefore, the accuracy of simu-
lation results in such models is low. The grid refinement signifi-
cantly affects the permeability coefficients. The increase in the
grid refinement level leads to decrease in the permeability coeffi-
cients. It was shown that LBE(MRT) solutions are more sensitive
to the level of grid refinement than the NSE. For the test samples,
the independence of the grid step for the NSE is achieved when
the grid refinement level is 3, whereas for LBE(MRT), even a tenfold
refinement is not enough for this. Also, the discrepancy between
permeability coefficients, obtained with the NSE and LBE(MRT),
decreases with increase in the grid refinement level. But, unfortu-
nately, even when the level of refinement is 10, the relative
deviation between permeability coefficients is significant and
about 3–4%.

When investigating the grid coarsening, it was shown that per-
meability coefficients calculated on initial and coarsened in two
times images differ in no more than 10%. The relative deviations
of single-phase flow characteristic obtained on coarsened in three
times images are out of this limit. It can be concluded that coars-
ened in two times models are valid for accurate single-phase flow
simulations. This result allows to reduce the grid dimension in 23

times and to make a good economy in computational cost.
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