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A B S T R A C T

By employing an Earth system model of intermediate complexity (EMIC) developed at the A.M. Obukhov
Institute of Atmospheric Physics, Russian Academy of Sciences (IAP RAS CM), mutual lags between global
mean surface air temperature, T and the atmospheric CO2 content, q, in dependence of the type and time
scale of the external forcing are explored. In the simulation, which follows the protocol of the Coupled
Models Intercomparison Project, phase 5, T leads q for volcanically-induced climate variations. In contrast, T
lags behind q for changes caused by anthropogenic CO2 emissions into the atmosphere. In additional ideal-
ized numerical experiments, driven by periodic external emissions of carbon dioxide into the atmosphere, T
always lags behind q as expected. In contrast, if the model is driven by the periodic non-greenhouse radia-
tive forcing, T leads q for the external forcing time scale ≤4 ×102 yr, while q leads T at longer scales. The
latter is an example that lagged correlations do not necessarily represent causal relationships in a system.
This apparently counter-intuitive result, however, is a direct consequence of i) temperature sensitivity of
the soil carbon stock (which decreases if climate is warmed and increases if climate is cooled), ii) con-
servation of total mass of carbon in the system in the absence of external carbon emissions, iii) increased
importance of the oceanic branch of the carbon cycle at longer time scales. The results obtained with an
EMIC are further interpreted with a conceptual Earth system model consisting of an energy balance climate
model and a globally averaged carbon cycle model. The obtained results have implications to the empiri-
cal studies attempting to understand the origins of the contemporary climate change by applying lead–lag
relationships to empirical data.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

According to the available evidence, the Earth system has warmed
during the last century: the overall change associated with a trend
of the global mean surface air temperature is 0.85 K (with an uncer-
tainty range from 0.65 to 1.06 K) during 1880–2012 and as large
as 0.72 K (with an uncertainty range from 0.49 to 0.89 K) dur-
ing 1951–2012 (Hartmann et al., 2013). The major contribution to
this warming is a man-made greenhouse effect with the additional,
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sometimes compensating contribution of other anthropogenic activ-
ities such as release of aerosols and other chemical constituents into
the atmosphere, and land use (Bindoff et al., 2013). This is supported
by different lines of evidence including empirical models (Lean and
Rind, 2008; Mokhov and Smirnov, 2009; Smirnov and Mokhov, 2009;
Schönwiese et al., 2010; Mokhov et al., 2012; Canty et al., 2013;
Mikšovský et al., 2016) and applications of the fingerprinting tech-
nics to simulations with global climate models (Hegerl et al., 1997;
Stott et al., 2001; Stone et al., 2007; Stone et al., 2009; Sedlacek and
Knutti, 2012; Jones et al., 2013; Ribes and Terray, 2013).

However, other hypothesis for origins of the ongoing climate
change exist, in which the major contribution to this change
is attributed to natural causes. The most well-known are the
hypotheses either explaining this warming as a solar-induced signal
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(e.g., Soon et al., 1996; Idso, 1998; Quinn, 2010; Scafetta, 2012 and
references therein) or ascribing it to the unforced natural variability
(e.g., Lindzen, 1990). One of the popular arguments in support of
these hypotheses is a mutual lag between the temperature and the
atmospheric CO2 content derived from the East Antarctic ice cores:
according to these data the CO2 content lags (rather than leads) tem-
perature (Monnin et al., 2001; Caillon et al., 2003; Mokhov et al.
2005a; Bereiter et al., 2012) by several centuries. Because one typi-
cally expects that the effect should lag its cause, this lag was claimed
as an evidence against the role of the anthropogenic greenhouse
effect in climate change (e.g., Quinn, 2010). This is done despite the
results reported for Antarctic ice cores are strictly applicable only
for regional temperature rather than to the globally averaged one.
In particular, the Antarctic temperature leads the global mean tem-
perature by few millennia during glacial terminations (Stocker and
Johnsen, 2003; Schmittner et al., 2003; Ganopolski and Roche, 2009;
Shakun et al., 2012).

In addition, Humlum et al. (2013), based on the standard atmo-
spheric measurements data, found that year-to-year increments of
the atmospheric CO2 content lags behind the global mean surface air
temperature during 1980–2012. They also claim this as an evidence
against the dominant role of anthropogenically induced greenhouse
effect in the ongoing climate changes. The paper by Humlum et al.
(2013) was critisized at different grounds (Kern and Leuenberger,
2013; Masters and Benestad, 2013; Richardson, 2013), but in the
climate skeptics community it is still considered to be important.

Nevertheless, these lags might reflect the internal time scales
of the Earth system dynamics rather than implied causality. In
particular, it was shown by Masters and Benestad (2013) that q
lagging behind T in the Humlum et al.’s (2013) paper is caused
by i) their statistical approach neglecting the long-term compo-
nent of the Earth system response to external forcings, ii) impact of
the unforced natural variability on the mutual climate–carbon cycle
dynamics. This was demonstrated by using an energy-balance cli-
mate model and by a comprehensive Earth system model. However,
in both models q was prescribed as a function of time t rather
than calculated interactively. As a result, it is sensible to make
some steps beyond Masters and Benestad (2013) and to systemat-
ically explore this issue by using an Earth system model forced by
anthropogenic CO2 emissions into the atmosphere rather than the
prescribed q(t).

More specifically, one may consider a conceptual form of interac-
tions between climate and the carbon cycle (Fig. 1a). For simplicity,
all forcings are gathered in two groups: 1) those are related to exter-
nal, non-CO2 radiative forcing, and 2) external emissions of carbon
dioxide. The former forcings directly affect only physical part of
climate and only indirectly impact carbon cycle. In turn, the latter
forcings act on carbon cycle, and their impact on the rest of the Earth
system is indirect. This conceptual set-up ignores the secondary
carbon-containing greenhouse gases (e.g., methane) and the forcings
which directly force both climate and the carbon cycle, e.g., land use
which changes surface albedo and releases CO2 into the atmosphere.
However, all neglected forcings are not dominant at the global scale
during last decades (Myhre et al., 2013).

If the external CO2 emissions are absent, and the system is driven
only by the forcings belonging to the first group (Fig. 1b), one
would expect that climate responds to the forcings first and then its
response is followed by the carbon cycle response. As a result, one
expects that the carbon cycle should lag behind climate change by
tCC.

On the contrary, if the external CO2 emissions into the atmo-
sphere dominate in the forcing exerted onto the Earth system, the
causal chain is principally different from that figured in the previous
paragraph. In this case, one expects the carbon cycle response to
these emissions is followed by the response of climate. It is expected
that climate lags behind the carbon cycle by the value of the order of

the time scale tC associated with climate response to external forcing
(Fig. 1c).

This approach was set to a more specific form by Muryshev et al.
(2015), where it was shown that even the simplest globally averaged
Earth system model of a commonly used structure is able to replicate
these two types of the mutual climate–carbon cycle lag. The principal
ingredients needed for this replications are subdivision of the Earth
system by two compartments (‘climate’ and ‘the carbon cycle’ rep-
resented, respectively, by the global mean surface air temperature T
and the atmospheric CO2 content q), each with its own time scale. As
a result, different sign of mutual lag between T and q may be obtained
depending on the type of the forcing as in Fig. 1b, c.

In the present paper the results obtained in Muryshev et al. (2015)
are extended by employing a more elaborate Earth system model
belonging to the class of the Earth system models of intermediate
complexity, EMICs (Claussen et al., 2002; Petoukhov et al., 2005; Eby
et al., 2013; Zickfeld et al., 2013). The simulations with an EMIC are
interpreted by using the same conceptual energy balance model as
in Muryshev et al. (2015). The latter interpretation is also extended
with respect to Muryshev et al. (2015), because in the latter paper all
results are reported in a very concise form. We stress that our results
are obtained mostly for time scales up to few millennia. Therefore,
they are applicable to the ongoing climate change but have no rel-
evance to the Pleistocene glacial cycles which, however, served as a
part of motivation for our study.

2. EMIC simulations

2.1. Simulation forced by CMIP5 forcing

In this sections, we report the simulations with the Earth system
model of intermediate complexity developed at the A.M. Obukhov
Institute of Atmospheric Physics, Russian Academy of Sciences (IAP
RAS CM). Its description and performance IAP RAS CM are discussed
in Petoukhov et al. (1998), Mokhov et al. (2002), Mokhov et al.
(2005b), Eliseev (2011), Eliseev and Mokhov (2011), Eliseev (2012),
Mokhov and Eliseev (2012), Eliseev and Sergeev (2014), Eliseev et
al. (2014a), Eliseev et al. (2014b), Eliseev et al. (2014c), and Eliseev
(2015). In brief, the model contains modules for the atmosphere, the
ocean, the Earth land surface, and the terrestrial carbon cycle. The
atmospheric module solves equation of heat, moisture, and momen-
tum transport averaged over the typical synoptic temporal (of the
order of few days) and spatial (of the order of the Rossby radius
of deformation) atmospheric scales with further parametrisation of
synoptic scale dynamics (Petoukhov et al., 1998). This module also
includes parametrisations of radiative transport in the atmosphere,
formation of cloud and precipitation and exchange of heat and mois-
ture between the atmosphere and the Earth surface. An important
IAP RAS CM’s feature is an assumption of universal (but with distinct
vertical scales) exponential profiles for air density and atmospheric
specific humidity, and universal linear profile of temperature with
a tropospheric lapse rate depending on surface air temperature. In
these respects, the IAP RAS CM atmospheric module is similar to that
used in the Climber-2 EMIC (Ganopolski et al., 2001; Petoukhov et al.,
2000) but has a higher spatial resolution: 4.5◦ in latitude and 6◦ in
longitude. The IAP RAS CM’s equilibrium sensitivity to the doubling
of the atmospheric CO2 content is DTxx = 2.2 K.

The IAP RAS CM oceanic module solves equation of heat, mois-
ture, and momentum transport averaged over the typical oceanic
synoptic temporal and spatial scales again with parametrised
synoptic-scale dynamics. These equation are integrated with respect
to depth over the characteristic oceanic layers (well-mixed layer,
seasonal thermocline, main thermocline, and the deep ocean)
assuming universal profiles of temperature in these layers (for
more details, see Petoukhov et al., 1998). We note that the latter
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Fig. 1. A general framework of interactions between climate and the carbon cycle (a) and its specific cases for the radiatively, non-greenhouse gases forced system (b), and for
the system forced by the external CO2 emissions (c). All notations are explained in the main text.

assumption might lead to underestimation of oceanic response time
scales to external forcing. Oceanic salinity is prescribed.

The basic equations of the Earth surface module are heat diffu-
sion equation and the Richards equation for water infiltration in soil
given the heat and moisture fluxes at the soil–atmosphere inter-
face (Eliseev et al., 2009). Among other variables, thus calculated soil
water storage are used to drive the carbon cycle module of the IAP
RAS CM.

The model’s carbon cycle routine was initially reported in Eliseev
(2011), Eliseev and Mokhov (2011). The terrestrial part of the
model solves annually averaged mass conservation equations for live
vegetation and soil carbon stock. This scheme is driven by season-
ally resolved meteorological variables and annual mean atmospheric
CO2 content q. Vegetation distribution is prescribed accounting for
its subgrid-scale spatial variability (Eliseev and Sergeev, 2014). The
latest version of the IAP RAS CM terrestrial carbon cycle is reported
in Eliseev (2015). Oceanic carbon cycle module is a Bacastow-type
model modified to account for temperature dependence of constants
of the oceanic carbonate chemistry (Millero, 1995). In this model,
oceanic carbon uptake reads

Fo = F∗ • w •

[
(q − q0) − f

q0

D0
D

]
. (1)

Here D is anomaly of the dissolved inorganic carbon (DIC) in the
ocean from its initial value, w is the CO2 solubility in the sea water
divided by its preindustrial value, D0 = 1.5 × 104 PgC, coefficient F*
is 2.5 × 10−2 PgC yr−1 ppmv−1. The dependencies of w(T) and f(q, T)
are reported in (Mokhov et al., 2008):

f(q, To) =f� •
(
f1q2

n + f2qn + f3

)

f1 = − 2.2 • T2
n + 3.7 • Tn − 1.6,

f2 =18.9 • T2
n − 32.4 • Tn + 14.2,

f3 = − 19.8 • T2
n + 35.8 • Tn − 15.8,

and

w (To) =X (To) /X (To,0) ,

X (To) = exp [(−60.24 + 31.15/Tn + 23.36 • ln (3Tn) ] .

Here f� = 10, qn = q/290 ppmv, Tn = To/300 K, To stands for
globally averaged annual mean sea surface temperature. The term
Tn,0 is defined in the same way as Tn, but with the initial value To,0 for
the globally averaged annual mean sea surface temperature. In turn,

dD
dt

= Fo. (2)

With the IAP RAS CM, a CMIP5 (Coupled Models Intercompar-
ison Project, phase 5 Taylor et al., 2012) ‘historic’ simulation for
1700–2005, continued by a RCP 2.6 (Representative Concentration
Pathway 2.6) simulation for 2006–2300, was performed. Both parts
of the run were forced by the fossil fuels emissions of carbon diox-
ide into the atmosphere, by the atmospheric burdens of methane,
nitrous peroxide, and tropospheric sulfate aerosols, by the total solar
irradiance (TSI), by extent of crops and pastures (affecting both sur-
face albedo and CO2 land use emissions into the atmosphere), and by
the optical depth of stratospheric aerosol (associated with volcanic
eruptions). The simulation was similar to that reported by Eliseev
et al. (2014b) but uses a model version with a modified scheme
for natural fires. The latter modification does not markedly affect
global mean temperature and the atmospheric CO2 carbon content.
We chose scenario RCP 2.6 among other RCP scenarios because it is
the most interesting for the problem at hand: in this scenario the
atmospheric CO2 content peaks in the middle of the 21st century and
declines thereafter.

We found that even the apparent lag between the global mean
temperature T and the atmospheric CO2 carbon content q depends
on time interval. When anthropogenic carbon dioxide emissions
into the atmosphere are relatively small, changes in T and q in our
model are caused by either volcanic activity or changes in total solar
irradiance (internal climate variability is rather small in our model
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as well as in many other contemporary EMICs (Eby et al., 2013)).
For instance, in 1815 A.D., the Earth climate was disturbed by the
eruption of Tambora, which was the strongest eruption during the
last several centuries. In response to this eruption (and the unknown
1809 A.D. eruption), in our model T dropped by about 1 ◦C within
two years after this eruption (Fig. 2a). This response is similar to that
obtained from proxy data and from simulations with other climate
models (for overview, see Raible et al., 2016). In turn, q decreased by
7 ppmv to 1822 A.D. Such excursion of q aftermath of this eruption
is not visible in the borehole CO2 content data, which is likely due
to insufficient time resolution of these data (Raible et al., 2016). We
note that the response of q, which is similar to ours, was obtained by
Kandlbauer et al. (2013) in their Tambora eruption simulations with
HadGEM2-ES and by Frölicher et al. (2011) in their comparable Pin.5x
simulation. In addition, strong, up to 15 ppmv, negative excursions
of the atmospheric CO2 content was simulated by Foley et al. (2014)
with a suit of Earth system models as a response to the 1258 A.D.
eruption which was even stronger than then Tambora one. Thus,
for time interval with weak anthropogenic CO2 emissions into the
atmosphere and strong natural forcing, T leads q. This lag amounts
for few years. During these time intervals, carbon fluxes from the
atmosphere into the ocean, Fo, and into the terrestrial ecosystems
(excluding land use emissions), Fl, have similar magnitudes to each
other.

This is in contrast to the 21st century with the aforementioned
peak in the atmospheric CO2 content. In this time interval, the time
instant when T reaches its maximum is delayed with respect to
the corresponding time instant for q by about 10 yr (Fig. 2b). This

Fig. 2. Changes of the global mean temperature T (red) and the CO2 atmospheric con-
tent (green) in the CMIP5 simulation with the IAP RAS CM for years 1800–1850 (a) and
2000–2100 (b). In the latter panel, the data are smoothed by the 11-year running
means.

exemplifies that even the sign of the lag between q and T depends on
the type of the forcing. In this period, the Fo magnitude is several-fold
larger than the magnitude of Fl.

More formally magnitude of the lag between the global mean
temperature and the atmospheric CO2 content may be determined
as a time lag at which the cross-correlation function between q
and T has maximum (e.g., Mokhov et al. 2005a; Ganopolski and
Roche, 2009; Humlum et al., 2013). In addition, the long- and short-
term components of the response may be extracted by calculating
the trends of q and T for a time interval under study. We use a
quadratic polynomial function of time as a long-term response of our
model and define the short-term response as a difference between
the model-simulated time series of q and T and their long-term
counterparts.

Thus computed lag, D, again depends on the studied time inter-
val. For 1800–1850, both the raw data and the short-term component
lead to D = 4 yr. Here and below, we adopt a notation that D> 0
(D < 0) means that q lags T (q leads T). For the long-term compo-
nent, D is close to zero for this time interval. For 2000–2100, the
short-term D is positive (but very small) because of the 11-year solar
cycle included in the RCP scenarios. In turn, the long-term D is equal
to 8 yr. For 1950–2000, when both strong anthropogenic emissions
of CO2 into the atmosphere and volcanic + solar forcing are present,
the short-term and the raw-data-calculated D = 3 yr, while the
long-term lag is uncertain because of absence of relevant extrema in
q and T.

As a result, our model is capable to reproduce, at least qual-
itatively, the lag of q behind T at the interannual time scale
(with caveats discussed in Discussions and conclusions). As it was
hypothesized in the Introduction, the mutual lag between the global
mean temperature and the atmospheric CO2 content arises both
because of the causal relationships in the Earth system and because
of the inherent time scales in this system. To make both concepts
more clear, idealized simulations with the IAP RAS CM were per-
formed as well. These simulations are reported in the next section.

2.2. Simulations with periodic external forcings

The latter simulations are driven by the synthetic periodic
forcings. The first simulation group is forced by the external non-
greenhouse radiative forcing. For technical simplicity, we use TSI as
a forcing agent. We note that our simulations are not aimed to repre-
sent any real TSI variability. We construct the TSI time series which
vary as a sine function of time with period P and relative amplitude
aTSI. Depending on the ensemble member, period P is changed from
5 to 2000 yr, and relative amplitude is set either to 1% or to 2% of
the present-day TSI value. Thereafter, this ensemble is referred to as
TSIens.

The second simulation group, ECO2ens, is forced by the external
carbon dioxide emissions E into the atmosphere. These emissions
again follow the sine function of time with period P and absolute
amplitude aE. Depending on ensemble member, period P is varied
from 5 to 2000 yr, and the amplitude aE is changed from 1 to 10 PgC
yr−1.

The equilibrated preindustrial climate state is used as an initial
condition for all simulations. All forcings, which are not described
above explicitly, are set to the preindustrial values.

Our TSIens simulations are similar to those used by Willeit et al.
(2014) with the Climber-2 and Climber-LPJ EMICs, both are driven
by the periodic TSI forcing. Because the aim of the latter paper was
to study the time scale dependence of the climate–carbon cycle
feedback parameter, and taking into account that the atmospheric
modules of the IAP RAS CM and Climber share similar approaches for
description of atmospheric dynamics, our results might be consid-
ered as complementary to theirs.
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Similar to that it was in the previous section, the lag D between
T and q was determined via maximum cross-correlation function
between these two variables.

These simulations show that sign of D depends on forcing type
(Fig. 3). For ensemble ECO2ens, D is negative for all P and all aE: q
leads T. This lag monotonically increases with increasing P. It equals
to few years at P ≤ 10 yr and stabilizes at the value around 20 yr at
P ≥ 100 yr. The dependence on amplitude aE is rather small.

For periods P up to few centuries, the most important contribu-
tion to the total carbon uptake Ft = Fl + Fo is due to the terrestrial
uptake which magnitude is larger than the magnitude of the oceanic
counterpart by a factor of two. Oceanic and terrestrial carbon uptakes
become comparable to each other at P = 200 yr. Terrestrial carbon
uptake looses its importance at larger P, and for the millennium time
scale Ft ≈ Fo. Because at centennial time scale the lag between T
and Fl is smaller than the lag between T and Fo, lag between T and q
increases by magnitude at larger P as well. We note that increasing
importance of the oceanic carbon with increasing time scale of exter-
nal forcing is a rather trivial consequence of inertia of the oceanic
DIC (below it is shown that the relaxation time scale of the combined
Eqs. (1) and (2) is about of 100 yr).

More complex behavior is exhibited for ensemble TSIens.
Temperature leads the atmospheric carbon dioxide content if P ≤
Pcr = 450 yr and lags behind q otherwise. The former behavior
is consistent with that expected for the radiatively forced system
(Fig. 1b). The largest values of D, from 12 to 14 yr, are attained for
forcing periods from 50 to 200 yr. In contrast to ECO2ens, D does
not stabilize for forcing periods of the order of few centuries. For
instance, |D| is large as 35 yr at P = 1000 yr, and it equals to 73 yr at
P = 2000 yr. Again, the dependence on relative amplitude is small.

As it was for the ECO2ens numerical experiments, in the TSIens
simulations, D depends on the contribution of oceanic carbon uptake
in Ft. At centennial time scales, when D> 0, Ft ≈ Fl (Fig 4a). Both
uptakes are in approximate anti-phase with T. At this time scale, the
maximum deviations of q and soil carbon stock Ms from their initial
values are of similar magnitudes (if the former is expressed in mass
units) while amplitudes of respective deviations of vegetation carbon
stock Mv and the global stock of the dissolved inorganic carbon in the
ocean D are several-fold smaller (Fig. 5a).
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Fig. 3. Mutual lag between the global mean surface air temperature T and the
atmospheric carbon dioxide content q in the IAP RAS CM simulations driven either by
periodically varied total solar irradiance or by periodic CO2 external emissions into the
atmosphere (ensembles TSIens and ECO2ens respectively) with different amplitudes
(shown by the numbers in legend). D> 0 stands for q lagging behind T.

In contrast, both Fl and Fo make considerable contribution to
total carbon uptake at millennium time scales (Fig 4b). As a result,
the maximum deviation of D from its initial value becomes even
larger than the corresponding deviation of q (again, if the latter is
expressed in mass units) but smaller than the maximum respective
deviation of Ms (Fig. 5b). The maximum deviation of Mv from its
initial value is still several-fold smaller than the maximum devia-
tions of other carbon stocks. We note that, at the millennium time
scales, the atmospheric carbon content, terrestrial vegetation car-
bon stock, and oceanic DIC stock are approximately in phase with
T and soil carbon stock is approximately anti-phase to all these
variables.

Given the importance of oceanic carbon uptake in shaping D

at sufficiently large P, we made additional TSIens simulations with
the IAP RAS CM for forcing periods 200 yr, 450 yr, 500 yr, and 2000
yr. At each such simulation, either of two parameters, f� and F�,
was changed. When f� is increased from 10 to 15 (decreased from
10 to 7), Pcr increases (decreases). By linear interpolation between
simulations with different P, we estimate this increase (decrease)
as amounting to 50 yr (36 yr). In turn, the increase (the decrease)
of F* from 2.5× 10−2 PgC yr−1 ppmv−1 to 3× 10−2 PgC yr−1 ppmv−1

(2 × 10−2 PgC yr−1 ppmv−1) causes the decrease of Pcr on 38 yr (the
increase of Pcr in 34 yr).

In addition, the just mentioned increase (decrease) of f�
decreases (increases) the magnitude of D at P = 2000 yr to 37 yr
(112 yr). The above-mentioned increase (decrease) of F� changes the
magnitude of D to 63 yr (85 yr).

2.3. Qualitative explanation of q leading T at centennial time scales in
non-emission-forced runs

We note that D < 0 for the TSIens simulations with P > Pcr is not
expected from the framework outlined in (Fig. 1b). However, it may
be understood as a result of the climate–carbon cycle feedback taking
into account that in the absence of external carbon emission into the
atmosphere at each time instant t it is valid

q(t) + M(t) + D(t) = q(0) + M(0) + D(0) (3)

(in this paragraph, we again express q in mass units to simplify nota-
tions; M = Mv + Ms). At first, change of temperature leads to change
of soil carbon stock via change of heterotrophic respiration: if climate
is cooled, Ms is increased, and if climate is warmed, soil carbon stock
is depleted. If, say, CO2 is released from the soil into the atmosphere,
it starts to be taken up by the ocean. The latter process has a char-
acteristic time scale c0/F� ∼ 102 yr, where c0 = 2.12 PgC ppmv−1

is a conversion factor for q from the mixing ration units into the
mass units. The time instant when Ms attains its extremum is slightly
delayed with respect to the time instant when T extremum of the
opposite sign is reached. In the IAP RAS CM, this delay amounts 37 yr
for P = 1000 yr. Because changes of Ms dominate over Mv changes,
M is also depletes under increasing temperature, while it increases
under climate cooling. For sine changes of carbon stocks

M(t) = M(0) − M(0) sin(yt + 00,M),

q(t) = q(0) + q(0) sin(yt + 00,q),

D(t) = D(0) + D(0) sin(yt + 00,D),

where M(0), q(0) and D(0) are amplitudes of changes of respective vari-
ables, 00,M, 00,q and 00,D are their initial phases, and y = 2p/P.
The signs in these equations are chosen to reflect the positive cor-
relations between q and D and negative correlations between these
two variables, on the one hand, and M, on the other. Without loss of
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Fig. 4. Time series of the globally averaged annual mean surface air temperature T, atmospheric carbon dioxide content q (right ordinate axes are used for both variables) and
total (subscript Y = t), terrestrial (Y = l), and oceanic (Y = o) carbon uptakes FY (left ordinate axes; FY is positive when it is directed from below into the atmosphere either to the
ocean or to the terrestrial ecosystems) in the IAP RAS CM simulations TSIens 2 (see legend to Fig. 3). Initial values are removed from both T and q for plotting convenience. Only
last 2 cycles of the simulations are shown.

generality one of initial phases (say, 00,M) may be set equal to zero.
Because Eq. (3) is valid at each time instant, one obtains

sin00,q = − D(0)

q(0)
sin00,D. (4)

The latter equation shows that sign of 00,q is opposite to the sign
of 00,D. Because D responds to changes in q, q should lead D (in our
model, it could be directly obtained from Eqs. (1) and (2)), 00,D > 0
(Fig. 5). Therefore, 00,q < 0: q leads M. At millennium time scale the
magnitudes of q(0) and D(0) are similar to each other. Thus, at this
time scale the magnitude of 00,q should be similar to the magnitude
of 00,D. Because D is a rather inertial carbon stock, 00,D > is an
equivalent of approximately of 100 yr. This value is sufficient to over-
come the above-mentioned delay of M with respect to T and lead
to q apparently leading T. This is in contrast to that occurring at
centennial time scales, at which D(0) is several-fold smaller than q(0),
(Fig. 5a), and, therefore, 0q is not sufficiently large. We note, how-
ever, that the part of the TSIens curves in Fig. 3 with 100 yr ¡ P ¡ Pcr,

when D decreases at increasing P, may be considered as a signature
of increasing 0q while this increase is not sufficient to overcome the
delay of M with respect to T.

The above-mentioned impact of temperature changes on soil car-
bon stock and Eq. (4) are necessary ingredients for q leading T at
millennium time scales in non-emission-forced runs. Eq. (4) may
be interpreted as follows. In our model, there are three carbon
stocks: an inertial stock D, a stock with a moderate inertia M and a
fast-responding stock q. If the sum of these stocks is conserved, fast-
responding stock should apparently lead the system to compensate
the large variations of inertial stock and match the moderate-inertia
stock. This qualitative explanation is rather general and is expected
to be non-model-dependent.

The latter arguments might be even generalized to drop an
assumption about the sine shape of M(t), D(t), and q(t). Again, tem-
perature changes lead to changes of the terrestrial carbon stock M
with some delay, and the resulting excessive q is taken up either
by the terrestrial vegetation or by the ocean (or deficit of q is com-
pensated by carbon release from these reservoirs). At relative short
(centennial) time scale max|D − D(0)| � max |q − q(0)|, and, thus,

Fig. 5. Carbon stocks simulated by the IAP RAS CM in simulations TSIens 2 with periods 100 yr (a) and 1000 yr(b). Left ordinate axis: time series of the vegetation and soil
carbon stocks (Mv and Ms correspondingly), total terrestrial ecosystem carbon stock M = Mv + Ms, atmospheric carbon dioxide content q (in mass units), and oceanic dissolved
inorganic carbon stock D. Right ordinate axis: time series of the globally averaged annual mean surface air temperature T. Initial values are removed from all variables for plotting
convenience. Only last 2 cycles of the simulations are shown.
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q(t)−q(0) ≈ −(M(t)−M(0)). Therefore, at this time scale, q(t) together
with M(t) should lag behind T. At longer (millennium) time scales
max|D−D(0)| ∼ max |q−q(0)|, and, thus, q(t)−q(0) is set as a balance
between M and D (Fig. 6). If D is sufficiently large, which is true at suf-
ficiently long time scales, q should compensate the delay of D behind
M. The latter eventually leads to q leading T. We note that this rea-
soning is even applicable for non-periodic variations in the climate
system.

3. Interpretation with a conceptual climate–carbon cycle model

In this section, the results reported in Section 2 are further inter-
preted with a conceptual, globally averaged climate–carbon cycle
model (Muryshev et al., 2015). In this section, T and q are defined as
anomalies from the initial equilibrated state.

The latter model consists of only two equations. The first equation
is for the Earth system heat content (e.g., Andreae et al., 2005;
Masters and Benestad, 2013):

C
dT
dt

= R − kT, (5)

where C is heat capacity per unit area, R is radiative forcing, and
the term kT represents all climate feedbacks in a linear fashion.
Coefficient k is referred to as climate sensitivity parameter and is
inversely proportional to the global mean surface air temperature
change per unit forcing. The radiative forcing is subdivided into the
CO2-related and CO2-unrelated parts, correspondingly:

R = RCO2 + RX. (6)

Here the CO2-related forcing is

RCO2 = R0 ln
(

1 +
q
q0

)
, (7)

where q0 is the initial value of the atmospheric CO2 content. For
the contemporary climate models, R0 = 5.3 W m−2, k is from 0.6 to
1.6 W m−2 K−1 (Flato et al., 2013, Table 9.5) (in the standard setup
of the conceptual model, k = 1 W m−2 K−1 corresponding to the
equilibrium sensitivity of surface air temperature to the doubling of
the carbon dioxide content in the atmosphere DTxx = 3.7 K. This
value is a factor of 1.7 larger than that for the IAP RAS CM. How-
ever, we want our conceptual model to be representative for the
whole ensemble of the contemporary Earth system models. This is
the reason why we set k equal to the value approximately in the

Fig. 6. A sketch of processes leading to T lagging behind q in the non-emission-forced
scenarios.

middle of the above-mentioned range for the contemporary climate
models. The Earth system heat capacity per unit area C = 1 GJ m−2

K−1 (Andreae et al., 2005).
The second equation represents the global carbon cycle:

c0
dq
dt

= E − Fl − Fo, (8)

where Fl and Fo are terrestrial and oceanic carbon uptakes. As before,
E is external carbon emissions into the atmosphere. Thereafter we
set q0 = 278 ppmv.

Below we study different versions of Eqs. (5)–(8). These versions
are obtained by different representations of Fl and Fo and by assump-
tions simplifying Eq. (7).

3.1. Numerical experiments with conceptual model

In this section, for terrestrial carbon uptake, we use the model
(Eliseev and Mokhov, 2007; Lenton, 2000):

Fl = FP − Ra − Rh, (9)

where the gross photosynthesis, autotrophic respiration and
heterotrophic respiration are, respectively:

FP = APgf(q)hzP ,

Ra = Aa (Mv + Mv,0) h
z
a , (10)

Rh = Ah (Ms + Ms,0) h
z
h ,

where Mv and Ms are anomalies of the live vegetation and soil
carbon stocks respectively, Mv,0 and Ms,0 are initial values of these
stocks correspondingly, AP = 153.6 PgC yr−1, Aa = 0.09 yr−1, Ah =
AaMv,0/Ms,0 to ensure that in the steady state the terrestrial net pri-
mary production, NPP, which in this case is NPP = FP − Ra = Rh, is
approximately one half of FP (Zhang et al., 2014), z = T/T0, T0 = 1
K, function

gf(q) =
q + q0

q + q0 + q1/2

describes the photosynthesis response to the CO2 enrichment of the
atmosphere, q1/2 = 318 PgC, hP = 1.04, ha = 1.08, hh = 1.09
(Lenton, 2000), and Mv and Ms are live vegetation and soil carbon
stocks, correspondingly. The latter two variables obey the equations:

dMv

dt
= P − Ra − L,

dMs

dt
= L − Rh (11)

with the litter fall flux

L = AL (Mv + Mv,0) . (12)

The litterfall coefficient AL = Aa.
The oceanic carbon uptake is calculated by the same Bacastow-

type model that was used as an oceanic carbon cycle module of IAP
RAS CM (see Section 2.1) but with the globally and annually averaged
surface (ocean + land) temperature in place of its sea surface coun-
terpart as it is used in the IAP RAS CM. However, expressing T and q
as anomalies leads to the replacement of (q − q0) in Eq. (1) by q. The
globally averaged temperature T is used in equations for f and w in
place of To.

Because of difference in the terrestrial carbon cycle compartment
from that implemented into the IAP RAS CM, the oceanic carbon cycle
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is needed to be retuned. This was done by forcing the coupled con-
ceptual model by the CMIP5 anthropogenic CO2 emissions (http://
cmip-pcmdi.llnl.gov/cmip5/forcing.html) for 1765–2005 and con-
straining the simulations to be consistent with the observed temper-
ature trends during the 20th century as derived from the HadCRUT4
data (Morice et al., 2012), by the CMIP5 historical build-up of the
atmospheric CO2 content in 1765–2005, and by the estimates of
the oceanic and terrestrial carbon uptakes as reported by Ciais et
al. (2013, their Table 6.1). This procedure leaded to the value F� =
3.5 × 10−2 PgC yr−1 ppmv−1 with the allowable range from 2.5 ×
10−2 to 4.5 × 10−2 PgC yr−1 ppmv−1.

With this model, the simulations is performed similar to those
described in Section 2. At first, the model is forced by the CMIP5-
like forcings in three combinations: i) solar and volcanic forcings,
ii) anthropogenic (both fossil fuel burning and land use) emissions
of CO2 into the atmosphere, and iii) combination of items i and ii.
The results of these simulations are similar to those obtained in
Section 2.1, but with somewhat increased lags (not shown). This is
true for both lags D based on cross-correlation function and visual
delays (similar to those shown in Fig. 2).

Then, we performed the simulations with periodically-varying
forcing. One group of such simulations is the numerical experiments
driven by the external CO2 emissions (ensemble ECO2ens). Another
group is the simulations RFens with periodically-varied radiative
forcing RX of unspecified origin. In different members of both latter
ensembles, the period of the forcing is changed from 1 to 10, 000 yr.

This model is able to qualitatively simulate mutual lags between
T and q depending on the type of the forcing obtained with an EMIC.
In particular, D is negative (q leads T) for the ECO2ens runs. Similar
to that for the IAP RAS CM, this lag increases with increasing P and
has an asymptote with the value of 32 yr (Fig. 7). We made additional
simulations with our numerical conceptual model by changing val-
ues of k. In these simulations, the asymptotic value of D is inversely
proportional to k (i.e., proportional to DTxx). This asymptotic value
increases to 40 yr at k = 0.8 W m−2 K−1 and decreases to 18 yr at k
= 1.8 W m−2 K−1 (recall that the default value of this parameter in
our conceptual model is k = 1 W m−2 K−1).

In turn, D> 0 if P ≤ 320 yr in the RFens simulations with a nonlin-
ear conceptual model (q lags behind T). This value of Pcr is of the same
order of magnitude as it was obtained in simulations TSIens with our
EMIC. Maximum D = 10 yr, is reached at P which is between 100
and 150 yr. This is similar to the results obtained with an EMIC in
Section 2.2. For larger periods, D < 0 (q leads T) which corresponds to
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Fig. 7. Mutual lag between the global mean surface air temperature T and the
atmospheric carbon dioxide content q in the numerical experiments with a conceptual
climate–carbon cycle model driven either by ghost radiative forcing or by periodic CO2

external emissions into the atmosphere. D> 0 stands for q lagging behind T. Calcula-
tions are performed with model versions with different values of the oceanic uptake
scaling factor F� and climate sensitivity k.

the results reported in Section 2.2. Because the studied range of P is
wider in the simulations RFens with a conceptual model with respect
to the EMIC simulations TSIens, in the former numerical experiments
D eventually approaches the asymptotic value 75 yr at P slightly
below 104 yr. F� is increased from the default value 3.5 × 10−2 PgC
yr−1 ppmv−1 to 4.5 × 10−2 PgC yr−1 ppmv−1, this asymptotic value
is decreased to 53 yr, and when F� is decreased to 2.5 × 10−2 PgC
yr−1 ppmv−1, it is increased to 116 yr. While this asymptotic value
is potentially interesting and its value depends on the governing
parameters of the model (e.g., Fig. 7), an analysis of this asymptotic
value is not pursued in this paper further because it is likely that this
value is affected by the longer-term processes which are neglected
in our models (see Discussions and conclusions)

In additional simulations, in which parameters of both oceanic
(F� and f�) and terrestrial (Ah) carbon cycles are changed from
their default (indicated above) values, we found that the value Pcr,
is negative monotonic with respect to F� and positive monotonic
with respect to f� (Figs. 7 and 8). This is qualitatively similar
to that obtained with the IAP RAS CM. For instance, when F� is
increased from the default value 3.5 × 10−2 PgC yr−1 ppmv−1 to
4.5 × 10−2 PgC yr−1 ppmv−1, Pcr in the conceptual model decreases
to 300 yr, and when F� is decreased to 2.5 × 10−2 PgC yr−1 ppmv−1,
Pcr in increases to 360 yr. In addition, this critical period positive
monotonic with respect to Ah.

The behavior of carbon uptakes and stocks in this conceptual
model is similar to that exhibited for the IAP RAS CM at the same
time scale (cf. Fig. 9 with Fig. 4, and Fig. 10 with Fig. 5). At cen-
tennial time scale, total carbon uptake Ft is determined mainly by
the terrestrial carbon uptake irrespective of the type of the forc-
ing. Similar to that it was for the IAP RAS CM, an importance of
the oceanic carbon uptake increases in the conceptual model in the
radiatively forced simulations at millennium time scale. The relative
importance of different carbon stocks at a given time scale in the
conceptual model is similar to that exhibited for the IAP RAS CM.
We note, however, that the precise values of maximum deviations of
carbon stocks in the conceptual model differ from their IAP RAS CM
counterparts because of the different climate sensitivities between
these two models and different terrestrial carbon cycles schemes
implemented in these models. The latter leads to different tempera-
ture sensitivities of terrestrial (and, because of the retuning, oceanic)
carbon uptakes between the IAP RAS CM and the conceptual model:
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Fig. 9. Similar to Fig. 4, but for the nonlinear conceptual model. Shown are simulations RFens with the specified radiative forcing amplitude 4.5 W m−2 (corresponding to the
TSIens 2 simulations).

in general, these uptakes are more sensitive to temperature changes
in the conceptual model than in the IAP RAS CM (compare Figs. 4
and 9).

As a whole, the RFens simulations with this conceptual model
may be used to interpret D < 0 for the IAP RAS CM simulations
TSIens, and the ECO2ens simulations with the conceptual model may
be used to interpret their IAP RAS CM counterpart. This goal will be
pursued in Section 3.2.

3.2. Linear conceptual model

The conceptual model, used in the previous subsection, is further
simplified to obtain closed-form solutions. At first, in Eq. (7) the
logarithm is replaced by a linear function corresponding to the
leading term of the respective Taylor expansion (assuming that |q|
< q0):

RCO2 = R0
q
q0

. (13)

Next, the terrestrial and oceanic carbon uptakes are represented
by the sums of terms, proportional either to q or to T (Boer and Arora,
2013):

Fl = −Blq − ClT,

Fo = −Boq − CoT. (14)

Here the coefficients Bl and Bo represent the direct effects of the CO2

build up in the atmosphere on the oceanic and terrestrial carbon
uptakes (carbon-concentration feedback) (Ciais et al., 2013). In turn,
Cl and Co are coefficients of climate–carbon feedback (Ciais et al.,
2013) and represent all impact of climate changes on carbon fluxes
from the atmosphere into the ocean an terrestrial ecosystems. For
sign convention as in Eq. (14), all contemporary Earth system models
has Bl < 0, Bo < 0, Cl > 0, and Co > 0 (Friedlingstein et al., 2006;
Eliseev and Mokhov, 2011; Arora et al., 2013; Ciais et al., 2013). We
note that our sign convention for BY and CY (Y = l, o) is inverse to
that commonly used (Ciais et al., 2013), but preserved in the present
paper for technical convenience.

Ignoring transients, the closed-form solutions of the linearized
system for all types of periodic external forcings are sought in the
form

q(t) = q(0) sin
(
y

(
t + t0,q

))
= qs sinyt + qc cosyt,

T(t) = T(0) sin (y (t + t0,T)) = Ts sinyt + Tc cosyt. (15)

Here q(0) and T(0) are amplitudes, y = 2p/P, and 00,q = yt0,q and
00,T = yt0,T are initial phases of q(t) and T(t) respectively. In this set-
up, the mutual lag between these two variables is t0,T − t0,q with the
same sign assignment as above.

Fig. 10. Similar to Fig. 5 but for the nonlinear conceptual model simulations RFens with the specified radiative forcing amplitude 4.5 W m−2.
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At first, consider the case E(t) ≡ 0, R(t) 
= 0. One obtains

sin00,T = − a1(
a2

1 + a2
2

)1/2
,

cos00,T = − a2(
a2

1 + a2
2

)1/2
,

sin00,q = sin00,T •
y

a2
a1

+ B(
y2 + b2

)1/2
(16)

cos00,q = cos00,T •
y

a1
a2

− B(
y2 + B2

)1/2
.

Here,

B = Bl + Bo,

a1 = y

(
1 +

rC
y2 + B2

)
,

a2 = m − rBC
y2 + B2

,

C = Cl + Co,

m = −k/C,

r = R0/(Cq0).

For B < 0 and m < 0, one sees

E(t) ≡ 0, R(t) 
= 0 :

⎧⎨
⎩

t0,T − t0,q > 0 if C > 0 ⇒ T leads q,

t0,T − t0,q < 0 if C < 0 ⇒ q leads T.

(17)

In our sign convention, C > 0 corresponds to the case when the
terrestrial carbon uptake is suppressed at higher temperatures,
which corresponds to the positive climate–carbon cycle feedback.
This sign of C is characteristic for all contemporary Earth system
models near the present-day climate state (see above). Thus, it is
revealed that q lagging behind T under external radiative forcing
(and when the external CO2 emissions are absent) is due to the
climate–carbon feedback.

The case E(t) 
= 0, R(t) ≡ 0 may be studied in a way similar to
that just figured. The system Eqs. (5)–(8), linearized according to Eqs.
(13)–(14), is not changed qualitatively if q and T are interchanged.
However, because in this case r and c are interchanged as well, and r
is always positive, one sees

E(t) 
= 0, R(t) ≡ 0 : t0,T − t0,q < 0 ⇒ q leads T. (18)

Lag in Eq. (18) arises owing to non-zero r associated with greenhouse
radiative forcing and thermal inertia of the Earth system.

It could be shown from this linearized model, that the asymptotic
(achieved at infinitely large P) value of D is |m|−1 = C/k. This depen-
dence of asymptotic D on k is the same that was exhibited for the
nonlinear conceptual model in previous section. This values are in
close agreements with the asymptotic values of |Delta in the ECO2ens
runs as obtained from the conceptual model runs with different
values of k.

As a result, this linear model supports both the general frame-
work outlined in Fig. 1 and, partly, the numerical experiments
with our EMIC (Section 2.2) and with an original conceptual model
(Section 3.1). However, for this linear model, D < 0 at time scales
from several centuries to several tens of millennia remains unex-
plained. The latter will be studied in the next section.

3.3. A conceptual model for q leading T at time scales of the order of
several centuries in the non-emission-forced runs

In this section, we further simplify our linear conceptual model.
At first, we consider temperature variations as given in the form

T(t) = T(0) sinyt. (19)

The latter implies that t0,T = 0. In contrast to the previous section,
we calculate the terrestrial and oceanic carbon uptakes via equations
obtained via formal linearization of Eqs. (1)–(12):

Fl = −blq − clT − AaM,

Fo = −boq − aD. (20)

Here

M = Mv + Ms,

bl = −AP
dgf

dq

∣∣∣∣
q=0

,

cl = − [
AP gf|q=0 (hP − 1) + AM (ha + hh − 2)

]
T−1

0 ,

bo = − F∗
c0

,

a = F∗ • f
∣∣
T=0, q=0

•
q0

D0
.

The value of the effective coefficient of the ecosystem (autotro-
hic + heterotrophic) respiration AM should lie between Aa and Ah.
Strict but awkward formula for AM could be obtained, but here, for
simplicity, and because the soil carbon stock is much more important
for the problem at hand than the vegetation one (Sections 2.2 and
3.1), we just set AM equal to Ah. The temperature dependent term in
Eq. (20) enters Fl but not Fo. This term in Fo formally belongs to the
second-order terms and is dropped for this reason. The latter agrees
with a common feature of the contemporary climate–carbon cycle
models that the oceanic contribution to the carbon–climate feed-
back, associated with this term (Friedlingstein et al., 2003; Arora et
al., 2013), is small relative to the respective contribution of terrestrial
ecosystems (Friedlingstein et al., 2006; Arora et al., 2013). We note,
however, that the additional term in the oceanic uptake, aD, which
is absent in convenient technics to study the climate–carbon feed-
back, enters Eq. (20). This term represents the feedback of the DIC
content in the ocean on Fo. We note that the resulting equations
observe the necessary ingredients to get the sign change of D in
such experiments: temperature-forced change of the terrestrial car-
bon stock M, compensation of this change by the oceanic uptake or
outgassing, and the delayed change of D with respect to change of M.
The conservation equation c0q + M + D = 0 is explicitly used.

Consider only the case E(t) ≡ 0, R(t) 
= 0. Because our goal in this
section is just to explain the change of sign of D, we do not show a
closed form solution of the linearized carbon budget equation subject
to Eq. (19). Instead, we note that D = 0 for solutions of the form (15)
corresponds to qc = 0. Thus, the frequency at which D changes sign
may be found as

ycr =
[
bo(a − AM) − a2

]1/2
. (21)

For f from 9 to 15 (Maier-Reimer and Hasselmann, 1987) and the
above-listed values of other parameters, the sign change occurs at
ycr ≤ 2.2 × 10−2yr−1 which corresponds to the forcing period
Pcr ≥ 2.9 × 102 yr (Fig. 8). For the central values of parameters,
Pcr = 330 yr. This value with a good agreement with the value
obtained in numerical simulations. We note that ycr exists only if a
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is small enough. Moreover, for realistic values of parameters, Eq. (21)
shows the same parametric sensitivity of Pcr with respect to
f |T=0, q=0 (positive monotonic) and F� (negative monotonic; this
is obvious from Eq. (21)). In addition, Pcr is negative monotonic
with respect to AM. This behavior is similar to that exhibited in the
numerical periodically-forced non-emission simulations presented
in Fig. 8.

4. Discussions and conclusions

In this paper, we have extended the results reported by Muryshev
et al. (2015) where it was shown that mutual lags between the global
temperature T and the atmospheric carbon dioxide content q depend
on the type of the forcing and on its time scale. We used an EMIC
as a basis for our results and used a conceptual model to interpret
the results obtained with an EMIC. We note that similar ideas were
implicit in Masters and Benestad (2013) as well.

In agreement with our initial idea, T lags behind q when the
Earth system dynamics is caused by anthropogenic emissions of
carbon dioxide into the atmosphere. The latter occurs irrespectively
of the forcing time scale. In turn, non-greenhouse radiative forcing
results in T leading q if the forcing time scale is not larger than few
centuries.

However, contrary to the initial idea, the global mean surface
air temperature lags behind the atmospheric CO2 content if the
model is driven by non-greenhouse radiative forcing and provided
that the forcing time scale is larger than 4 × 102 yr. The latter is
a prominent example that lagged correlation does not necessarily
represent causal relationships in a system: in such simulations, the
applied forcing directly affects only the physical part of the Earth
system, but q still leads T.

This apparently counter-intuitive result, however, is a direct
consequence of i) temperature sensitivity of the soil carbon stock
(which decreases if climate is warmed and increases if climate is
cooled) and ii) conservation of total mass of carbon in the system if
external carbon emissions are absent (fast-responding carbon stock
q should lead the system to compensate inertial stock of oceanic DIC
and fulfill this conservation of carbon mass), iii) oceanic branch of
the carbon cycle becomes more important at longer time scales. This
qualitative explanation is rather general. Thus, it is not expected to
be model-dependent.

Our study contains a number of important caveats.
The first caveat is due to our neglect of carbonate dissolution

in the ocean, which becomes important at time scales ≥5 ×103 yr
(Archer et al., 2004). Its effect might be understood by decreas-
ing a at such time scales. Because in our analysis its precise value
is important only for existence and estimate of Pcr, which realistic
value is of the order of several centuries, this caveat is presumably
is not important for the results obtained in the present paper. We
acknowledge, however, that carbonate dissolution is neglected in the
IAP RAS CM as well, and its effect on the obtained results deserves
further assessment.

Our model also neglects the igneous rocks weathering which
becomes important at time scales of several millennia or longer
(Archer et al., 2004; Archer and Brovkin, 2008; Zeebe, 2012).
Implementation of weathering into the model would also affect the
obtained results at such time scales.

Another potentially important caveat is due to neglect of possible
changes of the intensity of the oceanic thermohaline circulation
under climate change. This intensity could change either because of
additional freshwater input or due to thermal forcing. This intensity
may change either because of iceberg freshwater input from melting
ice sheets during deglaciation (Schmittner and Galbraith, 2008;
Ganopolski and Roche, 2009; Bouttes et al., 2012; Shakun et al.,
2012; Landais et al., 2013; Zeebe, 2012) or due to variations in the

wind-induced ventilation of the Southern Ocean (Anderson et al.,
2009; Sigman et al., 2010; Skinner et al., 2010). Again, this effect can
only be studied with more elaborated models than those used in the
present paper.

Further, none of the models used in the present paper takes into
account the humification of carbon in the soil. This process stores
carbon in a very inert soil pool with a turnaround time which may
be as large as ∼104 yr (Brovkin et al., 2008) providing another large
time scale which might affect mutual lags between q and T.

Finally, both our models lack realistic interannual variability. In
the context of the present paper, this variability is likely to be qualita-
tively similar to non-greenhouse radiative forcing at the interannual
to centennial time scales. It is expected to result in T leading q. We
acknowledge that this topic deserves further study. This study, for
instance, may be performed with the CMIP5 Earth system models
using the technics based on that developed in Section 2.1.

All these caveats preclude to pursue the goals of our paper at
time scales larger than several (or even few) millennia. This is the
reason why we cut the simulations with a conceptual model at the
forcing period of 10,100 yr. In addition, we note that our models lack
ice-sheet dynamics which again has a response time scale of several
millennia (Robinson et al., 2012).

Because all these caveats are most important at multi-millennium
time scales, we believe that our results are able to explain, the mutual
lags between q and T, at least for time scales up to few millennia.
The basis of this belief is that the most important aspect, affecting
the sign of mutual delay between these variables, is the part of the
system (either climate or carbon cycle) which is directly affected by
a given external forcing and the forcing time scale.
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