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JlanHO€ y4eOHO-METOAMYECKOE MOCOOMEe MPEACTABISET COOOM MpaKTUYECKUE
3aJlaHdg TI0 CIEIUAJM3UpPOBaHHON Jiekcuke i cryaeHtoB | u 1l kypcos,
0o0y4aronuxcsl Mo CnenualbHOCTIM «MaTeMaThKa», «MaTeéMaThka U KOMITbIOTEPHbBIC
Haykn» WMHctutyra mexanuku u maremaruku um. H.M. JloGauesckoro. IlocoOue
COCTOMT U3 TPEX Pa3/esoB, IByX CI0Bapel — clioBapsi MaTeMaTH4eCKOM
TEPMHUHOJIOTUHU U TOJIKOBOTO CJIOBAPSl KOMIIBIOTEPHOM JICKCUKH.

[lenb 1aHHOTO MOCOOMSI COCTOUT B Pa3BUTUU Y CTYJIEHTOB MaTeMaTH4eCcKOH
CHeLMaTN3allii HaBbIKOB paOOTHI C KOMITBIOTEPHO-MaTeMaTHY€eCKON JIEKCUKOH,
TEKCTaMH HA AHIJIMWCKOM S3bIKE, BKJIIOYas HABBIKM IPOCMOTPOBOTO U ITOMCKOBOIO
YTEHMS1, HABbIKK MOHOJIOTUYECKON U JUCKYCCUOHHOM PEYEH 10 aKTyaIbHbIM
mpobjaeMaM  CIENHMATbHOCTH Ha  aHIIMHCKOM  s3bIke. [locoOme  mo3BosseT
oOyyarolmuMcs paclIMpuTh CBOM CIIOBApHBIHM 3amac 3a CUeT CIelHAIM3UPOBAHHON
JIEKCHUKH, a TAK)KE PAa3BUTh HABBIKM TEXHUYECKOTO IEPEBOAA.



IIpenucnoBue

Hacrosimee yduebnoe mocobue mnpeaHazHadeHo miisg ctyaeHtoB | u Il xypcoB
ypoBHsi Pre-Intermediate, Intermediate MuacTHTyTa MEXaHUKH W MATEMATHKH M.
H.W. JlobGaueBckoro, OOy4arommxcs TO  CHCIHAIBHOCTIM  «MaTeMaTHUKa»,
«MareMaTuka 1 HHPOPMAITMOHHBIC TEXHOIOTHI.

Heabio ydyeOHOrO mOCOOMS SBISIETCS OOOTAllEHUE TEPMUHOJIOTHYECKOTO
CJIOBapHOTO 3amaca CTYICHTOB, pa3BUTHE HABBIKOB pabOThl CO CIENHUAILHBIMU
TEKCTaMH CPEIHETO YpPOBHS TPYAHOCTH, pAacCIIMpEHUE 3amaca JIGKCUKH 10
MPOTPAMMHUPOBAaHUIO, a TaKke (OPMHUPOBAHHWE THCHMEHHBIX M YCTHBIX (opM
OOIIEHUS TIO CHEIMAIILHOCTH Ha aHIIIMHCKOM si3bIKe. {7151 1OCTHKEHUS! TOCTaBICHHbIX
3aJ1a4 B y4€OHUK BKJIFOUEHO JIOCTATOYHOE KOJUYCCTBO MMPUMEPOB U
PUCYHKOB. B  Tekcrax W 3alaHuAX HMMEIOTCA  TEPEKPECTHBIE  CCHUIKH,
o0ecIeunBaronie BO3MOKHOCTh MOTYICHHUS HHHOPMAITUN IO CMEKHBIM BOIIPOCAM.

ITocoOue cocToUT M3 Tpex pa3liesioB, NMPUJIOKEHHS, PYCCKO-aHIIMICKOIO
CJIOBApPsl MAaTEMATHYECKOH TEPMHUHOJIOTHH M TOJIKOBOTO CJIOBapPs
KOMIIbIOTEPHOM JIEKCHKH.

IlepBbIii pa3men Bkito4aeT B ce0s 5 OJIOKOB, KaXIbId U3 KOTOPBIX COINEPIKHUT
JICKCUKY CTICIIHATM3UPOBAHHON MaTeMaTHIeCKON TEMATUKH, TEKCTHI U YITPaKHEHUSI.
Bropoii pa3nen coctout u3 6 GIOKOB, CoAEpKAITUX JIEKCUKY CTEIIHAIM3UPOBAHHON
KOMITHIOTEPHON TEMaTHKH, TEKCThl M yIpaKHEeHus. B KoHIlE TEpBOro M BTOPOTO
Pa3IeNioB COMEPIKATCS TECTHI ISl POBEPKHU YCBOSHUS MTPOUIEHHOTO MaTepuaa.

Pabota ¢ xaxapiM U3 OJIOKOB COCTOUT M3 HECKOJIbKUX dTarnoB. [lepBerit aTam —
TEKCTOBbIM. Ha »3TOoM »3Tare npOUCXOAUT 3HAKOMCTBO C HOBOW JIEKCHUKOH,
ocymecTBisieTcs:s pabora ¢ TekctoMm. Llens gaHHOrO STama 3aKiO4aeTcs B
(GhopMHUPOBAHUHM HABBIKOB U YMEHUN YTEHUS MPOdHeCCHOHATLHO-OPUECHTHPOBAHHBIX
TEKCTOB, TMOHUMAaHUS WX CMBICJIAa W COACPXKAHUS MPOYMTaHHOTO. BTOpoi sram —
MOCJIETEKCTOBbIN, mpakThuueckuii. OH CBf3aH C  BBINOJIHEHUEM  JIGKCHUKO-
IrpaMMaTHYCKUX  YOPaKHEHWH,  HANEJNEeHHBIX  HA  3aKpeIUICHHE  HOBOWM

CIICLIMAJIM3UPOBAHHOM JIEKCUKHA U TPAMMaTU4YECKUX KOHCTPYKLUM, HA PA3BUTHE
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HABBIKOB MOHOJOTMYECKOM M I[I/IaJ'IOFI/IQGCKOI\/'I pe€ur, a TaKiXC HABBIKOB IICPCBOAA C

AQHITIMHACKOTO HAa pPYyCCKMM M C PYCCKOIO Ha AaHIIIMHUCKUM A3BIKH. B  OCHOBY

MOCJIEIOBATEILHOCTH PACIIONIOKEHUS MPEIJIaraeMbIX YIPaKHEHUHN MOJIOKEH MTPUHITUI

YCJIOXKHEHHUSI: OT 00JIee MPOCTHIX yIpakHEHUH K OoJiee CIOXKHBIM. [[7s

0oJiee YCIMEIIHOTO YCBOEHHUS CIEIMaIbHOM MaTeMaTHUYeCKOM JIEKCUKHM B Hadalie

Kakaoro Unit mpuBOIUTCS CIIMCOK TEPMHHOB, KOTOPBIC OTPa0ATHIBAIOTCS B JaHHOM

0JI0Ke, YTO HECOMHEHHO 00JIeryaeT padoTy Kak CTy[€HTaM, TaK U IMPernoaaBaTelsiM.
Tpermii pa3ges paccuuTaH Ha CaMOCTOATENbHYIO pPabOTy CTYIEHTOB U

COCTOUT U3 15 TEeKCTOB il JIOMOJHUTENBHOIO UTEHUS U3 ayTeHTUYHBIX W

OTEUECTBEHHBIX MOHOTpauil pa3nMUHON MaTeMaTUYECKON TEMATHKHU.

B KOHIIE yqe6H0r0 METOANYCCKOI'O II0COOHS NpeaACTaBIICH PYCCKO-
AHIIMHCKHUH CJI0OBaApPb TCPMHHOB, BCTPCHAIOINNXCA B JAHHOM HOCO6I/II/I, a TaKIKC
TOJIKOBBIN CJIOBAPb KOMITBIOTEPHOU JIEKCUKH.

[Ipn cocraBiaeHUH Yy4E€OHO-METOAMYECKOTO NOCOOMs OBUIM HCIOJb30BaHbI
CJICOYIOIINC MCTOYHHUKH.
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Part 1

Unit 1 What is mathematics?

\22%5

~ Yn

I. Pre-reading task

1. Think about the answers to the following questions:

- Do you face the problem of necessity of counting in your in your everyday life?

- What is mathematics according to your point of view?

- What does mathematics consist of?

2. Read the following statements. Agree or disagree with them. Give the
reasons of your choice.

1. It is impossible to give a concise and readily acceptable definition of maths as it is

a multifield subject.
2. Maths in the broad sense of the world is a peculiar form of the general process of

human knowledge of the real world.
3. Numbers are abstracted ideas or mental notions only, for numbers do not exist in

nature.
4. A formal math system bears some analogy to a natural language, for it has its own

vocabulary and rules.
5. Nowadays mathematicians frequently liken maths to art or game rather than to

science.



6. Maths is the science dealing primarily with what can be obtained by reasoning
alone.

7. Math writing is remarkable because it encompasses much information in few
words.

8. Contemporary maths is mixture of much that is very old and still important (e.g.,
counting, the Pythagorean theorem) with new concepts such as sets, axiomatics,
structure.

9. We need for careful and rigorous reasoning in proofs is not at once intuitively
apparent to a nonmathematician.

10. Modern methods of carrying out arithmetic operations and their applications

become sophisticated through modern computers.

Il. Reading
1. Read the text and answer the question given in the title. Make a short

summary of the text.

What is mathematics?

Mathematics is a Greek word, which means “something that must be learnt or
understood”. However, let us think what is maths in the modern sense of term, its
implications and connotations? Here we deal with the answer, that there is no unified,
neat and simple definition.

Maths as a science is a collection of branches. The largest branch is called the
real number system. A second branch is geometry. Each branch has the same logical
structure. It begins with certain concepts, such as the whole numbers or integers in
the maths of number and point, line and triangle in geometry. These concepts must
verify explicitly stated axioms. The next step is that from the concepts and axioms
theorems are deduced. Hence, from the structural point of view, the concepts, axioms
and theorems are the essential components of any compartment of maths.

The basic concepts of the main mathematical branches are abstractions from

experience, but on the other hand, there are many more concepts, which are, in



essence, creations of the human mind with or without help of any experience. The
notion of a variable, which represents the quantitative values of some changing

physical phenomena, is also at least one mental step beyond the mere observation of
change. The concept of a function or a relationship between variables is almostly a
mental creation.

Axioms constitute the second major component of any mathematical branch.
From a set of axioms the theorems are deduced. Math theorems must be deductively
established and proved. New theorems are proved constantly, even in such old
subjects as algebra and geometry and the current developments are as important as
the older results.

Growth of maths is possible in still another way. Mathematicians are sure now
that sets of axioms, which have no bearing on the physical world, should be explored.
Nowadays mathematicians investigate algebras and geometries with no immediate
applications. However, there is some disagreement among mathematicians as to the
way they answer the question “Do the concepts, axioms, and theorems exist in some
objective world and are they merely detected by man or are they entirely human
creations?”

In ancient times, the axioms and theorems were regarded as necessary truths
about the universe already incorporated in the design of the world. Hence, each new
theorem was a discovery, a disclosure of what already existed. The contrary view
holds man creates that math, its concepts and theorems. Man distinguishes objects in
the physical world and invents numbers and number names to represent one aspect of
experience. Axioms are man’s generalizations of certain fundamental facts and
theorems can logically follow from the axioms. According to this point of view,
maths is a human creation. Some mathematicians claim that pure maths is the most
original creation of the human mind.

2. Translate and memorize the following words and word combinations.

Science, collection of branches, real number system, to verify, to deduce, to
explore, to prove, constantly, explicitly, variable, implication, connotation, neat,

general, unique.
10



3. Complete the following sentences using beginnings 1-7, and endings A-G.

1. Maths a science is ...
2. The real number system builds on ...

3. From the concepts and axioms ...

4. Each branch has the same ...

5. The concepts must verify ...

6. Pure maths is the most original creation ...

7. Math theorems must be deductively ...

4. Read and translate the following paragraph.
Pure maths deals with the space forms and quantity relations of the real world —

that 1, with material which is very real, indeed. The fact that this material appears in
an extremely abstract form can only superficially conceal its origin from the external

world.

I11. Pre-reading task

1. Think about answers to the questions. Try to prove your reasons.

- Have you ever heart about myths in mathematics?

- Describe any myths about maths you know.

- Are you agree with the point of view that women cannot be genuine
mathematicians?

- Is it true that mathematicians believe that engineers and natural scientists are
11



only interested in the math formulas and not in the theory of calculus?

2. Read and remember the following words:

appear Vv MIOSIBJIATHCS, MOKA3bIBATHCS

attend v IIOCEeNIaTh, IIPUCYTCTBOBATh

believe v BEPUTb, JOBEPATH

calculus UCYHUCIICHUE

claim TpeboBaHWE, TIPETCH3USI

discover v JIeJIaTh OTKPBITHE

discourse JUCKYpPC, BBICKa3bIBAHHEC

evaluate v OLICHMBATD

evolve Vv pa3BUBaTh, Pa3BEPTHIBATH

owe Vv OBITH JOJKHBIM

visualize v BU3YaJIn3UPOBATH,
MBICJIEHHO MPEACTABIATD
cebe

V. Reading
2. Read twelve modern myths in mathematics. Discuss with the partner myths

In maths you have not mentioned before reading.

MYTHS

e VERSUS i

FACTS

Twelve Maths Myths

1. MEN ARE BETTER IN MATH THAN WOMEN.

Research has failed to show any difference between men and women in mathematical

12



ability. Men are reluctant to admit they have problems so they express difficulty with
math by saying, "I could do it if | tried." Women are often too ready to admit
inadequacy and say, "I just can't do math."

2. MATH REQUIRES LOGIC, NOT INTUITION.

Few people are aware that intuition is the cornerstone of doing math and solving
problems. Mathematicians always think intuitively first. Everyone has mathematical
Intuition; they just have not learned to use or trust it. It is amazing how often the first
idea you come up with turns out to be correct.

3. MATH IS NOT CREATIVE.

Creativity is as central to mathematics as it is to art, literature, and music. The act of
creation involves diametrical opposites-working intensely and relaxing, the
frustration of failure and elation of discovery, satisfaction of seeing all the pieces fit
together. It requires imagination, intellect, intuition, and aesthetic about the rightness
of things.

4, YOU MUST ALWAYS KNOW HOW YOU GOT THE ANSWER.

Getting the answer to a problem and knowing how the answer was derived are
independent processes. If you are consistently right, then you know how to do the
problem. There is no need to explain it.

5. THERE IS ABEST WAY TO DO MATH PROBLEMS.

A math problem may be solved by a variety of methods which express individuality
and originality-but there is no best way. New and interesting techniques for doing all
levels of mathematics, from arithmetic to calculus, have been discovered by students.
The way math is done is very individual and personal and the best method is the one,
which you feel most comfortable.

6. IT'S ALWAYS IMPORTANT TO GET THE ANSWER EXACTLY RIGHT.
The ability to obtain approximate answer is often more important than getting exact
answers. Feeling about the importance of the answer often are a reversion to early
school years when arithmetic was taught as a feeling that you were "good" when you

got the right answer and "bad" when you did not.
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7. 1T'SBAD TO COUNT ON YOUR FINGERS.

There is nothing wrong with counting on fingers as an aid to doing arithmetic.
Counting on fingers actually indicates an understanding of arithmetic-more
understanding than if everything were memorized.

8. MATHEMATICIANS DO PROBLEMS QUICKLY, IN THEIR HEADS.
Solving new problems or learning new material is always difficult and time
consuming. The only problems mathematicians do quickly are those they have solved
before. Speed is not a measure of ability. It is the result of experience and practice.

9. MATH REQUIRES A GOOD MEMORY.

Knowing math means that concepts make sense to you and rules and formulas seem
natural. This kind of knowledge cannot be gained through rote memorization.

10. MATH IS DONE BY WORKING INTENSELY UNTIL THE PROBLEM IS
SOLVED.

Solving problems requires both resting and working intensely. Going away from a
problem and later returning to it allows your mind time to assimilate ideas and
develop new ones. Often, upon coming back to a problem a new insight is
experienced which unlocks the solution.

11. SOME PEOPLE HAVE A "MATH MIND" AND SOME DON'T.

Belief in myths about how math is done leads to a complete lack of self-confidence.
But it is self-confidence that is one of the most important determining factors in
mathematical performance. We have yet to encounter anyone who could not attain his
or her goals once the emotional blocks were removed.

12. THERE IS A MAGIC KEY TO DOING MATH.

There is no formula, rule, or general guideline, which will suddenly unlock the
mysteries of math. If there is a key to doing math, it is in overcoming anxiety about

the subject and in using the same skills; you use to do everything else.

1. Read and translate the text.
Text B

Myths in mathematics
14



There are many myths about maths, e.g., that “mathematics is the queen of the
sciences" (K. Gauss); that the Internet is the cyberspace world - a new universe - and

that informatics will reign and dominate throughout the 21st century (Microsoft
Windows 95 experts claim). Some people believe that only gifted, talented people
can learn maths, that it is only for math-minded boys, that only scientists can

understand math language, that learning maths is a waste of time and efforts, etc.

Some analysts claimed in 1900 that nations would face a shortage of scientists
and mathematicians in particular in 1980-2000years. The myths' practical impact on
today's young mathematicians seeking employment is that they should take non-

academic jobs in business, government and industry. The full unemployment rate for

new math departments graduates was the highest in1992-1994.

A related myth in maths goes like this: "Jobs were tight, but the market
improved. It is a cyclic business and the job market will get better soon again™. Many
scientists no longer have faith in this myth and they believe that math departments in
all higher educational institutions ought to reconsider their missions. In particular
they should consider downsizing their graduate program and re-examine the math
education provided in high schools so that the program more closely should fit the
reality of what the graduates will be doing in the future. Many long-term economic,
political, academic and teaching issues and problems indicate that
the current employment of the new young mathematicians is not likely to be reversed
in the next decade. There is sure no single answer to this employment problem. A

spectrum of changes and reforms will be needed to improve the situation.

In both education and the industrial high-tech workplace the people not trained
as mathematicians are doing math work and research often quite successfully
nowadays. This phenomenon is the legacy of a long and profound (very deep) failure
of mathematicians to communicate with other groups. For example, mathematicians
believe that engineers and natural scientists are only interested in the math formulas

and not in the theory of calculus. However, anyone who specializes in physical
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chemistry or thermodynamics needs to make out (to understand) the chain rule and
the implicitfunction theorem at a much deeper level than is taught in standard
calculus of several variables in maths. The net result is that physicists and chemists
are teaching at present these things more abstractedly and thoroughly than most math

university departments. Nowadays the ordinary people no longer rank pure

maths research as a top national concern.

The future of maths may depend on whether the emphasis is on the basic
concepts, insight, abstract formalization and proof. This does not mean that rigorous,
genuine and valid —proofl is dead, just that —insightl is playing a more important
role. Successful careers in practical life often require conceptualization and
abstraction of some, even engineering, problems. The majority of university graduates
must be professionally adroit (skillful, clever) and flexible over a life-long
career which includes many uncertain and difficult conditions of excess, insufficient

or conflicting theories and data with rarely adequate time for contemplation (thinking

or reasoning about).

Another myth in maths is that women cannot be genuine mathematicians.
Female applicants must satisfy the same requirements at the entrance competitive
examinations as boys should, there are no special tracks for girls. Most female
applicants assert to have chosen to study maths because they like it rather than as a
career planning. The change of high-school maths into university maths is for many
of them a real shock, especially in the amount of information covered and the skills
that are being developed. Despite this shock the study of higher maths should be

available to a large set of students, both male and female, and not to the selected few.

There is no reason that women cannot be outstanding (famous, prominent)
mathematicians and the Ukrainian women mathematicians have proved it. There
should be affirmative (positive) action to bring women teachers onto math faculties at
colleges and universities. One cannot expect the ratio to be 50/50, but the tendency

should continue until male mathematicians no longer consider the presence of female
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mathematicians to be unusual at math department faculty or at the conferences and

congresses.

Some ambitious experts claim that they think of mathematicians as forming a
world nation of their own without distinctions of geographical origins, race, and
creed (beliefs), sex, age or even time because the mathematicians of the past and
"would-be" are all dedicated to the most beautiful of the arts and sciences. As far as
math language is concerned, it is in fact too abstract and incomprehensible for
average citizens. It is symbolic, too concise and precise, and often confusing to non-
specialists. The myth that there is a great deal of confusion about math symbolism,
that mathematicians try by means of their peculiar language to conceal the subject
matter of maths from people at large is unreasonable and meaningless. The maths
language is not only the foremost means of scientists intercourse, finance, trade and
business accounts, it is designed and devised to become universal for all the sciences

and engineering, e.g., multilingual computer processing and translation.

2. Answer the questions.
1. Who called mathematics the queen of sciences? Are you agree with this statement?

2. Do you believe that only gifted and talented people can learn math?
3. Is it true that only scientists can understand math language?
4. What is the ratio of women and men teachers at maths faculties at colleges and

universities in Russia?

3. You have read and discussed various opinions about myths in mathematics.

Complete a list of myths you are sure are wrong, and those you are agree to be true.

It’s wrong that...
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Unit 2 Fundamental arithmetical operations

Addition
Subtraction

Multiplication

52\ &

Division
I. Pre-reading task
1. Decide whether the following statements are true or false:
1. In the Hindu-Arabic numeration system we use five digits.
2. The result of multiplication is called the difference.
3. We get the sum as a result of subtraction.
4. Addition and subtraction are inverse operations.
5. As a result of multiplication we find the product.
6. In the expression 2+3=5 two and three are factors.
7. In the equation 12-11= 1 one is the difference.
8. In the mathematical sentence 12:6=2 two is the divisor.

2. Read and remember the following words:

addition CIIOXKEHHE
addends claraeMele
plus sign 3HaK TUTOC
equals sign 3HAaK PaBEHCTBA
sum cymMMa
subtraction BBIYMTAHUE
minuend YMEHBIIIAEMOE
minus sign 3HaK MUHYC
subtrahend BBIUNTAEMOE
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difference pa3HOCTh
multiplication YMHOXCHHE
multiplicand MHOXHMOE
multiplication sign 3HAaK YMHOKCHUS
multiplier MHOXHUTEITh
product TIPOU3BEICHHE
factors COMHOXHUTEIIH
division JeJIEHUE
dividend JEJTUMOE
division sign 3HAK JICTICHUS
divisor JIETTATEID
quotient 4acTHOE

Il. Reading

1. Read the text below and check your answers to the true and false sentences

made in ex. 1.

Four Basic Operations of Arithmetic
We cannot live a day without numerals. Numbers and numerals are

everywhere. On this page you will see number names and numerals. The number
names are: zero, one, two, three, four and so on. And here are
the corresponding numerals: 0, 1, 2, 3, 4, and so on. In a numeration system numerals
are used to represent numbers, and the numerals are grouped in a special way. The
numbers used in our numeration system are called digits. In our Hindu-Arabic system
we use only ten digits: 0, 1, 2, 3,4. 5, 6, 7, 8, 9 to represent any number. We

use the same ten digits over and over again in a place-value system whose base is ten.
These digits may be used in various combinations. Thus, for example, 1, 2, and 3 are
used to write 123, 213, 132 and so on.

One and the same number could be represented in various ways. For

example, take 3. It can be represented as the sum of the numbers 2 and 1 or

the difference between the numbers 8 and 5 and so on.

A very simple way to say that each of the numerals names the same number

Is to write an equation — a mathematical sentence that has an equal sign ( =)
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between these numerals. For example, the sumof the numbers 3 and 4 equals
the sumof the numbers 5 and 2. In this case we say: three plus four (3+4) is equal to

five plus two (5+2). One more example of anequation is as follows: the difference
between numbers 3 and 1 equals the difference between numbers 6 and 4. That is
three minus one (3—1) equals six minus four (6—4). Another example of

an equation is 3+5 = 8. In this case you have three numbers. Here you add 3 and 5
and get 8 as a result. 3 and 5 are addends (or summands) and 8 is the sum. There is

also a plus (+) sign and a sign of equality ( =). They are mathematical symbols.

Now let us turn to the basic operations of arithmetic. There are four basic
operations that you all know of. They areaddition, sub-
traction, multiplication and division. In arithmetic an operation is a way of thinking
of two numbers and getting one number. \We were just considering an
operation of addition. An equation like 7—2 = 5 represents an operation of
subtraction. Here seven is the minuend and two is the subtrahend. As a result of the
operation you get five. It is thedifference, as you remember from the above. We may

say that subtraction is the inverse operation of addition since5+2=7and 7 —2 =5.

The same might be said about division and multiplication, which are also

inverse operations.

In multiplication there is a number that must be multiplied. It is
the multiplicand. There is also a multiplier. It is the number by which we multiply.

When we are multiplying the multiplicand by the multiplier we get the product as a
result. When two or more numbers are multiplied, each of them is called a factor. In
the expression five multiplied by two (5%2), the 5 and the 2 will be factors. The mul-

tiplicand and the multiplier are names for factors.

In the operation of division there is a number that is divided and it is called
the dividend; the number by which we divide is called the divisor. When we are
dividing the dividend by the divisor we get the quotient. But suppose you are dividing

10 by 3. In this case the divisor will not be contained a whole number of times in the
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dividend. You will get a part of thedividend left over. This part is called the
remainder. In our case the remainder will be 1. Since multiplication and division are

inverse operations you may check division by using multiplication.

There are two very important facts that must be remembered about division.

a)  Thequotientis 0 (zero) whenever thedividendis 0 and the
divisoris not 0. That is, O+nisequalto 0 for all values of nexcept
n=0.

b) Division by 0 is meaningless. If you say that you cannot divide by O it
really means that division by 0 is meaningless. That is, n: 0 is meaningless for all

values of n.

2. Note reading of the following numbers and calculations:

23 Is read “twenty three”
578 Is read “five hundred (and) seventy eight”
3578 is read “three thousand five hundred (and) seventy eight”

7425629 is read “seven million four hundred twenty five thousand six hundred

and twenty nine”

a (one) hundred books hundreds of books
is read seven plus five equals
twelve
or seven plus five is equal
74+5=12 to twelve o
or seven plus five is (are)
twelve
or seven added to five
makes twelve
is read seven minus five equals
two
or seven minus five is
7_5=9 equal two
or five from seven leaves
two
or difference between five
and seven is two
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is read five multiplied by two is
equal to ten

5x2=10 or five multiplied by two
equals ten

or five times two is ten

ten divided by two is equal

is read to five

10:2=5 or ten divided by two equals
five

3. Read and write the numbers and symbols in full according to the way they
are pronounced:

76, 13, 89, 53, 26, 12, 11, 71, 324, 117, 292, 113, 119; 926, 929, 735, 473, 1002,
1026, 2606, 7354, 7013, 3005, 10117, 13526, 17427, 72568, 634113, 815005,
905027, 65347005, 900000001, 10725514, 13421926, 65409834, 815432789,
76509856, 1000000, 6537.

425 - 25 =400

730 - 15=715

222 - 22 =200

1617 + 17 = 1634

1215 + 60 =1275

512 +8=64

1624 + 4 = 406

456 + 2 =228

135 x 4 =540

450 x 3 =1350

107 x 5=535

613 x 13 = 7969

1511 + 30 = 1541
34582 + 25814 = 60396

768903 - 420765 = 348138
1634986 - 1359251 = 275735
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1000 + 100 =10
810 +5 =162

4. Translate the definitions of the following mathematical terms.

1. To divide — to separate into equal parts by a divisor;
2. Division — the process of finding how many times (a number) is contained in

another number (the divisor);
3. Divisor — the number or quantity by, which the dividend is divided to produce the
quotient;
4. Dividend — thee number or quantity to be divided;
5. To multiply — to find the product by multiplication;
6. Multiplication — the process of finding the number or quantity (product) obtained
by repeated additions of a specified number or quantity;
7. Multiplier — the number by which another number (the multiplicand) is multiplied;
8. Multiplicand — the number that is multiplied by another (the multiplier);
9. Remainder — what is left undivided when one number is divided by another that is
not one of its factors;
10. Product — the quantity obtained by multiplying two or more quantities together;
11. To check — to test, measure, verify or control by investigation, comparison or
examination.

(From Webster's New World Dictionary).
5. Match the terms from the left column and the definitions from

the right column:

a)
algebra a number or quantity be subtracted
from another one
to add to take away or deduct (one number or
quantity from another)
addition the result obtained by adding numbers
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or quantities

addend

the amount by which one quantity

differs from another

to subtract

to join or unite (to) so as to increase
the quantity, number, size, etc. or

change the total effect

subtraction

a number or quantity from which

another is to be subtracted

subtrahend equal in quantity value, force, meaning
minuend an adding of two or moree numbers to
get a number called the sum
equivalent a mathematical system using symbols,
esp. letters, to generalize certain
arithmetical operations and
relationships
b)
to test, measure, verify or control by investigation,
to divide _ o
comparison or examination
the process of finding the number or quantity (product)
division obtained by repeated additions of a specified number or
quantity
dividend the number by which another number is multiplied
o what is left undivided when one number is divided by
divisor another that is not one of its factors
to multiply to separate into equal parts by a divisor
o the process of finding how many times a number is
multiplication o
contained in another number
multiplicand the number or quantity to be divided
multiplier the quantity obtained by multiplying two or more quantities
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together

remainder the number that is multiplied by another

the number or quantity by which the dividend is divided to
product _

produce the quotient
to check to find the product by multiplication

6. Read the sentences and think of a word which best fits each space.

© ©o N o O~ w PR

Subtraction is ... of addition.

Addition and subtraction are arithmetical ... .
Positive and negative numbers are known as ... numbers.

Minuend is a number from which we ... subtrahend.

The process of checking subtraction consists of adding subtrahend to ....
In arithmetic only ... numbers with no ... in front of them are used.

The multiplicand is a number, which must be ... by a multiplier.

The number y which we divide is ... .

Division and multiplication as well as addition and ... are inverse.

10.Division by ... is meaningless.

11.The multiplicand and ... the names for factors.

12.The product is get as the result of multiplying multiplicand and ... .

13.The ... is the part of the dividend left over after the division if the ...

contained a whole ... of times in the dividend.

I11. Pre-Reading task

1. Complete the following definitions:

a) Pattern: The operation, which is the inverse of addition is subtraction.

1. The operation, which is the inverse of subtraction ... .

2. The quantity, which is subtracted ... .

3. The result of adding two ot more numbers ... .

4. The result of subtracting two ot more numbers ... .
5. To find the sum ... .
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6. To find the difference ... .
7. The quantity number or from which another number (quantity) is subtracted ... .

oo

. The terms of the sum ... .
b) Pattern: A number that is divided is a dividend.

1. The process of cumulative addition ... .

2. The inverse operation of multiplication ... .

3. A number that must be multiplied ... .

4. A number by which we multiply ... .

5. A number by which we divide ... .

6. A part of the dividend left oover after division ... .

7. The number which is the result of the operation of multiplication ... .
2. Choose the correct term corresponding to the following definitions:
a) The inverse operation of multiplication.

addition fraction subtraction

quotient division integer

b) A whole number that is not divisible by 2.

integer prime number odd number
complex number even number negative number
¢) A number that divides another number.

dividend division divisor

division sign quotient remainder

d) The number that is multiplied by another.

multiplication remainder multiplicand

multiplier product dividend

3. Read and translate the following sentences. Write two special
questions to each of them. Then make the sentences negative.
1. Everybody can say that division is an operation inverse of addition.

2. One can say that division and multiplication are inverse operations.
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3. The number which must be multiplied is multiplicand.

4. We multiply the multiplicand by the multiplier.

5. We get the product as the result of multiplication.

6. If the divisor is contained a whole number of times in the dividend, we won't get
any remainder.

7. The remainder is a part of the dividend left over after the operation is over.

8. The addends are numbers added in addition.

V. Reading
1. Give the English equivalents of the following Russian words and
word combinations:
BbIYNTACMOC, BCIIMYMHA, YMCHbBIIACMOC, anre6pa1/1qec1<oe CJIOKCHHEC, OKBUBAJICHTHOC
BBIPpAXKCHUC, BbIYWTATb, PA3HOCTb, CJIOXKCHHC, CKJIaAbIBaTb, CJIaracMoc, CyMMa,
YUCIIMTCIIBHOC, YKUCJla CO 3HAKaMM, OTHOCHUTCIIBHBIC YMCJid, ACJICHUC, YMHOKCHHUC,
JeIUTh, OCTaTOK, YacTHOE, IPOMU3BEJACHHUE, BbIpaXKeHUE, oOOpaTHasl orepanus,
ACINTCIIb, JACJIMMOC, MHOXHUTCIIb, MHOXHWMOC, COMHOXHWUTCIIM, CYMMd, 3HAK
YMHOJKCHU:, 3HAK JICJICHU.
2. Read the text below and find:

What does mathematical language consist of?

How does mathematics use symbolism?
Why does the studying of maths is discouraging to weak minds?
Mathematics is the Language of Science

One of the foremost reasons given for the study of mathematics is, to use a
common phrase, that “mathematics is the language of science”. This is not meant to
imply that mathematics is useful only to those who specialize in science. No, it
implies that even alayman must know something about the foundations,

the scope and the basic role played by mathematics in our scientific age.

The language of mathematics consists mostly of signs and symbols, and, in a
sense, is an unspoken language. There can be no more universal or more simple
language, it is the same throughout the civilized world, though the people of each
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country translate it into their own particular spoken language. For instance,
the symbol 5 means the same name to a person in England, Spain, Italy or any other

country; but in each country it may be called by a different spoken word. Some of the
best known symbols of mathematics are the numerals 1, 2, 3,4, 5, 6, 7, 8, 9, 0 and the
signs of addition (+), subtraction (.),multiplication (x), division (:), equality (=) and

the letters of the alphabets: Greek, Latin, Gothic and Hebrew (rather rarely).

Symbolic language is one of the basic characteristics of modern mathematics
for it determines its true aspect. With the aid of symbolism mathematicians can make
transitions in reasoning almost mechanically by the eye and leave their mind free
to grasp the fundamental ideas of the subject matter. Just as music uses symbolism for
the representation and communication of sounds so mathematics
expresses quantitative relations and spatial forms symbolically. Unlike the common
language, which is the product of custom, as well as social and political movements,
the language of mathematics is carefully, purposefully and often ingeniously
designed. By virtue of its compactness, it permits a mathematician to work with ideas
which when expressed in terms of common language are unmanageable. This

compactness makes for efficiency of thought.

Mathematical language is precise and concise, so that it is often confusing to
people unaccustomed to its forms. The symbolism used in mathematical language
Is essential to distinguish meanings often confused in common speech. Mathematical

style aims at brevity and formal perfection.

Let us suppose we wish to express in general terms the Pythagorean theorem,
well-familiar to every student through his high-school studies. We may say: "\We have
a right triangle. If we construct two squares each having an arm of the triangle as
a side and if we construct a square having the hypotenuse of the triangle for its side,

then the area of the third square is equal to the sum of the areas of the first two".

But no mathematician expresses himself that way. He prefers: "The sum of

the squares on the sides of a right triangle equals the square on the hypotenuse”.
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In symbols this may be stated as follows: ¢*2 = a*2 + b"2. This economy of words
makes for conciseness of presentation, and mathematical writing is remarkable

because it encompasses much in few words. In the study of mathematics much time
must be devoted 1) to the expressing of verbally stated facts in mathematical
language, that is, in the signs and symbols of mathematics; 2) to the translating of

mathematical expressions into common language. We use signs and symbols
for convenience. In some cases the symbols are abbreviations of words, but often they
have no such relation to the thing they stand for. We cannot say why they stand for

what they do, they mean what they do by common agreement or by definition.

The student must always remember that the understanding of any subject in
mathematics presupposes clear and definite knowledge of what precedes. This is the
reason why "there is no royal road" to mathematics and why the study of mathematics
Is discouraging to weak minds, those who are not able and willing to master the

subject.

3. Translate the following sentences. Pay attention to comparative
constructions “rather”, “rather than”, “other than”.

1. Maths is the study of relations between certain ideal objects, such as numbers,
functions, and geometric figures. These objects are not regarded as real, but rather as
abstract models of physical situations.

2. Mathematicians want from math objects not their material or physical existence,
but rather the right to use them in proofs.

3. The math concept is a notion or method rather than content.

4. Maths is an active rather than a passive activity.

5. Maths not only aids in the design of musical instruments but sometimes maths
rather than the ear is the arbiter of perfect design.

6. In this century the skill of reading is divided into many types among which
intensive, extensive and silent are most commonly used. Extensive reading is aimed
at ideas rather than grammatical structure and is definitely distinguished from

translation.
29



7. For many physical phenomena no exact concepts exist other than math notions.
8. The concepts of number and space figure do not come from any source other than

the world of reality.

4. Read the reasoning of scientific language given by Albert Einstein. Give
your own reaction to the definition. Tell your ideas according to the studied
topic.

What distinguishes the language of science from language, as we ordinarily
understand the word? How is it that scientific language is international? The super
national character of scientific concepts and scientific language is due to the fact that
they are set up by the best brains of all countries and all times.

A. Einstein
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I. Pre-reading task

1. Read and remember the basic terms of this unit:

ABSTRUCT NUMBER OTBJIEYEHHOE YUCIIO
9058 A FOUR FIGURE NUMBER 4-X 3HaYHOE YHUCIIO
9 thousands TBICSTIU
6 hundreds COTHHU
5 tens TECSTKHA
8 units €IMHULIBI
5 KG. CONCRETE NUMBER MMEHOBaHHOE YHCJIIO
2 CARDINAL NUMBER KOJIMYECTBEHHOE YHUCIIO
2nd ORDINAL NUMBER [OPSIAKOBOE YUCIIO
+5 POSITIVE NUMBER MOJIOKHUTEIBHOE YHUCIIO
-5 NEGATIVE NUMBER OTPULATEIIBHOE YHUCIIO
a, b, c.... ALGEBRAIC SYMBOLS anredpanyeckrue  CUMBOJIBI
31/3 MIXED NUMBER CMEILIAHHOE YU CIIO

WHOLE NUMBER
(INTEGER)

[[E]I0€ YKCIIO

FRACTION

NpoOb
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2,4,6,8 EVEN NUMBERS YEeTHBIE YHUCIIa
1,3,5,7 ODD NUMBERS HEUYETHBIE YHCIIa
2,3,5 7 PRIME NUMBERS MPOCTHIE YKUCIa
3+2-1 COMPLEX NUMBER KOMIIJIEKCHOE YHCIIO
3 REAL PART IECTBUTEIHHOE YHCIIO
2-1 IMAGINARY PART IMHHUMasi 4acTh
2/3 PROPER FRACTION MpaBUIbHAS IPOODH
2 NUMERATOR YU CITUTED
3 DENOMINATOR 3HAMEHATEIIb
3/2 IMPRORER FRACTION HeTpaBUJIbHAS TPOOD
Il. Reading

1. Read and translate the following text using vocabulary from the exercise
you ve done in the pre-reading task:
Introduction to real-number system
Mathematical analysis studies concepts related in some way to real numbers, so
we begin our study of analysis with the real number system. Several methods are
used to introduce real numbers. One method starts with the positive integers 1, 2, 3
as undefined concepts and uses them to build a larger system, the positive
rational numbers (quotients of positive integers), their negatives, and zero. The

rational numbers, in turn, are then used to construct the irrational numbers, real

numbers like V2 and - which are not rational. The rational and irrational numbers

together constitute the real number system.
Although these matters are an important part of the foundations of mathematics,

they will not be described in detail here. As a matter of fact, in most phases of
analysis it is only the properties of real numbers that concerns us, rather than the
methods used to construct them.

For convenience, we use some elementary set notation and terminology. Let S
denote a set (a collection of objects). The notation xeS means that the object x is in
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the set, and we write X ¢ S to indicate that x is not in S.

A set S is said to be a subset of T, and we write ScT, if every object in S is
also in T. A set is called nonempty if it contains at least one object.
We assume there exists a nonempty set R of objects, called real numbers, which
satisfy ten axioms. The axioms fall in a natural way into three groups which we refer
as the field axioms, order axioms, completeness axioms (also called the upper-bound

axioms or the axioms of continuity).

2. Translate the definitions of the following mathematical terms:

1. mathematics - the group of sciences (including arithmetic, geometry, algebra,
calculus, etc.) dealing with quantities, magnitudes, and forms, and their relationships,
attributes, etc., by the use of numbers and symbols;

2. negative - designating a quantity less than zero or one to be subtracted;

3. positive - designating a quantity greater than zero or one to be added;

4, - designating a real number not expressible as an integer or as a quotient
of two integers;

5. - designating a number or a quantity expressible as a quotient of two
integers, one of which may be unity;

6. integer - any positive or negative number or zero: distinguished from fraction;

7. quotient - the result obtained when one number is divided by another number;

8. subset - a mathematical set containing some or all of the elements of a given set;

9. - a set of numbers or other algebraic elements for which arithmetic operations
(except for division by zero) are defined in a consistent manner to yield another
element of a set.

10. order - a) an established sequence of numbers, letters, events, units,

b) a whole number describing the degree or stage of complexity of an algebraic
expression;

c) the number of elements in a given group.

(From Webster's New World Dictionary).
3. Match the terms from the left column and the definitions from the right

column:
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negative designating a number or a quantity expressible as a
quotient of two integers, one of which may be unity

positive a set of numbers or other algebraic elements for
which arithmetic operations (except for division by
zero) are defined in a consistent manner to yield
another element of a set

rational designating a quantity greater than zero or one to be
added

irrational the number of elements in a given group

order designating a real number not expressible as an
integer or as a quotient of two integers

quotient a mathematical set containing some or all of the
elements of a given set

subset a quantity less than zero or one to be subtracted

field any positive or negative number or zero:
distinguished from fraction

order the result obtained when one number is divided by

another number

4. Read and decide which of the statements are true and which are false.

Change the sentences so they are true.

1. A real number x is called positive if x>0, and it is called negative if x < 0.

2. A real number x is called nonnegative if x=0.

3. The existence of a relation > satisfies the only axiom: If x < y, then for every

zwe havex+z < y+Z

4. The symbol > is used similarly as the symbol <.

5. Translate the following sentences into English.

1. B oToii cucreme HCIIOJB3YIOTCA HHOJIOKUTCIIbHBIC 1 OTPULIATCIIbHBIC YU CJIA.

2. TlonoxwuTelbHBIE W OTpHIATEIbHBIC uWciaa TpencraBicHbl (t0 represent)
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OTHOIIECHHUSIMH LENBIX MOJOKUTSIBLHBIX YHCEIL.
3. Pammonanpubie (rational) uwmcia, B CBOIO ouepenb, HCIOJIB3YIOTCS IS

co3aaHus uppannoHanbHbIX (irrational) uuncern.

4. B COBOKYIIHOCTH pallMOHAJbHBICE W UPPALMOHAIBHBIE YHCJIA COCTABIISIIOT
CUCTEMY JCHCTBUTEIIBHBIX YUCEN.

5. MareMaTu4ecKui aHajiu3 - ATO paszies MaTeMAaTHKH, N3y4YaroIui GyHKITUN
U TIpEJIETIbI.

6. MHOxecTBO X SBIISIETCS TOAMHOXECTBOM JPYroro MHOXECTBa Y B TOM
Cly4dae, €CJIM BCE DJIEMEHTbl MHOXeCTBa X OJHOBPEMEHHO SIBIISIFOTCS
3JIEMEHTaMU MHOXKECTBa V.

/. AKCHOMBI, yJIOBJICTBOPSIOININE MHOXKECTBY JIEUCTBUTEIILHBIX YUCEI, MOKHO

YCJIOBHO Pa3AC/INTh HA TPU KaTCTOPHH.

I1. Reading
1. Read the text and give definitions to rational and irrational numbers.
Rational and irrational numbers

Quotients of integers a/b (where b=0) are called rational numbers. For example,
1/2, -7/5, and 6 are rational numbers. The set of rational numbers, which we denote
by Q, contains Z as a subset. The students of mathematics should note that all the
field axioms and the order axioms are satisfied by Q.

We assume that every student of mathematical department of universities is
familiar with certain elementary properties of rational numbers. For example, if a and
b are rational numbers, their average (a+Db)/2 is also rational and lies between a and
b. Therefore between any two rational numbers there are infinitely many rational
numbers, which implies that if we are given a certain rational number we cannot

speak of the "next largest" rational number.

Real numbers that are not rational are called irrational. For example, e, &, e * are

irrational.
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Ordinarily it is not too easy to prove that some particular number is irrational.
There is no simple proof, for example, of irrationality of e”. However, the
irrationality of certain numbers such as V2 is not too difficult to establish and, in fact,

we can easily prove the following theorem:

If n is a positive integer which is not a perfect square, then Y is irrational.

Proof. Suppose first that n contains no square factor > 1. We assume that vn is
rational and obtain a contradiction. Let Vn = a/b, where a and b are integers having
no factor in common. Then nb? = a? and, since the left side of this equation is a
multiple of n, so too is a. However, if a® is a multiple of n, a itself must be a multiple
of n, since n has no square factors > 1. (This is easily seen by examining factorization
of a into its prime factors). This means that a = cn, where c is some integer. Then the
equation nb® = a® becomes nb® = ¢°n?, or b®> = nc?. The same argument shows that b
must be also a multiple of n. Thus a and b are both multiples of n, which contradicts
the fact that they have no factors in common. This completes the proof if n has no
square factor > 1.

If n has a square factor, we can write n = m?k, where k > 1 and k has no square factor >
1. Then Yn = mvk; and if \\n were rational, the number vk would also be rational,
contradicting that was just proved.

2. Match the terms from the left column and the definitions from the right

column:

perfect square | any of two or more quantities which form a product when

multiplied together

factor the numerical result obtained by dividing the sum of two or

more quantities by the number of quantities

multiple the process of finding the factors

a number which is a product of some specified number and
average
another number

factorization a quantity which is the exact square of another quantity
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2. Translate into Russian.

An irrational number is a number that can't be written as an integer or as
quotient of two integers. Thee irrational numbers are infinite, non-repeating decimals.

There're two types of irrational numbers. Algebraic irrational numbers are irrational
numbers that are roots of polynomial equations with rational coefficients.

Transcendental numbers are irrational numbers that are not roots of polynomial

equations with rational coefficients;  and e are transcendental numbers.

3. Give the English equivalents of the following Russian words and word
combinations:

OTHOIIICHMA LECJIbIX, MHOXHTCIIb, a0COTIOTHBIN KBaJpar, akCHoOMa IopsaaKa,
Pa3JIOKCHUC HA MHOKHUTCIIM, YPABHCHUC, YACTHOC, pallMOHAJIBHOC Y1 CJIO,
QJICMCHTAPHEIC CBOﬁCTBa, OIIpCACICHHOC PAIMOHATIbHOC YUCJIO, KBaI[paTHLIffl,
NPOTHBOpPEYHE, JT0KA3aTeIbCTBO, CPEIHEE (3HAUCHHE).

4. Translate the following sentences into English and answer the questions in
pairs.

1. Kakue uncia Ha3pIBAIOTCA paHI/IOHaJILHBIMI/I?

2. Kakue akcnomel HCITIOJB3YIOTCA IJIAI MHOXKCECTBA pallOHAJIbHBIX qucen?

3. CKOJIBKO palMOHAJIIBHBIX YHCEJI MOXKET HAXOAUTHCS MEXKAY ABYMS

JTIFOOBIMUA pannOHaJIbHBIMHU quciaaMu?

4, I[eﬁCTBHTeHBHBIe quciia, HC ABJLIIOINHUCCA pallMOHAJIIBHBIMH, OTHOCATCA K
KaTErOpUU UPPALMOHAIIBHBIX YHCEII, HE TaK JIN?

5. Translate the text from Russian into English.

O6I>I‘{H0 HEJICTKO AJ0Ka3aThb, qTo OIIPpCACICHHOC qUCIIO ABJIACTCS
MppaluoOHAIBHBIM. He cymectByeT, Hampumep, OpOCTOrO JO0Ka3aTelbCTBA Hppa-
IIMOHAJIBHOCTH 4YHCJIIa e” . OI[HaKO, HCTPYAHO YCTAHOBHUTDH UPPALTUOHAIIBHOCTD
OIIPEACIICHHBIX YHUCEN, TAKUX KaK \2 , ¥, paKTUYECKU, MOXKHO JIETKO JJ0Ka3aTh
CIICAYIOIYIO TEOPEMY: €CIIU 71 SABIACTCS MOJIOKUTEIbHBIM IEJIBIM YHCIIOM, KOTOPOE

HE OTHOCHUTCS K a0COIIOTHBIM KBajgparam, TO \/n ABJEICTCA UPPAIUOHAJIbHBIM.
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Unit 4 Advanced operations

O] — 10 T

:
alogbczclog}a Yeti 0=

0s-0osf=-18
205 QCOS@ {

) sina—sinﬁ"‘

I. Pre-reading task

1. Read and remember the basic terminology:

raising to a power BO3BC/ICHHE B CTCIICHD
the base OCHOBaHHE
the exponent (index) MOKa3aTelb CTETICHH
value of the power 3HAYEHHE CTEIICHU
evolution (extracting U3BJICYCHUE KOPHS

a root)

the index (degree) of

IIO0Ka3aTcJIb KOpH}I
the root

the radicand
HOI[KOpeHHOG BBIpa)KeHPIe

value of the root
3HAUYCHUC I(OpHH

radical sign
3HAK KOpHA

equations
YpPaBHEHHUA

simple equation .
JIMHCHUHOC YPABHCHHC

the coefficients
K0AhDUITMEHTHI

the unknown quantity
HEHU3BCCTHAA BECIIMYNHA

identical equation
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conditional equation TOXXJIECTBEHHOE ypaBHEHHE
YCIIOBHOE YpaBHECHHUE

solution pelieHue

logarithmic calculations norapudMHUIECcKHe

BBIYHCJIICHUA

logarithm sign
3HAaK Jiorapudma

the characteristic

XapaKTepUCTUKA

the mantissa
MaAHTHUCCa

2. Read and translate the sentences into Russian paying attention on the
construction of the modal compound predicate.

1. Algebraic formulas for finding the volumes of cylinders and spheres may have
been used in Ancient Egypt to compute the amount of grain contained in them.

2. Babylonians must have been the first to solve the cubic equations by substitution.

3. The discovery of the theorem of Pythagoras can hardly have been made by
Pythagoras himself; but it was certainly made in his school.
4. The Pythagoreans may have been the first to give a rigorous proof to the famous

theorem.
5. Regardless of what mystical reasons may have motivated the early Pythagorean

investigators, they discovered many curious and fascinating number properties.

6. Before Archimedes there might have been no systematic way of expressing large
numbers.

7. Viete’s inability to accept negative numbers (not to mention imaginary numbers)
must have prevented him from attaining the generality he sought and partly
comprehended in giving, for example, relations between the roots and the coefficients
of a polynomial equation.

8. Descartes’ geometric representation of negative numbers could have been helping
mathematician to make negative numbers more acceptable.

9. Newton’s earliest manifestations of the higher math talent may well have passed
unnoticed.
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10. Imaginary numbers must have been looking like higher magic to many

eighteenth-century mathematicians.

Il. Reading
1. Read the text and find:
a) two kinds of equations

b) what is called the solution
¢) when two equations are equivalent

d) what is called transposition

Equations

An equation is a symbolic statement that two expressions are equal. Thus
X + 3 = 8 is an equation, stating that x + 3 equals 8.

There are two kinds of equations: conditional equations, which are
generally called equations and identical equations which are generally called
identities.

An identity is an equality whose two members (sides) are equal for all
values of the unknown quantity (or quantities) contained in it.

An equation in one unknown is an equality which is true for only one
value of the unknown.

To solve an equation in one unknown means to find values of the unknown
that make the left member equal to the right member.

Any such value which satisfies the equation is called the solution or the
root of the equation.

Two equations are equivalent if they have the same roots. Thus, X -2 =0
and 3x - 6 = 0 are equivalent equations, since they both have the single root x
= 2.

In order to solve an equation it is permissible to:

a) add the same number to both members;

b) subtract the same number from both members;

¢) multiply both members by the same number;
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d) divide both members by the same number with the single exception
of the number zero.

These operations are permissible because they lead to equivalent
equations.

Operations a) and b) are often replaced by an equivalent operation called
transposition. It consists in changing a term from one member of the equation
to the other member and changing its signs.

An equation of the form ax + b = 0 where a = 0 is an equation of the first
degree in the unknown x. Equations of the first degree are solved by the
permissible operations listed in this text. The solution is incomplete until the
value of the unknown so found is substituted in the original equation and it is
shown to satisfy this equation.

Example: Solve: x+3x=6

Solution: Divide both  members by 3 <+ x = 2
Check: Substitute 2 for x in the original equation: 3(2) =6, 6 = 6.
W8 =2 Is read the cube root of eight is two

2:50=4:x |isread two is to fifty as four is to x

Log 103 IS read logarithm of three to the base of

ten

2. Read and decide which of the statements are true and false. Change the
sentences so they are true.

1. An equation is a symbolic statement that two expressions are equal.

2. There is only one kind of equations. It is called an identical equation.

3. An equation in one unknown is an equality, which is true for various values of the
unknown.

4. Two or more equations are equivalent if they have the same roots.
5. To solve an equation in one unknown means to find values of the unknown such

that make the left member equal to the right member.
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6. An equation of the form ax+b=0, where a#0 is an equation of the first degree in
the unknown x.

7. In order to solve an equation it is permissible to add the same number to both
members, to subtract the same number from both members, to multiply both
members by the same and divide both members be the same number with single

exception of the number one.

3. Find equivalents of the following words and word combinations:

equation ypaBHEHHE TIEPBOW CTETICHH
statement MOJICTAaHOBKA

conditional equation ypaBHEHHUE C OTHUM HEH3BECTHBIM
identical equation HEU3BECTHAs BEIMUMHA
identity ypaBHEHHUE

unknown quantity YCIIOBHOE ypaBHEHUE

solution dopmynrpoBKa (BbICKa3bIBAHKE)

simple equation pernieHue

permissible operation
transposition

equation in one unknown
equation of the first degree
substitution

equivalent equations

DKBUBAJICHTHAs OIIEpaLUs
TOKJIECTBO

pelieHue

JMHEWHOE YpPABHEHUE
KOpEHb

TOXKJICCTBEHHOE YpaBHEHUE

4. Translate the following sentences into English.
1. MaremaTrka Kak Hayka COCTOMT M3 TaKMX OOJacTel, Kak apudmeTuka, anreodpa,
TeOMETPHSI, MAaTEMaTUUECKUI aHAJIN3 U T.1.

2. Marematnyeckoe BoIpaxkeHne x+3=8 — 3T0 ypaBHEHHE, TTOKa3bIBAIOIIEE, YTO X+3

n 8 paBHbl. Takum 00pa3oM, CUMTAETCS, YTO YpPaBHEHUE — 3TO CHUMBOJIHMYECKOE
BBICKa3bIBAHME, IIOKA3bIBAIOIIEE PpABEHCTBO [JBYX WM OoJjee MareMaTHueCKHUX

BBIPAKECHUM.
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3. YpaBHenue tuna x+3=8 coaep>XKUT OJHO HEM3BECTHOE.

4, I[J'I}I TOTO, YTOOBI pPEUINTh YpaBHCHHUC, HCO6XOI[I/IMO BBITIOJIHUTE OIIPCACIICHHBIC
MAaTCMAaTUYCCKUC OIICpallii, TAKHUC KaK CJIO0XKCHHUC W BBIYHTAHHNC, YMHOXCHHUC U
ACIICHUC.

5. Pemmuts YpaBHCHHUC O3HA4YaACT HaTH 3HAYCHUA HCU3BCCTHBIX, KOTOPLIC
YAOBJICTBOPAIOT YPAaBHCHHUIO.

6. YpaBHEHUE — 3TO BBIpRXKEHUE PABEHCTBA MEXKIY ABYMsI BETMUMHAMHU.

7. Bce ypaBHenus 2-#, 3-i 1 4-i CTENEHU pEIIAlOTCs B pajuKaiax.

8. JIuneitHOe ypaBHEHHE MOXKET OBITh 3amurcaHo B opme 3x+2=12.

I11. Pre-reading task

1. Read and translate the sentences.

1. The origin of the title “Algebra” is rather exotic. We owe the word “algebra” to the
Arab mathematician al-Khowarismi.

2. Although originally algebra referred only to equations and their solution, the word
today has acquired a new connotation.

3. Algebra in its development passed successively through three stages: the rhetorical,
the symbolic.

4. Rhetorical algebra is characterized by the complete absence of any symbols and
the words were used in their symbolic sense.

5. In syncopated algebra certain words of common and frequent use were gradually
abbreviated. Eventually these abbreviations have become symbols. Modern algebra is
symbolic.

6. One of the most interesting problems of algebra is that of the algebraic solution of
equations.

7. Elementary algebra (from 1700 B.C. until 1700 A.D.) dealt exclusively with the
general properties of numbers and the solution of algebraic equations.

8. Nearly all mathematicians of distinguished rank have treated this subject. They
arrived at the general expression of the roots of equations of the first four degrees.
However, ingenious devices rather than advances in insight and theory achieved these

solutions.
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9. Early in the 19" century a new view of maths began to emerge. Maths came not to

restrict itself to numbers and shapes.
10. Algebra nowadays deals effectively with anything. The mainstream in the

development of algebra followed a parallel and concurrent stream in the development

of the complex number system.

2. Match the words to the definitions.

fraction geometry  complex number mathematical expressions
algebra  positive number conditional equation mantissa  equation
variables identical equation characteristic ~ square root  cube root

1. An equation is a statement that two ........ are equal.

2. A conditional equation is true only for certain values of the .......

3. Awhole part of a logarithm is called ......

4. ....... Is a number that when multiplied by itself gives a given number.

5 ... Is a statement that two mathematical expressions are equal.

6. A statement that two mathematical expressions are equal for all values of their
variables is called.......

7. The branch of mathematics that deals with the general properties of numbers we

S Is a number of type a+ib.
V. Reading
1. Read the text and give more details and your own comments concerning all
algebraists mentioned in the text.
Solution of polynomial equations of third and higher degree

The first records of man’s interest in cubic equations date from the time of the
old Babylonian civilization, about 1800-1600B. C. Among the mathematical
materials that survive, arc tables of cubes and cube roots, as well as tables of values
of n?+ n*. Such tables could have been used to solve cubics of special types. For

example, to solve the equation 2x3+ 3x?= 540, the Babylonians might have first
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multiplied by 4 and made the substitution y = 2x, giving y >+ 3y? = 2,160. Letting Yy
= 3z,this becomes z%+ z? = 80. From the tables, one solution is z = 4, and hence 6 is

a root of the original equation.
In the Greek period concern with volumes of geometrical solids led easily to

problems that in modern form involve cubic equations. The well-known problem of
duplicating the cube is essentially one of solving the equation x * = 2. This problem,
impossible of solution by ruler and compasses alone, was solved in an ingenious
manner by Archytas of Tarentum (c. 400 B.C), using the intersections of a cone, a
cylinder, and a degenerate torus (obtained by revolving a circle about its tangent).

The well-known Persian poet and mathematician Omar Khayyam (A. D. 1100)
advanced the study of the cubic by essentially Greek methods. He found solutions
through the use of conics. It is typical of the state of algebra in his day that he
distinguished thirteen special types of cubics that have positive roots. For example,
he solved equations of the type x*+ b?x = b?c (where b and c are positive numbers)

by finding intersections of the parabola x* = by and the circle y? = x(c—x), where the
circle is tangent to the axis of the parabola at its vertex. The positive root of Omar

Khayyam’s equation is represented by the distance from the axis of the parabola to a
point of intersection of the curves.

The next major advance was the algebraic solution of the cubic. This
discovery, a product of the Italian Renaissance, is surrounded by an atmosphere of
mystery; the story is still not entirely clear. The method appeared in print in 1545 in
the“Ars magna” of Girolamo Cardano of Milan, a physician, astrologer,
mathematician, prolific writer, and suspected heretic, altogether one of the most
colourful figures of his time. The method gained currency as “Cardan’s formula”;
(Cardan is the English form of his name). According to Cardano himself, however,
the credit is due to Scipione del Ferro, a professor of mathematics at the University of
Bologna, who in 1515 discovered how to solve cubics of the type x *+bx = ¢. As was
customary among mathematicians of that time, he kept his methods secret in order to

use them for personal advantage in mathematical duels and tournaments. When he
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died in 1526, the only persons familiar with his work were a son-in-law and one of

his students, Antonio Maria Fior of Venice.
In 1535 Fior challenged the prominent mathematician Niccolo Tar- taglia of

Brescia (then teaching in Venice) to a contest because Fior did not believe Tartaglia’s
claim of having found a solution for cubics of the type x *+bx? = c. A few days before

the contest Tartaglia managed to discover also how to solve cubics of the type x *+ax
= ¢, a discovery (so he relates) that came to him in a flash during the night of

February 12/13, 1535. Needless to say, since Tartaglia could solve two types of
cubics whereas Fior could solve only one type, Tartaglia won the contest. Cardano,
hearing of Tartaglia’s victory, was eager to learn his method. Tartaglia kept putting
him off, however, and it was not until four years later that a meeting was arranged
between them. At this meeting Tartaglia divulged his methods, swearing Cardano to
secrecy and particularly forbidding him to publish it. This oath must have been
galling to Cardano. On a visit to Bologna several years later he met Ferro’s son-in-
law and learned of Ferro’s prior solution. Feeling, perhaps, that this knowledge
released him from his oath to Tartaglia, Cardanopublished a version of the method in
Ars Magna. This action evoked bitter attack from Tartaglia, who claimed that he had
been betrayed.

Although couched in geometrical language the method itself is algebraic and

the style syncopated. Cardano gives as an example the equation x ® + 6x = 20 and
seeks two unknown quantities, p and g, whose difference is the constant term 20 and

whose product is the cube of 1/3 the coefficient of x, 8. A solution is then furnished

by the difference of the cube roots of p and g. For this example the solution is

3 3
v108 + 10 — JleS— 10

The procedure easily applies to the general cubic after being transformed to remove
the term in x% This discovery left unanswered such questions as these: What should

be done with negative and imaginary roots, and (a related question) do three roots
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always exist? What should be done (in the so-called irreducible case) when

Cardano’s method produced apparently imaginary expression like

2
Jﬁl +30V=3+ /81 — 30v/—3

for the real root, —6, of the cubic x*—63*—162 = 0? These questions were
not fully settled until 1732, when Leonard Euler found a solution.

The general quartic equation yielded to methods of similar character; and
its solution, also, appeared in Ars Magna. Cardano’s pupil Ludovico Ferrari was

responsible for this result. Ferrari, while still in his teens (1540), solved a challenging
problem that his teacher could not solve. His solution can be described as follows:
First reduce the general quartic to one in which the x * term is missing, then rearrange
the terms and add a suitable quantity (with undetermined coefficient) to both sides so
that the left-hand member is a perfect square. The undetermined coefficients are

then determined so that the right-hand member is also a square, by requiring that its
determinant be zero. This condition leads to a cubic, which can now be solved — the
quartic can then be easily handled.

Later efforts to solve the quantic and other equations were foredoomed to
failure, but not until the nineteenth century was this finally recognized. Carl Fridrich
Gauss proved in 1799 that every algebraic equation of degree n over the real field has
a root (and hence n roots) in the complex field. The problem was to express
these roots in terms of the coefficients by radicals. Paolo Ruffini, an Italian teacher of
mathematics and medicine at Modena, gave (in 1813) an essentially satisfactory
proof of the impossibility of doing this for equations of degree higher than four, but
this proof was not well-known at the time and produced practically no effect.

2. Read and decide which of the statements are true and which are false.
Change the sentences so they are true.
1. For a positive number n, the logarithm of n is the power to which some number b

must be raised to give n.
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2. Common logarithms are logarithms to the base e (2.718...).
3. Common logarithms for computation are used in the form of an integer plus a

positive decimal fraction.
4. Logarithms don’t obey any laws.

5. An equation has as many roots as its degree.
6. The tree roots of the cubic equation yield to the same treatment as the two roots of

the quadratic.

7. No general algebraic solution is possible for the polynomial equation of degree
greater than four.

8. Arabic algebra used the rules of false position and of double false position.

3. Suppose that the information in the statement is insufficient. Repeat the

statement and add your own reasoning, thus developing the idea further. Use

the following phrases:

1. The standardization of algebraic notation was being made during the two

9the 16™ and 17™) centuries.

2. Who invented a particular symbol is a question requiring detailed research. Often it
cannot be determined with certainty.

3. Algebraists of the 17" century made many improvements over Viéte’s algebraic

notation.
4. The theory of symmetric functions of the roots of an equation, first perceived by

Viete, was established by Newton.
5. Newton gave a method for finding approximations to the roots of numerical

equations.

6. A functional relationship between two variables need not be always expressible as
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an algebraic equation.

7. One way of classifying is by the number of unknowns which are involved.
8. Equations of the form ax+b=0 are referred to as linear equations in one unknown.

9. Every linear equations can be solved.
10. There are several systematic ways in which systems of simultaneous linear

equations can be solved.

V. Reading
1. Read the text. Sum it up expressing the main ideas of the text and share with
them in the class.
The theory of equations

History shows the necessity for the invention of new numbers in the orderly
progress of civilization and in the evolution of mathematics. We must review briefly
the growth of the number system in the light of the theory of equations and see why
the complex number system need not be enlarged further. Suppose we decide that we
want all polynomial equations to have roots. Now let us imagine that we have no
numbers in our possession except the natural numbers. Then a simple linear
equation like 2x = 3 has noroot. In orderto remedy this condition, we
invent fractions. But a .simple linear equation, like X + 5 = 2 has no root even among
the fractions. Hence we invent negative numbers. A simple quadratic equation like
x*=2 has no root among all the (positive and negative) rational numbers, therefore we
invent the irrational numbers which together with the rational numbers complete the
system of real numbers.

However, a simple quadratic equation like x?= —1 has no root among all the

real numbers, hence, we invent the pure imaginary numbers. But a simple
quadratic equation like x 2+ 2x+4 = 0 has no roots among either the real or pure

imaginary numbers; therefore we invent the complex numbers. The story of (-1) *?the
imaginary unit, and of x + vy;, the complex number, originated in the logical
development of algebraic theory. The word “imaginary” reflects the elusive nature of

the concept for distinguished mathematicians who lived centuries ago. Early

consideration of the square root of a negative number brought unvarying rejection. It
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seemd obvious that a negative number is not a square, and hence it was concluded

that such square roots had no meaning. This attitude prevailed for a long time.
G. Cardano (1545) is credited with some progress in introducing complex

numbers in his solution of the cubic equation, even though he regarded them as
“fictitious”. He is credited also with the first use of the square root of a negative
number in solving the now-famous problem, “Divide 10 into two parts such that
the product ... is 40”, which Cardano first says is “manifestly impossible”; but then he
goes on to say, in a properly adventurous spirit, “Nevertheless, we will operate”.

Thus he found 5+V15 and 5—~—15 and showed that they did indeed have
the sum of 10 and a product of 40. Cardano concludes by saying that these quantities
are “truly sophisticated” and that to continue working with them is “as subtle as it is
useless”. Cardano did not use the symbol Y—15, his designation was “Rx-m” that
Is, “radix minus”, for the square root of a negative number. R. Descartes (1637)
contributed the terms “real” and “imaginary”. L. Euler (1748) used “i” for v—1 and
C. F. Gauss (1832) introduced the term “complex number”. He made significant
contributions to the understanding of complex numbers through graphical
representation and defined complex numbers as ordered pairs of real numbers for
which (a, b) « (c, d) = (ac—bd, ad+bc), and so forth.

Now, we may well expect that there may be some equation of degree 3 or
higher which has no roots, even in the entire system of complex numbers. That this is
not the case was known to C. F. Gauss, who proved in 1799 the following theorem,
the truth of which had long been expected: Every algebraic equation of degree n
with coefficients in the complex number system has a root (and hence n roots) among
the complex numbers. Later Gauss published three more proofs of the theorem. It was
he who called it "Fundamental Theorem of Algebra". Much of the work on complex
number theory is Gauss's. He was one of the first to represent complex number as
points in a plain. Actually, Gauss gave four proofs for the theorem, the last when he
was seventy; in the first three proofs he assumes the coefficients of the
polynomial equation are real, but in the fourth proof the purpose of solving

polynomial equations we do not need to extend the number system any further.
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2. Give the English equivalents of the following Russian words and word
combinations:

TOXICCTBO, IICPECTAHOBKA, KOPCHb, PCHICHHUC, HCU3BCCTHAA BCIWYHMHA, OCHOBA4,
YCJIIOBHOC YpaBHCHHC, CTCIICHD, [IOKa3aTcJIb CTCIICHHU, BBICKA3bIBAHUC
(bopmynmpoBKa), SKBUBAJICHTHAS OTICPAITHs, TOXKISCTBEHHOE YPaBHCHHE,

YpaBHCHHC C OOTHUM HCU3BCCTHBIM, YPABHCHHC HCpBOfI CTCIICHH, I1OACTAaHOBKA,

ITOAKOPCHHOC BBIPAKCHUC, JIMHENHOE YpaBHCHUC.

3. Translate the following sentences into English:

1. MaremaTuka Kak Hayka COCTOMT M3 TaKMX oOjacTeil, kak apudMeTnka, aiareopa,
reomMeTpu, MaTeMaTUYEeCKUM aHaJIu3 U T.O.
2. MaremaTH4ueckoe BBIPAKCHUC X +3=8-910 YPAaBHCHHC, IIOKA3BIBAIOIICC YTO
x + 3 u 8 paBubl. TakuM 00pa3oM, CUMTAETCA, YTO YPAaBHEHHUE - 3TO CUMBOJINYECKOE
BBICKA3bIBAHUC, IIOKA3BIBAIOIICC pPABCHCTBO [ABYX HIIH 0ojlee MaTeMaTHYECKHUX
BBIPAKEHUM.
3. YpaBuenue tuna x + 3 = 8 coIepKUT OTHO HEM3BECTHOE.
4, I[JBI TOr0 4YTOOBI PCIINTL YPABHCHHC, HGO6XO,ZII/IMO BBIIIOJIHUTDL OIIPCACIICHHLBIC
MAaTCMaTU4CCKUC OIICpalr, TAKHC KaK CJIOKCHHUC W BbIYUTAHUC, YMHOXCHHC U
JACIICHUC.
5. Pemmite YpPaBHCHHC O3HayaeT HaAWTH 3HAYEHUSA HCU3BCCTHHIX, KOTOPKIC
YIOBJIECTBOPSIIOT YPaBHECHHUIO.
6. YpaBHeHUE - 3TO BBIpAXKEHHUE PABEHCTBA MEXTY IBYMsI BETMIMHAMHU.
7. Bce ypaBHeHUs 2-i1, 3-i U 4-i1 CTENEHN pENIaloTCs B pauKamax.
8. JIunelinoe ypaBHEHUE MOXKET OBITh 3amKMcaHo B popme 3x + 2 = 12.
4. Summarize the major point of the text.

Girolamo Cardano was a famous Italian mathematician, physician and
astronomer who lived in the 16 century. He was born in 1501 and died in 1576 at the
age of 75. He was noted for the first publication of the solution to the general cubic
equation in his book on algebra called "Ars magna" ("The Great Art™). The book also

contained the solution of the general biquadrate equation found by Cardano's former
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assistant Ferrari.
Cardano was also known for his speculations on philosophical and theological

matters, and, in mathematics, for his early work in the theory of probability,

published posthumously in "A Book on Games of Chance".

4. Read and translate the text.

An equation is a statement that two mathematical expressions are equal. A

conditional equation is true only for certain values of the variables. Thus,

3x + y =7 is true only for certain values of x and y. Such equations are distinguished

from identities, which are true for all values of the variables. Thus,

(x +y) = x2 + 2xy + y? which is true for aall values of x and y, is an identity.

Sometimes the symbol

equation.

IS used to distinguish an identity from a conditional

5. Translate the text into English using the following vocabulary:

BBIpAKATLCA

be expressed

muddepeHman

differential

HCKOMas BCIIMYHMHA

an unknown quantity

HC3aBHUCHUMas IICPCMCHHAA

an independent variable

oOparaembIi making into

IepeMeHHas a variable

MTOPSIJIOK an order

MIPHIIOKCHUE an application
IIPOM3BO/THAS a variable

CBOMCTBO a property, a characteristics
COOTHOIIICHHE a correlation

TOXKIECTBO an identity

YPaBHCHHUEC B YaCTHBIX ITPOU3BOAHBIX

an equation in quotient variables

byHKIISA a function
B anrebpe s HaxXOoXKAEHHST HEU3BECTHBIX  BEIUYHMH  IOJIB3YIOTCA
ypaBHeHUsAMU. Ha oOCHOBaHMM yCIIOBUM 3aJayd COCTaBIISIIOT  COOTHOIIEHUE,
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CBA3BIBAIOIICC HCHU3BCCTHYIO BCIMYHHY C AdaHHBIMH, COCTABJIAIOT YPABHCHHUC W,

3aTeM, pelasi ero, HaxoAT HCKOMYI0 BeJIMYUHY. AHAJIOTUYHO 3TOMY B aHAJIU3E /IS
HaXO>KICHUSI HEM3BECTHOM (PYHKIMH IO JAHHBIM €€ CBOHCTBAM COCTaBIISIOT
yYpaBHEHHUE, CBS3bIBAIOIIEE HEU3BECTHYIO (DYHKIMIO M BEJIWYHHBI, 33Jal0IIUE ee
CBOMCTBa, W, MOCKOJIbKY 3TH IOCICIHHE BBIPAMKAKOTCH Yepe3 MPOM3BOIHBIE (VI
audpdepeHHATBI) TOTO WIM HWHOTO MOPSIAKA, MPUXOAAT K COOTHOIICHHIO,
CBSI3BIBAIOLIEMY HEM3BECTHYIO (DYHKIIMIO M €€ MPOW3BOJHBIC Wi AuddepeHIraibl.
OT0 ypaBHeHHe Ha3biBaeTcs AuddepeHnnansubiM ypaBHeHreM. Pemnas ero, Haxoast
uckomyro (Qynkuuio. M3 Bcex otraenoB ananmmza aud@epeHImanbHble ypaBHEHHUS
ABIISIIOTCS OJTHUM U3 CaMbIX BaKHBIX TI0 CBOMM NMPHJIOKEHHMSIM; U 3TO HE
YIMBUTEIBHO: pemnast AuddepeHiuanbible ypaBHEHUS, T.€., HAXOAS HEU3BECTHYIO
(GYHKIMIO, Mbl YCTaHaBIMBAEM 3aKOH, MO KOTOPOMY MPOUCXOAUT TO WA HHOE
SIBJICHUE.

He cymectByer  kakux-mOo  oOmMX  TpaBuUil  JUIsl  COCTAaBJICHUSA
auQdepeHnanbHbIX YPaBHEHUH 110 YCIOBUAM KOHKPETHOM 3aa4uu. Y CJIOBUS 3aa4u
JOJDKHBI OBITH TaKOBBI, YTOOBI MO3BOJISUIA COCTABUTH COOTHOIIIEHHUE, CBS3BIBAIOIIEE
He3aBHCHMOe NepeMeHHoe, (DYHKITUIO M €€ TIPOU3BOIHYIO (MJIH ITPOU3BOIHBIC).

[lopsinkom aud@epeHaIbHOTO ypaBHEHUS Ha3bIBACTCSl HAMBBICIIMNA U3
MOPSAIKOB BXOSIIMX B HErO MPOU3BOAHBIX. Eciii B ypaBHEHHE BXOAT HEM3BECTHAs
(GYHKIMST HECKOJIbKUX TEPEMEHHBIX U €€ MPOHM3BOJHbIC (YACTHBIE NMPOU3BOIHBIE),
TO ypaBHEHHE HA3bIBACTCS YPABHEHUEM B YACTHBIX MPOU3BOIHBIX.

OOBIKHOBCHHBIM TU(depeHInaJIbLHbIM YPABHEHHEM |-T0 mopsiika Ha3bIBaCTCS
COOMHOUWIEHUE, CBAA3bIBAIOUee He3ABUCUMOE NEPEMEHHOE, HEUZBECTNHYIO
QYHKYUIO 23mMo2o0 nepemMeHHo20 U ee npouzsoonyio l-co nopsoxa. Pemennem
¢ hepeHInanbHOTO YpaBHEHHS MBI Oy/IeM Ha3bIBaTh BCAKYIO TH((epeHIupyeMyio
(pyHKIUI0, YIOBIECTBOPSIONIYIO 3TOMY YPaBHEHHUIO, T.€.
odpamaemMyio ero B ToxaecTBO (10 KpaifHeld Mepe, B HEKOTOPOM HPOMEKYTKe

U3MEHCHHS X).

6. Match the words and the definitions:
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fraction, geometry, complex number, algebra, positive number, conditional equation,

mantissa, identical equation, characteristic, square root, cube root, equation

1.

2
3.
4

7

a whole part of a logarithm;
a number that when multiplied by itself gives a given number;

a statement that two mathematical expressions are equal; ,

a statement that two mathematical expressions are equal for all values of their
variables;

the branch of mathematics that deals with the general properties of

numbers;

a number of the type a + ib;

. Read and decide which of the statements are true and which are false.

Change the sentences so they are true.

1.

4.

For a positive number n, the logarithm of n (written log n) is the power to which

some number b must be raised to give n.

Common logarithms are logarithms to the base ¢ (2.718 ...).
Common logarithms for computation are used in the form of an  integer (the

characteristic) plus a positive decimal fraction (the mantissa).

Logarithms don't obey any laws.

8. Match the terms from the left column and the definitions from the right

column:
logarithm to put (facts, statistics; etc.) in a table of columns
base the decimal part of a logarithm to the base 10 as dis-
tinguished from the integral part called the charac-
teristic
antilogarithm a logarithm to the base e
characteristic any number raised to a power by an exponent
mantissa the exponent expressing the power to which a fixed
number (the base) must be raised in order to produce a
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given number (an antilogarithsm)
natural logarithm the resulting number when a base is raised to power

by a logarithm

to tabulate a) the act of computing, calculation, b) a method of
computing.
computation the whole number, or integral part, of a logarithm as

distinguished from the mantissa

9. Translate the text into English.
HatypaabHbie gorapugmbl

Yucio e uMmeeT oueHb BakHOe 3HaueHue (to be of great importance) B Boicmicit
MaTeMaTHKE, €r0 MOXXHO CpaBHUTh CO 3HadueHHeM P B reomerpuu. Ymcio e
NPUMEHSCTCS KaK OCHOBaHWE HATypPalbHBIX, WM HENEPOBBIX Jiorapu()MoB,
UMEIONMX MHUpoKoe nmpumeHeHue (application) B MatemarmyeckoM aHaymze. Tak, ¢
UX TIOMOIIIBIO MHOTHE (DOPMYIIBI MOTYT OBITH MPEACTABICHBI B 00JI€€ POCTOM BHJIE,
YeM MpU I0Jb30BAHUH JECATHUHBIMH Jorapudmamu. HatypampHbiii orapudm

uMeeT cuMBoJ In.
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I. Pre-reading task
1. Read and remember the basic terminology:
POINT TOARA

55



LINE

JIMHHA

ANGLE

yroJu

POINT OF INTERSECTION

TOYKaA IICPCCCUCHUA

ANGULAR POINT

YIJI0Basg TOYKA, BEPIIMHA

STRAIGHT LINE

upsiMast (JIMHYS)

RAY y4

PENCIL OF RAYS MY4OK JTy4uen

CURVED LINE KpUBas JIMHUS

RIGHT ANGLE IPSIMOM YT OJI

REFLEX ANGLE yrou B nipeaenax 180° u 360°
ACUTE ANGLE OCTpPBIN yroJ

OBTUSE ANGLE TYNO# yroiu
CORRESPONDING ANGLE COOTBETCTBEHHBIHN yTroJI
ADJACENT ANGLE MPHJICKAIIUMN YT OJI
SUPPLEMENTARY ANGLE JOTIOJIHUTEIBbHBIH yroi [0 180°]
COMPLEMENTARY ANGLE JOTIOJTHUTEIIbHBIH yro [0 90°]

INTERIOR ANGLE

BHYTPEHHUU YTOJI

EXTERIOR ANGLE

BHCIIHUM yroJ

PLANE TRIANGLE

IJIOCKUW TPEYTOJIbHUK

EQUILATERAL TRIANGLE

PaBHOCTOPOHHUH TPEYTOJIbHUK

ISOSCELES TRIANGLE

paBHOOEIPEHHBIN TPEYTOJLHUK

ACUTE-ANGLED TRIANGLE

OCTPOYT'OJIbHBIN TPEYTOJIbHUK

OBTUSE-ANGLED TRIANGLE

TYNOYTOJbHBIN TPEYTOJIbHUK

RIGHT-ANGLED TRIANGLE

MPSIMOYTOJLHBIM TPEYTOJIbHUK

QUADRILATERAL YETHIPEX YT OJIbHUK
SQUARE KBaJIpar
RECTANGLE MIPSIMOYTOJIbHUK
RHOMBUS poMO
RHOMBOID poMOOH I
TRAPEZIUM Tpaneuus
DELTOID JICTBTO]T

IRREGULAR QUADRILATERALS

HETPABUJILHBIN YETBIPEX YTOJIbHUK

POLYGON

MHOT'OYTI'OJIbHUK

REGULAR POLYGON TIPAaBWJIbHBI MHOTOYTOJIbHUK
CIRCLE OKPY>KHOCTB, KPYT

CENTER LIEHT]P

CIRCUMFERENCE (PERIPHERY) OKPY>KHOCTb, TIepudepus
DIAMETER JIMaMETP

SEMICIRCLE

IIOJYKPVYT, ITIOJIYOKPY>KHOCTbD
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RADIUS paauyc
TANGENT KacaTeJbHast
POINT OF CONTACT TOYKA KaCaHUs
SECANT CeKyias
CHORD xopja
SEGMENT CETMEHT

ARC ayra

SECTOR CEKTOD

RING (ANNULUS) KOJIBIIO

CONCENTRIC CIRCLES

KOHIOCHTPHUYCCKHC OKPYKHOCTHU

AXIS OF COORDINATES

KOoopAunHaTHAaA OCb

AXIS OF ABSCISSAE

0Ch a0CIIHCCHI

AXIS OF ORDINATE

OCb OPJANHATHI

VALUES OF ABSCISSAE AND
ORDINATES

3Ha4Y€HUs a0CUUCChl OpPJUHAT

CONIC SECTION

KOHHMYCCKOC CCUCHUC

PARABOLA mapaboJa
BRANCHES OF PARABOLA BETBU MMapadoJIbl
VERTEX OF PARABOLA BEpIIMHA TapadoJIbl
ELLIPSE AJUIUIIC

(sing. FOCUS) FOCI OF THE ELLIPSE

(hOKYCHI 3JIIUIICA

TRANSVERSE AXIS (MAJOR AXIS)

nepeceKaroinas ochb (rJiaBHasi OCh)

CONJUGATE AXIS (MINOR AXIS)

COMPsKCHHAS 0Ch (MaJiast OCh)

HYPERBOLA

rurnepoosia

ASYMPTOTE ACHMIITOTA
SOLIDS TBEpJbIE TEJIa
CUBE KyO
PLANE SURFACE (A PLANE) IJI0CKAst MOBEPXHOCTh (MJIOCKOCTh)
EDGE rpaHb
PARALLELEPIPED napajuieaenune;
TRIANGULAR PRISM TpexrpaHHasi mpru3Ma
CYLINDER IUJTHH TP
CIRCULAR PLANE TJIOCKOCTh KpyTa
SPHERE chepa
CONE KOHYC
Il. Reading

1. Read the text and give your own definitions to geometric terms “ellipse”,

“hyperbola”, “parabola”.
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History of the terms “ellipse”, “hyperbola”, and “parabola”
The evolution of our present-day meanings of the terms “ellipse” “hyperbola”,

and “parabola” may be understood by studying the discoveries of history’s great
mathematicians. As with many other words now in use, the original application was

very different from the modern.

Pythagoras (c. 540 B. C), or members of his society, first used these terms in

connection with a method called the ‘“application of areas”. In the course of
the solution (often a geometric solution of whatequivalent to a quadraticequation) one

of three things happens: the base of the constructed figure either falls short

of, exceeds, or fits the length of a given segment. (Actually, additional restrictions
were imposed on certain of the geometric figures involved.) These three conditions
were designated as ellipsis (“defect”), hyperbola (“excess”) and parabola (“a placing
beside™). It should be noted that the Pythagoreans were not using these terms in
reference to the conic sections.

In the history of the conic sections Menaechmus (350 B.C.), a pupil of
Eudoxus, is credited with the first treatment of the conic sections. Menaechmus was
led to the discovery of the curves of the conic sections by a consideration of sections
of geometrical solids. Proclus in his “Summary” reported that the three curves
were discovered by Menaechmus; consequently they were called the “Menaechmian
triads”. It is thought that Menaechmus discovered the curves now known as the
ellipse, parabola and hyperbola by cutting cones with planes perpendicular to an
element and with the vertex angle of the cone being acute, right, obtuse, respectively.

The fame of Apollonius (c. 225 B. C.) rests mainly on his extraordinary “Conic
Sections”. This work was written in eight books, seven of which are preserved. The
work of Apollonius on the conic sections differed from that of his predecessors in
that he obtained all of the conic sections from one right double cone by varying the
angle at which the intersecting plane cuts the element.

All of Apollonius’ work was presented in regular geometric form, without the
aid of the algebraic notation of the present-day Analytic Geometry. However, his

work can be described more easily by using modern terminology and symbolism. If
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the conic is referred to a rectangular coordinate system in the usual manner with
point A as the origin and with (X, y) as coordinates of any point P on the conic, the

standard equation of the parabola y?=px (where p is the length of the latus rectum,
I.e., the length of the chord that passes through a focus of the conic perpendicular to

the principal axis) is immediately verified. Similarly, if the ellipse or hyperbola is

referred to a coordinate system with vertex at the origin, it can be shown that y ? < px

or y? > px, respectively. The three adjectives “hyperbolic”, “parabolic”, and “elliptic”
are encountered in many places in mathematics, including projective geometry and

non-Euclidean geometries. Often they are associated with the existence of exactly
two, one, or none of something of particular relevance. The relationship arises from
the fact that the number of points in common with the so- called line at infinity in the

plane for the hyperbola, parabola and ellipse is two, one and zero, respectively.

2. Read and translate the following statements with the group.

1. Geometry is a very old subject. 2. It probably began in Babylonia and Egypt. 3.
Men needed practical ways for measuring their land, for building pyramids, and for
defining volumes. 4. The Egyptians were mostly concerned with applying geometry
to their everyday problems. 5. Yet, as the knowledge of Egyptians spread to Greece
the Greeks found the ideas about geometry very intriguing and mysterious. 6. The
Greeks began to ask "Why? Why is that true?" 7. In 300 B. C. all the known facts
about Greek geometry were put into a logical sequence by Euclid. 8. His book, called
Elements, is one of the most famous books of mathematics. 9. In recent years men
have improved on Euclid's work. 10. Today geometry includes not only the study
of the shape and size of the earth and all things on it, but also the study of relations
between geometric objects. 11. The most fundamental idea in the study of geometry
Is the idea of a point. 12. We will not try to define what a point is, but instead discuss
some of its properties. 13. Think of a point as an exact location in space. 14. You
cannot see a point, feel a point, or move a point, because it has no dimensions. 15.
There, are points (locations) on the earth, in the earth, in the sky, on the sun, and
everywhere in space. 16. When writing about points, you represent the points by

dots. 17. Remember the dot is only a picture of a point and not the point itself. 18.
59



Points are commonly referred to by using capital letters. 19. The dots below mark

points and are referred to as point A, point B, and point C.
B

C
20. If you mark two points on your paper and, by using a ruler, draw a straight line

between them, you will get a figure. 21. The figure below is a picture of a line
segment.

22. Points D and E are referred to as endpoints of the line segment. 23. The line
segment includes point D, point E, and all the points between them.

24. Imagine extending the segment indefinitely. 25. It is impossible to draw the

complete picture of such an extension but it can be represented as follows.

i ¥ L

D E
26. Let us agree on using the word line to mean a straight line. 27. The figure above
Is a picture of line DE or line ED.
3. Read and decide which of the statements are true and which are false.
Change the sentences so they are true.
1. A curve can be considered as the path of a moving point.
2. There're two types of curves: algebraic curves and transcendental curves.
3. Open curves have no end points and closed curves have a lot of end points.
4. A curve that does not lie in a plane is a skew or twisted curve.
5. A curvature is the rate of change of direction of a curve at a particular point on that
curve.
6. The angle dy through which the tangent to a curve moves as the point of contact
moves along an arc PQ is the total curvature of this arc.
7. We define the mean curvature of any arc taking into account both the total
curvature and the arc length.

8. At any point on a surface the curvature doesn't vary with direction.
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4. Match the terms from the left column and definitions from the right

column:

curvature  a) any straight line extending from the center to the periphery of
a circle or sphere, b) the length of such a line

graph the rate of deviation of a curve or curved surface from a straight
line or plane surface tangent to it

arc a curve or surface showing the values of a function

radius any part of a curve, esp. of acircle  #*

I11. Pre-reading task

1. Read the sentences and think of a word, which best fits, each space.
a) 1. The Egyptians were mostly concerned with applying ... to their everyday
problems.

2. In 300 B.C. all the known facts about Greek geometry were put into a logical

sequence-by

of T oty

3. Today-geometrytincludes not only the study of the .. and .. of the earth and all

thindq onitbut alsp the Q'rudy of relations between gpnmptrir‘

4. The most fundamental idea infthe study of geometry is the idea of a .|.. .

5. You.cannot see feel a _or move a _because it has no dimensions.

For ideas: shape, point (4), size, geometry, Euclid, object.

b) 1. ... are generally studied as graphs of equations using a coordinate systems.
2. Only ... curves (or arcs) have end points.

3. A curve that does entirely in a plane is a ... curve.

4. A curve that does not lie in ... is a skew or twisted curve.
5. The rate of change of direction of a curve at a particular point on that curve is

called a ...

6. The angle oy through which the tangent to a curve moves as the point of contact
moves along any arc is the ... of this arc.

7. The ... of any arc is defined as the total curvature divided by the arc length.
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8. The circle of curvature at any point on a curve is the circle that is ... to the curve at

that point.
9. There are two ... in which the radius of curvature has an absolute maximum and

absolute minimum.

10. The principal curvatures at the point are the curvatures in two ... directions.
V. Reading
1. Read the text.
Analytic geometry

The rectangular coordinate system provides a one-to-one correspondence
between number pairs and points; that is, corresponding to a number pair (X1 Y;)
there is always one and only one point P; and corresponding to a point P, there is
one and only one number pair (X;, Y;). This one-to-one correspondence is the starting

point of the plane Analytic Geometry.
The notion of a correspondence between a point in the plane and a pair of

numbers can be extended to a more general kind of correspondence, namely, between
a geometric locus and an equation. The graph of an equation is the locus of the points

whose coordinates satisfy the equation. Conversely, the equation of a given curve is

an equation satisfied by the coordinates of every point on the curve and by

the coordinates of no other points.
This correspondence between equations and geometric loci, will indeed, form

the central subject of our study. That is to say, our main investigation will take the
form of one or the other of the problems:

1. Given an equation, to obtain the corresponding geometric locus (the graph of
the equation) along with its properties.

2. Given a geometric locus whose points possess some common property
(shared by no other points), to find the corresponding equation.

In the latter case the equation, in turn, will help us in studying other properties

of the locus.
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Thus, we define a curve as composed of points whose coordinates satisfy a
certain equation. We may think of a curve as a locus or a path traced by a moving
point according to certain specified conditions. From these conditions, it is possible

to derive the equation of its curve and then discuss the curve in detail from
the equation. The locus of an equation in X and Y is defined as the totality of points

whose coordinates satisfy the equation. There exists no definite rule for finding the

equation of the locus. As a matter of fact, the problem is to translate the
geometric definition of the locus into an algebraic form with a suitable choice of

a coordinate system.
We shall proceed to the discussion of particular species of loci — namely, the

straight line, a circle, a parabola, an ellipse, and a hyperbola.
The problem of finding the equation of the straight line is the simplest case of

the general problem of finding the equation of a curve. The equation of a straight line

Is determined by two points P(X,, Y1) and P, (X5, Y>). This equation will be obtained
from the fact that the point P(X, Y) is on the straight line, if and only if, the slopes of
the segments P,P and P;P,are equal. This condition is (Y—Y )/(X — X;) = (Yo—
Y 1)/(X; — Xy1), X1#X,. We shall refer to this as the two-point form of theequation of

the straight line. Thus any straight line may be represented by an equation of the first
degree in X and Y. Conversely, every equation of first degree Ax+By+ C = 0

represents a straight line.
The following loci lead to particular type of second degree equations, in

two variables.
The Circle is the locus of a point, which moves so that its distance from a fixed

point, called a centre, is constant. The distances from its centre to the locus are radii
of the circle. Thus, x?+ y? = r?is the equation of the circle with the centre at the

origin and a radius r.
The Parabola is the locus of points which are equidistant from a fixed point and

a fixed straight line.
The fixed point is the focus, the fixed line is the direotrix. The line

perpendicular to the directrix and passing through the focus is the axis of the
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parabola. The axis of the parabola is, obviously, a line of symmetry. The point on the
axis halfway between the focus and the directrix on the parabola is the vertex of the

parabola. The parabola is fixed when the focus and the directrix are fixed.

The equation of the parabola, however, depends on the choice of
the coordinate system. If the vertex of the parabola is at the origin and the focus is at
the point (O, P) its equation is X% = 2PY or Y? = 2PX.

The Ellipse — is the locus of a point which moves so that, the sum of its
distances from two fixed points called the foci is constant. This constant will be
denoted by 2a, which is necessarily greater than the distance between the foci (the
focal distance). The line through the foci is the principal axis of the ellipse; the points
in which the ellipse cuts the principal axis are called the vertices of the ellipse. If the
centre of the ellipse is at the origin but the foci are on the y-axis its

y X2

+—=1
a2 b2

where a and b represent the lengths of its semimajor and semiminor axes.
The Hyperbola is the locus of a point which moves so that the difference of its
distances from two fixed points is a constant 2a. Its equation is
x°/a® - y*lb*=1
This equation shows that the hyperbola is symmetric with respect to
both coordinate axes and also the origin. It intersects the X-axis but does not cut the

VY-axis. Hence, the curve is not contained in a bounded portion of a plane. The curve
consists of two branches. The line segment joining the vertices is called the transverse
axis of the hyperbola; its lenght is 2a. The point midway between the ver An angle is
a configuration of two lines (the sides or arms) meeting at a point (the vertex).
Often an angle is regarded as the measure of rotation involved in moving from one
initial axis to coincide with another final axis (termed a directions angle). If the
amount and sense of the rotation are specified the angle is a rotation angle, and is
positive if measured in an anticlockwise sense and negative if in a clockwise sense.
Angles are classified according to their measure:

-Null (or zero) angle - zero rotation (0°).
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-Right angle - a quarter of a complete turn (90°)
-Flat (or straight) angle - half a complete turn (180°).

-Round angle (or perigon) - one complete turn (360°),
-Acute angle - between 0° and 90°.
-Obtuse angle - between 90° and 180°.
-Reflex angle - between 180°and 360°.
The angle of elevation of a point A from another point B is the angle between
the line AB and the horizontal plane through B, with A lying above the plane. The

angle of depression is similarly defined with A lying below the plane. The angle at

point B made by lines AB and CB is denoted by ZABC.

2. Answer the questions.

1.What is an angle?

2.Can one say that an angle is regarded as the measure of rotation involved in moving
from one initial axis to coincide with another final axis?

3.What are characteristics of a null angle?

4.An acute angle is an angle between 0° and 90°, isn't it?

5.What are characteristics of an obtuse angle?

6.What are characteristics of a reflex angle?

7.1s there any difference between the angle of depression and the angle of elevation?
3. Read and decide which of the statements are true and which are false. Change
the sentences so they are true.

1. An angle is often regarded as the measure of rotation involved in moving from one
initial axis to coincide with another final axis.

2. There’re eleven types of angles in their classification according to their measure.

3. 90° - it is the measure of an acute angle.

4. An angle is positive if it is measured in a clockwise sense.

5. The measure of a reflex angle is between 180°and360°.

6. The main difference of an angle of elevation of a points and its angle of depression
is the following one: in the case of the angle of elevation the point A lies above the

plane and in the case of the angle of depression - below the plane.
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4. Match the terms from the left column and definitions from the right

column:

an angle formed by, or with reference to, a straight line or plane
perpendicular to a base

null of less than 90 degrees

right designating an angle greater than a straight angle (180
degrees)

obtuse height above a surface, as of the earth

flat the shape made by two straight lines meeting at a
common point, the vertex, or by two planes, meeting
along an edge

acute a decrease in force, activity, amount, etc. - a decrease in
force, activity, amount, etc.

reflex greater than 90 degrees and less than 180 degrees greater
than 90 degrees and less than 180 degrees

elevation designating of, or being zero, as: a) having all zero
elements (null matrix), b) having a limit of zero (null
seguence), c) having no members whatsoever (null set)

depression absolute, positive

5. Give the Russian equivalents of the following words and word
combinations:
. side (arm)

. acute angle
. angle of depression

1

2

3

4. direction angle
5. sense of rotation
6. clockwise sense
7. vertex

8

. obtuse angle
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9. rotation
10. reflex angle

11. rotation angle
12. angle of elevation

13. rightangle

14. flat (straight) angle

15. round angle (perigon)

16. null (zero) angle

6. Give the English equivalents of the following words and word
combinations:

TYIIOM yroj, pa3BEPHYTHIM YroJl, HYJIEBOW YroOJl, Yrojl BO3BBIIIEHHUS, YIOJI
IIOHMNKECHMUA, HpHMOﬁ YTolI1, ITOJIHBIN yrojl, CTOpOH4, HAaIIPaBJICHUC BpPAIlICHNA,
BepimHa, yron B npeaenax or 180° 360, Bpamenue (MOBOPOT), OCTPBIA yroi, IO
YacoOBOH CTPCIIKC, IIPOTUB JacOBOU CTPCJIKH, YI'OJI BpalllCHUA, HaHpaBJDIIOHH/Iﬁ YTOJL.
7. Translate the sentences into English.

1. Ecom ABC CTOPOHbBI M Yrojad MCXKAY HHMH OJHOI'O TPCYrOJIbHUKA pPaBHbI
COOTBCTCTBCHHO ABYM CTOpOHaM M YIUIy MCXKAY HHUMH AOPYroro TpCyrojJibHHKa, TO
TaKue TPEYTrOJIbHUKHU PaBHEL.

2. ]JIBe mpsiMble HA3bIBAIOTCS TEPIICHIUKYISIPHBIMU, €CIM OHM TIEPECEKAIOTCS IO
HIPSIMBIM YIJIOM.

3. Kaxkoit yron HazpIBaeTCst mpuiiexammm?

4, I[OKa)I(I/ITe, 4TO BCPTHUKAJIBHBIC YI'JIbI paBHBI.

5. CymMma Tpex aTux yrioB paBHa 270°.

8. Read the sentences and think of a word, which best fits, each space.

1. An angle is a ... of two lines (the sides or ...) meeting at a point called the
vertex.

2. Flat (or ...) angle means half a ... turn.

3. An obtuse angle is greater than an ... angle.

4. The measure of a ... angle is between 180°and 360°.
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5. Angles are classified according to their....
6. Clockwise means the ... in which the hands of a clock rotate.

7. The largest angle is the ... angle being 360 degrees.

Check your skills

CHECKING VOCABULARY IN
ADVANCED OPERATIONS & HIGHER

MATHEMATICS

1. Choose the appropriate answer.

1. A variable whose limit is zero:

(A) infinitesimal (D) unknown quantity
(B) derivative (E) constant
(C) absolute value (F) limit

2. A positive and negative change in a variable:

(A) increment (D) derivative
(B) argument (E) infinity
(C) function (F) series
3. The interval which doesn't contain the end points:
(A) segment (D) partly open interval
(B) closed interval (E) straight line
(C) open interval (F) curve

4. An equation which is true for aall values of the variable:

(A) conditional equation (D)simple linear equation
(B) identical equation (E) differential equation
(C) integral equation (F) quadratic equation

5. The indicated sum of the terms of a sequence:
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(A) finite sequence (D) general term

(B) series (E) summation

(C) infinite sequence (F) I don't know
2. Give the English equivalents of the following words and word
combinations:
OECKOHEYHO MaJias BCIIMYHHA, U3BJICUCHUC KOPHA, 3HAUYCHHUC CTCIICHHU, ITOJKOPCHHOC
BBIPAKCHUC, BO3BCACHUC B CTCIICHBL, TCJIO, KpHBOJIHHGfIHBIG (1)I/Il“ypbl, KacaTcClJiIbHasi,
6CCKOH€‘IHOCTB, cxogdamaacs 1nocCiIe10BaTCIIbHOCTD.
3. Translate the text without using a dictionary.

INTEGRAL EQUATIONS
It is an equation that involves an integral of an unknown function. A general

integral equation of the third kind has the form

b
u()ge)=f(x) + 2] K(xy)g(y)dy a
where the functions u(x), f(x) and K(x, y) are known and g is the unknown

function. The function K is the kernel (1) of the integral equation and is the

parameter.

The limits of integration may be constants or may be functions of x. If u(x) is
zero, the equation becomes an integral equation of the first kind - i.e. it can be put in

the form:

b
f(x) =4 TK (xy)g (y) dy
a
If u(x)=1, the equation becomes an integral equation of the second kind:

b
9(x) = f(x) + 2] K(x, y)g(y)dy

a

An equation of the second kind is said to be homogeneous (2) if f(x) is
zero.
If the limits of integration, a and b, are constants then the integral equation is a

Fredholm integral equation. If a is a constant and b is the variable x, the equation is a
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Volterra integral equation.

CHECKING VOCABULARY IN
GEOMETRY

1. Choose the correct variant of the answer.

1. An angle equal to one-half of a complete turn:
(A) flat angle (D) obtuse angle

(B) right angle (E) reflex angle

(C) round angle (F) acute angle

2. A type of conic that has an eccentricity greater than 1:
(A) parabola (D) focus

(B) hyperbola (E) transverse axis

(C) ellipse (F) circle

3. A plane figure formed by four intersecting lines:
(A) angle (D) quadrilateral

(B) cube (E) star polygon

(C) triangle  (F) square

4, A surface composed of plane polygonal surface:
(A) polyhedron (D) quadrilateral

(B) polygon (E) circle

(C) isosceles  (F) dodecahedron

5. A line either straight or continuously bending without angles:
(A) curvature (D) curve

(B) straight line (E) height

(C) ray (F) circle

2. Give the English equivalents of the following words and word
combinations:

COOTBETCTBEHHBIN YTrOJI, TYNOYTOJIbHBIA TPEYrOJbHUK, KacaTeiabHas Iyra, XOop[a,
KOJIBIIO, OKPYXXHOCTh, IPOCTPAHCTBO, YPABHEHUE IIPSIMOU B OTPE3Kax, BEKTOP
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MOJIOKEHUSI TOYKH, MPOCTPAHCTBEHHAS] KpHBAas, MPSIMOJIMHEWHAss KOOpAWHATA, IO
4acoBOW CTpeJiKe, MPOTUB YACOBOM CTPEJIKH, Yroj BpallleHUs, BBITYKJIIbIHI

MHOTI'OYT'OJIBHHK, paBHOYTOHBHBIﬁ MHOT'OYT'OJIbHUK.

3. Give the Russian equivalents of the following words and word
combinations:

edge;

origin of coordinates;

reference line;

mirror image;

translation of axes;

generating angle;

semi-regular polyhedron;

truncated cube;

© 0 N o 00 bk~ w DN PE

oblique cone;
10. slant height.

4. Use the figure for completing the following statements.

M

1.RMiscalleda................... of the circle.

2. KN is twice as long as........cccccvevvvevverernnnnn,
3.LMiscalleda..............c.oooeiiiini. of a circle.

4.RL hasthesame lengthas ............................

5 A MRN IS aN....ccoovveniiiiiicsiin, triangle.

6. Point Ris called the .........c.ccoovviviiiinnnnn, of the circle and the ... ......ccoeveivenenen, of
L KRL.
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7.MNiscalled ....ooccoovveeeiii, of a circle.
8. MN iscalledan ..o,

9. LMRN IS @N..cvvcieiieiiie e angle.
10. L MRKIIS @vvviiiiiieiiiesiiesiie e angle.
11. No matter how short an arc is, it iS...........c........ at least slightly.

12. The term circumferenCce MeaNS. .........oeveveeveeeeeeeeeeeneeens
13. A diameter is a chord WhiCh.........ooevvuveeeieeeenii .
14. A circle is a set of points in a plane each of which......................... :

15. We cannot find the circumference of a circle by adding.....................

. Translate the following sentences.

. Cymma yrnoB tpeyroiabHuka paBaa 180e.

. B TpeyronbHHKE MOXKET OBITH TOJIBKO OJMH TYIOW yroJI U ABA OCTPHIX.

3)

1

2

3. B paBHOCTOpOHHEM TPEYTOJBHUKE BCE YTl PABHEI.

4. Yrabl Ipy OCHOBAaHUU B PABHOOEAPEHHOM TPEYTOJIbHUKE PABHBI.
5

. B mpsMOyroiabHOM TpEYroJbHUKE CyMMa KBaJpara KaTeTOB paBHA KBaApaTy
TUIIOTEHY3E.
6. B npsmoyronpHEKE TPOTHBOIIOJIOKHBIE CTOPOHBI PaBHBI U TTAPaJUICITHHBI.
7. TlapamienbHble TUHUU HE TIEPECEKAIOTCS.
8. Tlpm momormy IMUPKYJIS MOKHO HAYEPTUTh OKPYKHOCTb.
9. Inomanp kpyra paBHa NR2,
10. JIro6as Touka jexaias Ha OKpY>KHOCTU paBHOYAQJICHA OT LIEHTpA.
11. M&I Bcerjja MOKEM BBIYMCIIUTD TUIONIAb KPUBOIUHEHHOM Tpaneiuu.

12. Cunyconay MOXHO pacTSHYTh BOJb OCH KOOPAHMHAT.
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Unit 6 Computer applications

I. Pre-reading task

1. Think about the answers to the following questions:
- Do you use computer in your everyday life?

- What kind of computer do you have?

- What do you use your computer for?

2. Computers have many applications in a great variety of fields. Read and

match these captions with the texts:

1. Computers can help students perform mathematical operations and solve difficult

questions. They can be used to teach courses such as computer-aided design,

language learning, programming, mathematics, etc.
PCs (personal computers) are also used for administrative purposes: for example,
schools use databases and word processors to keep records for students, teachers and
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materials.
2. Race organizers and journalists rely on computers to provide them with the

current positions of riders and teams in both the particular stages of the race and
in the overall competition.

Workstations in the race buses provide the timing system and give up-to-the-minute
timing information to TV stations. In the press room several PCs give real-time
information on the state of the race. Computer databases are also used in the drug-

detecting tests for competitors.

3. Computers store information about the amount of money held by each client and
enable staff to access large databases and to carry out financial transactions at high
speed. They also control the automatic cash dispensers which, by the use of a

personal coded card, dispense money to clients.

4. Airline pilots use computers to help them control the plane. For example,
monitors display data about fuel consumption and weather conditions.

In airport control towers, computers are used to manage radar systems and
regulate air traffic.

On the ground, airlines are connected to travel agencies by computer. Travel agents
use computers to find out about the availability of flights, prices, times, stopovers and

many other details.

3. In small groups, choose one of the areas in the diagram below and

discuss what computers can do in this area.

Formula 1 cars Entertainment

*--..,\\ Computers

Industrial processes / \ Hospitals and medical

research
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Useful words

Formula 1: racing car, car body, design, mechanical parts, electronic components,

engine speed

Entertainment: game, music, animated image, multimedia, encyclopedia

Factories: machinery, robot, production line, computer-aided manufacturing software

Hospitals: patients, medical personnel, database program, records, scanner, diagnose,

disease, robot, surgery

Useful constructions

Computers are used to ... A PC can also be used

for ...

Computers can help ... make ... control ... store ... keep ... provide ... manage ... give

... perform ... measure ... test... provide access to ...

4. Read and remember the following words:

capable of

communicate v

databases
entertainment
enumeration
government
irreplaceable
receive v
science

store v

throughout

transfer v

['keipabl]
[ka'mju:nikeit]

['deita'beises]

[ ento'teinment]

[i nju:ma'reif(a)n]
['gavnmant]

[ iri'pleisabl]
[ri'si:v]

['saions]

['sto:]

[Oru:'aut]

[treens'fa:]
[tri'mendas]
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tremendous [ju:zids] OTPOMHBII
usage ynotpeOieHue,

IIPUMEHEHHE

Il. Reading

1. Read the following information:

Text A

The age of modern computer technologies

www.image.yandex.ru Computers have become a part of our everyday
life because the modern world is the age of high technologies. Different types, sizes,

names of computers find uses throughout our society. They are used for computing in
many ways, for example, computer helps us to do different mathematical and logical
operations, to receive, store and transfer any kind of information, to work on the
internet, to communicate with people all over the world... It's really very hard to
finish the enumeration of all usages of the computer.

We daily deal with different computer systems, as calculators, car electronics,
mobile phones, timer in the microwave or the washing machine, the programmer
inside the TV set and so on. The impact of the computer on our society is felt in
every area — government, business, science, medicine, sport, industry, agriculture,
entertainment and at home.

But let's try to answer the question: “What makes the computer such an
irreplaceable device? The answer is very simple — computers make us capable of
doing everything you need. It is a high speed calculating machine which speeds up
your financial calculations. It is an electronic notebook which manages to collect
tremendous quantity of data, such as databases any school or university, which keeps
records of students and teachers, studying programs, personal information etc. It is an

unique typewriter that allows every user to type and to print any kind of written
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document, pictures or even photos. It is the greatest electronic entertainment system,
so you can relax listening to your favourite music or watching you favourite film, or

playing computer games. And finally, computer is a personal communicator that
enables to communicate with other people all over the world without living your

house .

2.  Discuss with the partner computer applications you haven't mentioned

before reading the text.

3. Using the information from the next text complete the table with the

most relevant information. Then compare your notes with the class.

Text B

e | write music mainly for videos and plays. | work on a keyboard connected to
a computer. | use the computer in two ways really, first of all, to record what | play on

the keyboard, in other words to store what | play on the key board. Secondly, the
computer controls the sounds | can make with the different synthesizers. The
computer is the link between the keyboard which I play and the synthesizers which
produce the sounds.

e | use my computer to do the usual office things like write memos, letters,
faxes and so on, but the thing which | find really useful is electronic mail. We are an
international company and we have offices all over the world. We are linked up to all
of them by e-mail. With e-mail | can communicate with offices around the world very
efficiently. It has really changed my life.

e Well, | use computers for almost every aspect of my job. | use them to design
electrical installations and lighting systems: for example the program will tell you
how much lighting you need for a particular room, or how much cable you need, and
it will show where the cable should go. I also use the computer to make drawings and
to keep records. We have to test our installations every five years and the information

IS stored on compulter.
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e | use computers to find information for people. Readers come in with a lot of
queries and | use either our own database or the national database that we are

connected to to find what we want. They might want to know the name and address
of a particular society or last year’s accounts of a company and we can find it for
them. On the other hand, they might want to find a particular newspaper article but
they do not know the exact date it was published so we can find it for them by
checking on our online database for anything they can remember: a name or the
general topic. Moreover, we use computers to catalogue the books into the library and
to record the books that readers borrow.

ikt.ucoz.rusload/0-0-0-3-20

Job What do they use computers for

o O T 9

4. Fill in the gaps in this paragraph with the words from the box.

help play internet calculations schedule
type look after transfers computer connect
Each member of the Browns family can't imagine a day without . Their son
Michael uses the personal computer to with the homework and to the

computer games. Their daughter Katherine studies languages and the computer gives
her an opportunity to _ with other language-learners all over the world. On the
____ she easily finds the books or the articles she wants to read as quickly as
possible. The computer enables their father to _ his customers' money, to do any
_and money ____ all over the world. As you understand, Mr. Brown is a
serious person, he is a bank manager. And what about Mrs. Brown? She is a doctor
and her computer allows her to connect with the hospital's main computer,to ___in

orders, for example, for blood tests and to operations.
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5. Translate and memorize the following words and word

combinations:
Addition, division, multiplication, subtraction, numerical measurement, sequence
of numbers, reasonable operations, total, to select, to compare, to perform, to sort, to

match, to rise to a power, to take a square root, particular memory location

6. Find the equivalents.

1 physical variables a oco0as siuerika maMsITH

2 binary system b wu3BnIeKaTh KBaApaTHBIA KOPCHb

3 particular memory cell C TOCIENOBATEIILHOCTh Pa3yMHBIX OEpaIlHid
4 numerical measurement d BO3BOIUTH B CTENEHD

5 to take a square root € (Qusnyeckue nepeMeHHbIe

6 sequence of reasonable operations f 4KCIOBBIC BEIMYUHEI

7 to rise to a power g YHCIOBOEC M3MEpPEHUE

8 numerical quantities h naBowyHas cucrema

7. Translate the sentences into English.
a IlpousBeauTe yMHOXKEHHUE, a 3aTEM BBIYMTAHUE CISAYIOMMX unceln: 167%4-215.
b Beigaiite, moxaiyiicta, HTOT M, 3aT€M, BO3BEIUTE IMOJyYCHHOE YHMCIIO B TPETHIO
CTCTICHB.
¢ V3BnekuTe KBaapaTHbI KOpeHb U3 uncia 64.
d PasymHbIe oOmepanuu, COBEpIIAcMble KOMITBIOTEPHOW CHCTEMOW  OBIBAIOT
MaTeMaTUYeCKUMH U JIOTUYECKUMH.
e CoBpeMEHHBI KOMITHIOTEp MOKET BBITOJIHATH 00JIe€ MIJIITMOHA PAa3JTUYHBIX
pPa3yMHBIX OIlepaluii B CEKyHIY, HApuMep TaKWX KakK, CJIOXCHHE, BBIYMTAHHE,
YMHOXEHUE, JIeTICHNE, COPTUPOBKA, COTTIACOBAHKE, CPABHEHUE WIIA BHIOOD.
f Jlrobas mHpOpManUs I KOMITBIOTEpa JTOJDKHA OBITH TIPEACTABICHA B JIBOUYHOM
CUCTEME.
g Anpec mo6oit nHbOpMaIUM — ATO Ha3BAHUE OMPENCICHHON STYCHKHU MMaMsITH, B

KOTOpPOM OHA COXPAHEHA.
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Unit 7 Basic elements of a computer system

I. Pre-reading task
1. Discuss the following questions with your partner:
- Can you remember any elements of a computer system? Please, name them.

- Which element do you think is the “brain” of the computer?

- What operations the computer is used for?

2. Read and translate the song:

I've got a lovely computer,
But it's got only two K!
I'd better add some more memory
Before it crashes today!

I've got a lovely computer,
And now it's up to one meg.
But if it don't run faster!

I'll have to buy keg!

I've got a lovely computer,

And now it's up to four gigs.
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It runs so fast and so smooth now,

I'll go and dance a jig!

http://basicofcomputer.com/what_is_computer.htm

3. Read and remember the following words:

carry v out BBIIIOJIHATH

data JaHHbIC, (PAKTHI

device puOop, YCTPOHCTBO
exceed MIPEBBIIIATH, PEBOCXOIUTD

BHEIIIHWUW, HAPYKHBIN

external anmaparHoe oOecreueHue

hardware KOMIThIOTEPA
nepudepudeckoe

peripherals 0GOPYIOBAHEHE

permanent . .
MIOCTOSIHHBIN, HEU3MEHHBIN
00pabaThIBaTh

process v
03y, OTIEPATUBHOE

RAM
3alIOMUHAIOIIEe
YCTPOMCTBO

ROM I13Y, MOCTOSTHHOE
3allOMUHAIoLIee
YCTPOMCTBO

software IpOTpaMMHOE

_ oOecrieyeHue

transmit v

nepeaaBarhb
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unit €IMHMUIIA, YCTPONCTBO

I1. Reading
1. Read the text and study the picture above the text.

What is a computer?
Computer is an electronic device which can receive and

store data, processes a set of reasonable operations with the

data and carries out or transmits the results of the processing.

There are two types of computer units — electronic and mechanical.

WWW.image.yanedex.ru

The characteristics of these are as following:
- Modern computer use electronic devices in this way their performance is superior to

mechanical machines.

- Speed of operation of computers is very fast since computer system operates at
electronic speed i.e., at the speed of light. while mechanical devices can never
perform at speed of light therefore they are slow.

- Operation of the computer is automatic under the control of stored programs as
opposed to mechanical calculating device in which operator's intervention is required
at every step of the sequence.

- Due to use of electronic circuits in place of mechanical gears and wheels, the
problems of maintenance are totally eliminated. Electronic computers are therefore
very reliable and highly accurate.

- While mechanical calculating devices can perform only limited arithmetic,

computers are more versatile and can perform logic operation and complex arithmetic
operations by writing relevant programs.

There are three main steps the computer's processing.

First, data is taken in and stored into computer's internal memory. Then, the
computer produces a set of instructions, which are called computer programs, and

finally, computer gives out the results in a specified format as information on the
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display or in the printed form, or transmits the exceeded results to the external storage

unit.

A computer system consists of two parts: the software, which are instructions

and programs of the computer and the hardware, which consists of all electronic
and mechanical parts of the computer. The basic structure of a computer system

contains three main hardware sections: the central processing unit or CPU, the main
memory or the internal memory and the peripherals.

The central processing unit is the brain of the computer. Its function is to carry
out program instructions of the software and to operate the processing of the other
computer units. For better video and sound performances or networking the user can
add a specialized expansion cards to the CPU of his computer. The main memory
stores all the instructions and data which were currently processed by the CPU. It
usually consists of two sections: RAM (random access memory) and ROM (read only
memory). RAM is the memory used for creating, loading and running computer
programs. ROM is computer memory which holds the programmed instructions in
the system. The peripherals are the physical devices attached to the computer, which
include input/output units (mouse, keyboard, monitor, keyboard, scanner, printer,
fax machines, head-phones etc.) and internal storage devices (floppy, hard or optical
disks, blue-ray disks, external hard disk drive, flash disk drive etc.) Input units, such
as the mouse and the keyboard, give us an opportunity to transfer data into computer's
memory. Output units, for example, the monitor or the printer, enable us to give out
the final result of the processing from the computer system. Internal storage devices

are used to store both data and programs permanently.

Now make a list of the words you don't understand. Can you guess their

meaning? Compare your ideas with other students and with the teacher.

3. Using information from the text, answer the questions.
a What does the term “computer’mean?
b Which operations does the computer perform?

c What are the main components of a computer system?
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d What is the difference between the software and the hardware of the computer?
What is the difference between the terms “data” and “information”?
What are the peripheral devices of the computer?

e

f

g Which electronic units help to store information permanently?

e What is the difference between electronic and mechanical devices of the

computer?

4.  Match the terms from the left column with the definition from the right

column.
a Software 1 physical devices which build up the whole computer system
b Monitor 2 small electronic device used to store and transmit information
¢ Output 3 any physical unit attached to the computer
d Peripherals 4 programs and instructions used on a particular computer
e Hardware 5 computer unit used to produce final result of computing
f Input 6 output unit of the computer which shows virtual display

of the information

g Flash drive 7 the most common examples of this unit are the mouse and

the keyboard

5.  Decide whether the following statements are true or false:
a The purpose of the main memory is to store computer instructions and data.

b Data and information are synonymous computer terms.

c A standard computer system consists of four parts: the CPU, the main memory,
the peripherals and printer.

d The type of memory used for loading and running programs is called random
access memory.

e For better video and sound performances or networking the user can add a

specialized expansion cards to the hardware of the computer.

f  The main memory is the brain of the computer.
g The CPU reads and interprets software and prints the result on paper.
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6.  Translate the following sentences:

1 KowmmpioTep — 3TO 3IEKTPOHHOE YCTPOWCTBO, KOTOpOE CHadaja HpPUHUMAET

JTAaHHBIE, 3aT€M IMPOBOAMUT PAJl PA3yMHBIX OMNEpAlMii U 3aT€M BBIJACT MOJYyYEHHBIC
pe3yabTaThI.
2 [IporpammHoe oOecrieueHre BKIIIOYAET B ce0sl JaHHBIE U ITPOrPaMMbl KOMITbIOTEPA.

3 Bce QJICKTPOHHBIC 1 MCXaHNYCCKUC NCTAJIM KOMIIBIOTCPA HA3bIBAKOTCA allllapaTHbIM

obecreyeHueEM KOMITbIOTEpa.

4 Kaxnasd KOMIBIOTEpPHAs CHCTEMAa COCTOMT W3 TPEX OCHOBHBIX 3JIEMEHTOB:
LEHTPaJIbHOrO OJI0Ka , [TIAaBHOW NMaMSTH U EpU(PEpUIECKUX YCTPOUCTB.

5 K mnepudepruyeckuM ycTpoiicTBaM OTHOCATCS YCTPONCTBa BBOJAa M BBIBOAA
uHOpMAIINH, a TAKKE BCE BUIBI 3aTIOMUHAIOIINX YCTPOICTB.

6 I7aBHasg maMATh XpPaHUT BCE KOMaHJbl U JaHHbBIE, KOTOPbIE B TEKYUIU MOMEHT
00palaThIBaIOTCS LIEHTPAJIbHBIM OJIOKOM KOMITbIOTEPA.

7 CpeMHbIE 3alIOMUHAIOUIME YCTPOMCTBA MCHOB3YIOTCS AJIA XpaHEHUs, IepeayH,

nmpocMoTpa, MNpOCIHylIMBaHUs, PaACIICHATbIBAHUA JIF000TO poaa I/IH(I)OpMaHHI/I,

IIPOU3BEICHHON KOMIIBIOTEPOM.

Unit8 Hardware

I.  Pre-reading task “

1. Look at the picture and enumerate www.image.yanedex.ru

the hardware units of a modern personal computer:



http://www.image.yanedex.ru/

Hard disk drive

Keyboard
Mouse

WWW.image.yandex.ru

2. Try to answer the questions.
— What is the main function of hardware of the computer?

— Can you name groups of the computer hardware?

3. Read and remember the following words:

acceptable IpUEMJIICMBIT

access JOCTYII

auxiliary BCIIOMOTaTeIbHBIN,
JOMOJTHUTEIbHBIN

capacity CHOCOOHOCTB; EMKOCTh

compare v CpaBHHUBATb

computation BBIYHCIICHHUE

digit nudpa, uucIo; paspsi;
CUMBOJI

equipment obopyroBaHue;

CHapsHKEHUE; CHaOKeHUE
execute v BBIIIOJIHATH, OCYILICCTBIIATH
MOJTy4aTh, TOCTUTATh

MPOU3BOJINTh; TMOPOXKAATh;

obtain v CHHTE3MPOBATh

produce v HAUTEKATIHIN;

TS MIPABWJIbHBIN;
COOCTBCHHBII;
CBOMCTBEHHBIHN
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vary v MEHSATb(CS)

IL. Peadivy
1. Read the text below and check your answers to

the questions (ex. 1).

As you know from the previous text hardware

consists of devices composing a computer system: the

central processing unit, the main memory and the
input and output units.

The part of the computer that takes in information is called the input unit. It
collects and converts data in the form suitable for computer processing. To be
accepted by the machine, information has to be in the form of digits 0, 1, 2, 3, 4,... 9
or signs A, B, C, D, ... . So, the input unit makes possible communication from the
other data-handling equipment and human to the computer. The most common input
device is a keyboard, which looks like an electric typewriter. The mouse is a hand-
held device connected with the computer by means of a small cable or bluetooth.
Another type of the input unit is optic-electronic scanner. Video camera and
microphone can be also used to take in information into the computer.

The part of the computer that puts out information produced by the computer
system is called the output unit. The computer can easily put out information in the
form acceptable to people — hardcopy or softcopy forms. Hardcopy output can be
held in your hands, such as paper with the text or pictures printed on it. Softcopy is
displayed on a monitor. The output unit is varying according to the capacity of the
auxiliary equipment receiving information. But all peripherals are slow as compared
with the computer. In this case buffers are used. A buffer is a storage device which is
able to accept information at a very high speed from the computer and release the

information at the proper speed for the peripheral equipment.

The central processing unit (CPU) is the nerve centre of any computer system.
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It coordinates and controls the activities of all other computer units, reads, interprets
software instructions and performs all arithmetic and logic processes applied to data.

The CPU has three separate sections: an internal or main memory, an arithmetic and
logic unit, and a control unit.

The main memory is the component of the computer which stores information.
It stores the numbers to be operated on, intermediate and final results, as well as the
instruction themselves. There are two important features of the memory unit: an
access time and a capacity. The more memory has your computer, the more
operations you can perform. There are two basic types of the main memory: RAM
and ROM. RAM accepts new instructions and information from the peripherals.
ROM is used to store data or instruction inside of computer permanently.

The control unit obtains instructions from the memory, interprets them and on
the basis of its interpretation tells the arithmetic and logic unit what to do next. The
next function of the CPU, which is performed by the arithmetic and logic unit, is
the producing of the actual computations.

A power supply unit (PSU) converts alternating current electric power to low-
voltage DC power for the internal components of the computer. Some power supplies
have a switch to change between 230 V and 115 V. Other models have automatic
sensors that switch input voltage automatically, or are able to accept any voltage
between those limits. Power supply units used in computers are nearly always switch
mode power supply. The SMPS provides regulated direct current power at the several
voltages required by the motherboard and accessories such as disk drives and cooling
fans.

For the computer programmer understand the work of every part of the

central processing unit is quite necessary.

2. Find the equivalents.

a access time 1 uncna, koTopbie OyayT 0OpabaThIBaThCS
b during processing 2 000pyIOBaHUE 10 YIIPABICHUIO TaHHBIMU
¢ data-handling equipment 3 Ba)KHBIC OCOOCHHOCTH
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d important features 4 ny1st Toro, YT00bI OBITH MPUHATON MAIIMHOM

e information has to be 5 Bo BpeMst 00pabOTKH

in the form of digits 6 BpeMms mocTymna
f to be accepted by the machine 7 JIOTMOIHUTEIILHOE 000PYIOBaHUE
g auxiliary equipment 8 nHpopMalus 10JKHA OBITH

npencrapieHa B hopMe yucen

h the numbers to be operated on 9 Onok ynpapieHuUs

i the control unit

3. Using information from the text complete the following sentences:
1 The central processing unit is ... of any computer system.

2 Hardcopy output can be held in your hands, such as ...

3 One of the functions of the CPU, which is performed by the arithmetic and logic
unit, is ... .

4 Softcopy is displayed on ... .

5 The peripherals are slow as compared with ... .
6 The main memory is the component of the computer which ... information.

7 There are two important features of the memory unit: ... .

8 The most common input device is ..., which looks like an electric typewriter.

4. Memorize the following definitions:
a Hardware is all mechanical parts of the computer, which consists of the central
processing unit, the main memory and the peripherals.
b Input unit is a part of the computer which accepts information inside of the
computer.
¢ Output is equipment which puts out information from the computer.
d Central processing unit is the brain of any computer system.
e Memory unit is a part of a computer which stores data.
f The control unit the part of the CPU which receives instructions from the memory
and interprets them and tells the other unit what to do next.
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g The arithmetic/logic unit is the part of CPU in which the actual computations take

place.

Answer the questions below.

What is the general purpose of the internal memory?
What kind of information does the computer machine accept?

What memories are used in computers?

What does the peripheral equipment consist of?

How many parts is the CPU composed of?

5.
1
2
3
4 What is the general purpose of the input unit?
5
6
7 What is the main purpose of the CPU?

8 What unit obtains instructions from the main memory, interprets them and tells the

other unit what to do next?

6.  Translate from Russian into English.

a HGHTpaHBHBIﬁ mpoucccop COCTOUT HU3 TPEX IJICMCHTOB: BHYTpeHHeﬁ I1aMATH,
Or10Ka yrpaBiieHus ¥ apu(PMeTHUECKU/TOTHYSCKOTO YCTPOHCTBA.

b AmnnapatHoe obecrieucHHE KOMITBIOTEPA COCTOMT U3 ICHTPAJIBHOIO IPOIeccopa

JIaBHOM MaMsATH U BBOAHOI'O U BBIXOJHOTO YCTpOfICTB.

C OCHOBHBIMU Y€pTaMU BHYTPEHHEW MaMSTH SIBISIOTCS BpEMs JIOCTyNa K MamsiTd U
€€ EMKOCTb.

d BuyTpeHHsAs maMATh XPaHUT YHUCIA, KOTOpble OyayT 0O0pabaThiBaThCs
KOMITBIOTEPOM, TPOMEXKYTOUHbIE M OKOHUYATENbHBIE pEe3YJbTaThl, a TAKXE CaMHu
KOMaH/bI.

e Bypep — »5T0 ycTpoiCTBO XpaHEHHUs, KOTOpO€ MPUHUMAET WHOOpMAIUIO Ha
BBICOKOM CKOPOCTHM OT KOMIIbIOTEpa U TEpeAaeT ee Ha Haajexalled CKOpOCTU
nepudepruueckoMy 000pyI0BaHUIO.

f Uem OoJibilie BHYTPEHHSS IIAMSTh Balllero KOMITbIOTEpa, TeM OOJIbIlIe ACHCTBUMN ThI

MOXKCIIIb HAa HCM BBIITIOJIHATD.
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Unit 9 Software

I. Pre-reading task

1. The extract below tells about the difference of two main computer parts:

Hardware and Software. Read the text and complete the information about
each of them.

Computer hardware is ... .

a any single part of a larger machine b a binary code c¢ the “body” of any computer

Computer software translates our human input into a language that the

computer ... can use to actually perform a function.
a monitor, board, chip b hardware C printer

. acts as the brain of the computer, telling the hardware what to do and when
and how to do it.

a software b memory storage ¢ CPU

When you think of a computer imagine a machine made of two parts. The first
part is the computer hardware, the physical parts of the computer that you can
actually touch. Some examples of hardware are disks, monitors, boards, chips, etc.

Hardware does all of the physical work of the computer, from memory storage to
display.
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The second part, what we call “computer software”, acts as the brain of the

computer, telling the hardware what to do and when and how to do it.

Think of a computer as a living being — in this example, the hardware would be
the body, the eyes, the limbs, the lungs, etc. Computer software would be the mind,

interpreting sounds we hear with our ears into recognizable symbols. The “software”
in our brain would tell our other body parts how to behave. Both parts are crucial for

the survival of the body.

Computer hardware, any single part of a larger machine, is only ever on or off.
There are no other states of being for the hardware, and computer hardware operates
on a system called “binary”. Computer software uses this binary code to tell the
computer hardware what to do. Computer software translates our human input
(clicking a mouse or loading a disk into a drive) into a language that the computer
hardware can use to actually perform a function. As such, computer software depends

on hardware to survive just as much as hardware depends on software.

http://www.askdeb.com/blog/technology/

2. Read and remember the following words:

addition CIIOXKCHHE

capacity CIIOCOOHOCTB, EMKOCTh
comparing CpaBHEHHE

conduct v IIPOBOJIMTH

division JIEJICHUE

install v yYCTaHABIINBATh
matching corylacoBaHHE
multiplication YMHO)KEHHUE

regardless HEB3Upas Ha

require v TpeOoBaTh

sequence II0CJIEIOBATEILHOCTD, PSIJT
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sorting COpPTHPOBKa

subtraction BBIYMTAHUE

3. Read and memorize the following word combinations:
to produce logical and arithmetical operations — npoW3BOAWTH JIOTHYCCKUE W

apudMeTHIECKUE OTepaIuu
to rise into a power — BO3BOAUTH B CTEIICHb
to take a square root — u3BieKaTh KBaIpaTHBIN KOPEHb
a general-purpose machine — MuororeeBas MamuHa (MeXaHU3M)
II. Reading
1. Read the texts below and find the rights answers to the questions.
= What is the main function of the computer's software?
= What are the types of computer's software?

Text A
The final component of any computer system is its Software,

which includes programs for directing all computer operations and

~— electronic data. These computer programs give the hardware exact
sequence of instructions to conduct the processing. The computer is merely a general-
purpose machine which requires a specific software to execute a given instruction.
Computers accept information, carry out different calculations —  addition,
subtraction, multiplication, division, raising into a power, taking a square root,
produce logical operations, such as comparing, sorting, matching, selecting, etc. and
then output data as information. It is exactly that unit of the computer which
determines the order of operations to be performed.

Programs of the software are usually divided into two categories — system
software and application software. System software sits directly on top of your
computer's hardware components (also referred to as its bare metal). It includes the

range of software you would install to your system that enables it to function. This

include the operating system, drivers for your hardware devices, linkers and debuggers.
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Systems software can also be used for managing computer resources. Systems
software is designed to be used by the computer system itself, not human users.
System software controls all standard computer activities: when a computer is first
turned on, one of the system programs is loaded into its memory, these programs
contain information about capacity of the computer's main memory, the processor's
model, the disk drivers to be used and so on. System programs are designed for the
specific pieces of hardware. These programs are called drivers. For example, if the
user wants to activate his peripheral device, such as printer or scanner, he needs to
load a specific driver. By installing the driver you start the application of newly
attached auxiliary.

After the system software is loaded, the applications software is acceptable to
work. Applications software satisfies user's specific need. The developers of
application software rely mostly on marketing research strategies trying to do their
best to attract more users to their software. As the productivity of the hardware has
increased greatly in recent years, the programmers nowadays tend to include all kinds
of gimmicks in one program to make software interface look more attractive to the
user.

Today we find new terms created frequently to classify types of applications
software. You have classifications based on usage — for example games or financial
software, office applications, and other categories where the category is derived
based on the main use of the software. Unfortunately, we also have a newer group of
software related terms that have a negative association. While the applications
software itself may be useful, it may also carry hidden programs or utilities that may

cause undesirable effects.

Text B

Malware

We have a whole selection of software that may

come bundled under the name of malware. Short for

malicious software, malware is any software that has
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been designed (programmed) specifically to damage or disrupt a computer system.
The most common forms of malware are computer viruses, worms, and Trojan

horses.

Adware and Spyware

Other common types of software are adware and spyware. Adware is considered
a legitimate alternative offered to consumers who don't wish to pay for software.
Today we have a growing number of software developers who offer their goods as
"sponsored" freeware until you pay to register. Generally most or all features of the
software are enabled but you will be viewing sponsored advertisements while the
software is being used. If you're using legitimate adware, when you stop running the
software, the ads should disappear, and you always have the option of disabling the
ads by purchasing a registration key.

Unfortunately some applications that contain adware track your Internet surfing
habits in order to serve ads related to you. When the adware becomes intrusive like
this, then we move it into the spyware category and it then becomes something you
should avoid for privacy and security reasons.

Spyware works like adware, but is usually a separate program that is installed
unknowingly when you install another application. Once installed, the spyware
monitors user activity on the Internet and transmits that information in the
background to someone else. Spyware can also gather information about e-mail

addresses and even passwords and credit card numbers.
Unlike adware, spyware is considered a malicious program.

2.  Find synonyms (a) and antonyms (b) and translate them.

a to calculate, auxiliary device, information, number, instruction, to switch on,
speed, to perform, command, to carry out, data, to turn on, to compute, the peripheral,
rate, digit.

b outside, multiplication, software, big, simple, to forget, to integrate, subtraction,
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to put out, addition, complex, division, to receive, hardware, inside, small, to store, to

differentiate.

3. Complete the sentences and translate them.
1 Software is a computer unit which includes programs for ... .

2 Software programs give the hardware exact sequence of ... .

3 Programs of the software are usually divided into ... .

4 System software controls ... .

5 When the system software is installed ... is acceptable to work.

6 Applications software satisfies ... .

7 ... rely mostly on marketing research strategies trying to do their best ... to their
software.

8 ... Is any software that has been designed specifically to damage or disrupt a
computer system.

9 There are classifications based on software usage usage — games or financial
software, ... , and other categories where the category is derived based on the main

use of the software.

4. Answer the questions.

1 What is the software of the computer?
What operations do the software programs perform?

What kind of calculations does the computer execute?
Which logical operations does the modern computer produce?

How do the software programs are usually divided?

What is application system of any computer system?
Which new created types of application software do you know?

What is the function of the computer's malware?

2
3
4
5
6 What is system software of the computer?
7
8
9
5. Translate from Russian into English.
a

KOMHBIOTCp BBIIIOJIHACT PAa3JIMYHBIC BHUIbI BBIHHCHGHHﬁ, TaKHC€ KaK CJIOXCHHEC U

BbBIYUTAHUC, YMHOXXCHUC MW JCJICHUC, BO3BCACHUC B CTCIICHb, HW3BJICUCHUC
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KBaJApPAaTHOI'O KOPHA U T. AO.

b IIporpammHOe oOecriedeHre COIEPIKUT BCE TIPOrpaMMBbl U KOMaH bl KOMITBIOTEPA.
¢ KoMmprotepHbIe MporpamMMBl, Coep Kamyecs B MporpaMMHOM 00€CTICUEHUH Taf0T
TOYHBIC KOMAH/IbI JIJIsl BRITIOTHEHHS allllapaTHOMY 00€CIIeUeHUIO.

d IIporpamMMHOe oOecrieueHHE KOMIIBIOTEpA, 3TO KaK pa3 TO YCTPOMCTBO, KOTOPOE
yCTaHABJIMBAET MOPSIOK BHITOTHCHHUS KOMaH]I.

e [IporpaMMbl KOMIIBIOTEpA PA3IENIAIOTCA HA CUCTEMHOE MPOTrPaMMHOE 00eCTieueHre
¥ TIpOTpaMMHOE 00ecTieueHHe 10 MPUMEHEHUIO .

f CuctemHOE TporpaMMHOE 00eCIICUCHHE KOHTPOJIMPYET BCE CTaHAapPTHBIC JCHCTBUS
KOMITHIOTEpPA, TAKUE KAK BKJIIOYEHHUE M BBIKIIOYCHHE MAIIMHBI, 3arpy3ka IMporpamm,
uHpopmMupoBaHue 00 00beMe MaMsITH U T.1.

g IIporpammHoe obGecrieueHrue MO MPUMEHEHUIO CTAHOBUTCS TMPUEMIIEMBIM IS
(YHKITMOHUPOBAHUS TOJIBKO MOCIIE YCTAHOBKHA CHCTEMHOTO 00CCIICUCHUSI.

e Ha C€FO,Z[HHIHHPII>1 JACHDb 0O0JIBIIIOE KOJTUYECTBO KOMIIBIOTCPHBIX MOJIbL30BaTEIICH HE

XOTAT IUIATHO YCTAaHABIMBAaTh NpOrpaMMHOe oOecnedenue. g »TUX ueneu
pa3paboTtaHa OecriiaTHasi Bepcus, OIy4MBIlas Ha3BaHue AJiBea.
f Bcst COBOKYITHOCTB MPOTpaMM, XpaHSIIUXCS Ha BCEX YCTPOMCTBAX JTOITOBPEMEHHOM

IMaMsATU KOMIIBKOTEPA, COCTABIIACT €Io IMPOrpaMMHOC oOecrieueHue.

Unit 10 The basic principles of programming

|. Pre-reading task
1. Try to think of an answer for the following question:

- What is programming?
- How can you define this notion?
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2. Now complete the following definitions with the highlighted words and
phrases. Look at the definition of “programming”. Is it similar to yours?
coding the complete list of instructions code

program sequence of steps various parts of the code
1 ...(1) a short list of instructions that directs the computer to execute the logical
steps of operating.
2 The word ... (4) denotes an exact set of instructions which a computer carries
out.
3 The process which refersto ... (2) produced for the computer to make it perform
a specific task is called programming.
4 Aprocedure isthe ...(5) used to solve the given problem.
5 The representation of data or instruction in the symbolic form is known as ...(3) .

6 Aflow chart is a diagram which represents relations between ...(6) .

2. Read and remember the following words:

debugging Hayazaka (TIporpaMmbi)
define v OTIPENETISITh,
dopmymupoBath (3a1a4y)
3aMCHSTb, UCKJTI0YATh,
eliminate v YCTPaHSATh

OIIKOKa, TOTPEIIHOCTh

error 0JI0K-CcXeMa, cXeMa ITOTOKa
flow chart uH OPMATHIH

COXpPaHSATh, YACPKUBAThH
retain v

TOJITpOrpaMma
subroutine

Ta0y/IMpoBaTh, CBOJUTH B
tabulate v

TaOINIIBI

pazHooOpasue,
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variety (of) MHOX€eCTBO, psij (4ero-To)

BH3YaJIN3UPOBATh,
visualize v MBICIICHHO  TIPENICTaBIIATh
cebe

4.  Memorize the following word combinations:

octal numbers — BocbkMepuuHbIC YHCIIa

the actual coding — neiicTBUTENTFHOE KOMUPOBAHKE
debugging the code — omitagka kona

memory space — 0obeM namsiTu

permanent numbers — moCTOsSHHBIC YHCITa
temporary numbers — BpeMeHHbBIC YncIia

crossing lines — nuHuM nepeceyeHus

Il. Reading

1. Read the text below and find:

1 the function of the flow chart.

2 difference between “Coding” and “Programming”.

3  the technique
ssof detecting and

correcting a

{program mistakes.

The terms “Coding” and “Programming” are often used as synonyms. But if
we'll examine this computer processes a bit deeper we'll face that coding is more
specifically short process of writing instructions which handles the computer to
accomplish only a part of operations, whereas programming consists of the complete
number of instructions produced to the computer to make it perform a specific task.
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There are five steps of programming. The first step requires a clear and exact
determination of all future calculations and which then are diagrammed by a so-

called flow chart. The flow chart is a diagram or a picture of a code which is always
useful for visualizing the relations between different parts of the code. This diagram
Is usually made before putting in the particular instruction. There are tree types of
symbols used in a flow chart: the first represents calculation functions, the second
shows various alternatives of decisions, the third one eliminates a spare lines and
indicates which line to follow if the diagram has to continue on the next page.

The second step is the process of actual coding, during which all digits are
assigned to the symbols to prepare the final code. Here is necessary to mention about
a symbolic coding aids. Symbolic coding writes a code not in the form of numerical
addresses, but in the form of symbolism. This means that when the computer receives
the specific address, symbolic coding aids assign them into the symbols or names to
produce the actual code.

Then comes the third step when the final code is resided into computer's
memory. The use of the subroutine (subcode) may be faced many times during the
program’s computation but stored only once in the whole code.

The fourth step consists of debugging the code. This is the technique of
detecting, diagnosing and correcting the errors which may appear in the programs.
And finally comes the last fifth step which makes running the code and tabulating the
results.

One of the most important details of the process of coding is that the actual bits
in the instruction are given not in a binary code. The instruction is represented in the
octal equivalent. This means, that two octal numbers represent the instruction and

every address will be represented by three octal numbers.
2. Find the Russian equivalents of the following English word

combinations:

1 memory location temporaries a CpeICTBa CHMBOJIMYECKOTO KOJUPOBAHUS
2 the final code b He3aBHCHMBIC TEPEMEHHBIC
3 symbolic coding aids C TpaBWIbHBIN aapec
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to eliminate the spare lines d KOHEYHBIN KO

independent variables € HCXOJHBIC YCIOBHS

the proper address f BochbMepuuHas creHOrpadus
initial conditions g paboune sTUCHKU MaMSITH
octal shorthand h ycrpausaTe IuIHKE THHAN

Answer the questions.

What is the difference between coding and programming?
How many steps of programming do you know? Describe them.

What is the flow chart?

When is the flow chart made?

How many types of symbols are used in a flow chart?

When does a symbolic coding take place?

How many times can the subcode be stored in the final code?

In which form does the instruction is represented to the computer?

Complete the definitions and give Russian equivalents.
A program is a set of instructions required for

A code is the representation of ... inthe form of symbols.
Aflow chartisa ... which represents a sequence of logical actions of all parts of

any program.

d

e
f
9

.. writes a code in the form of symbolism
. Is the technique of detecting, diagnosing and correcting the errors.

The last stage of programming makes ... and tabulating the results.

Coding is written in the ... .

1 diagram 2 asymbolic coding
3 debugging 4 solving definite computer tasks
5 octal equivalent 6 running the code
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7 Instruction or data.

5. Check your knowledge translating this extra text.

Yr1o Takoe nporpaMmmupoBanue?

Po0oT, npoM3BOACTBEHHBI CTAaHOK WM OBITOBOM mNpuOOp ympaBiseTcs
yenoBekoM. [Ipu 3ToM uesoBek He CTOUT y prlopa U He OTJACT eMy KOMaH bl O/1Ha
3a JIpyroii, a OIpeaeIeHHbIM 00pa30M 3alMChIBAET UX MOCIIEI0BATEIBHOCT B IAMATh
MmaiurHsbl. [locienoBarensHOCTh KOMaH/, ONpPEAEIAIoNIas 1eATENbHOCTh
BBIUMCJIUTEIBHON MAIIMHBI B 33JJaHHBIX YCJIOBMSX, IPEICTABIAECT COOON MPOrpaMmy.
CocraBneHue TMOAOOHBIX MPOrpaMM — ATO MPOTPAMMHPOBAHUE — MIUPOKO

paCHPOCTpaHeHHBIﬁ Ha CeFO,Z[HSIHIHI/If;I JCHDb BH] YeJI0BEUCCKOU JCATCIBHOCTH.

HporpaMMa — 9TO IINTaH ACATCIbHOCTH HCIIOJIHUTCIIA, HAIIPUMEP, KOMIIBIOTCpA,
1O pCHICHUIO OIIPCACIICHHOTI'O THIIA 3aa4. YT1oOBI COCTaBUTH IIJTaH, BaXKHbI
JJOT'MYCCKOC N UHBIC (bOpMBI MBIITJICHUS, 3HAHUC YCJIOBI/Iﬁ BBIITOJIHCHUS ITPOTpaAMMBI 1
BO3MOKHOCTEH HCIIOJIHUTCIIA, IIPCAYIraIbIBaHUC BO3MOKHBIX OHIHGOK, a TaK¥XKC
YMCHHUC ITNCATh IIPOrpaMmMbl Ha IMMOHATHOM HUCIIOJIHUTCIIIO SI3BIKC — KOHKPCTHOM A3BIKC

mporpaMMHUpOBaHUs. 9TO U €CTh OCHOBHBIC SHAaHUA, YMCHHUA U HABBIKH

MIPOTrPaMMHUCTA.

Unit 11 Programming

Sl S @ &,‘ ;’;
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|. Pre-reading task
1. Look at the illustration of this unit. Do you guess what do they mean?

2. Make a list of computer languages you know.

3. Study this information about Pascal and answer the questions below.
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The Pascal programming language was originally developed by Niklaus Emil
Wirth (born February 15, 1934), a member of the International Federation of
Information Processing Working Group. Professor Niklaus Wirth developed Pascal
to provide features that were lacking in other languages of the time. His principle
objectives for Pascal were for the language to be efficient to implement and run,
allow for the development of well structured and well organized programs, and to
serve as a vehicle for the teaching of the important concepts of computer
programming. Pascal, which was named after the mathematician Blaise Pascal, is a
direct descendent from ALGOL 60, which Wirth helped to develop. Pascal also draws
programming components from ALGOL 68 and ALGOL-W. The original published
definition for the Pascal language appeared in 1971 with latter revisons published in
1973. It was designed to teach programming techniques and topics to college students
and was the language of choice to do so from the late 1960's to the late 1980's.

From “The Pascal Language Page™:

1 Who invented Pascal?
2 What is Pascal?
3 When was Pascal invented?

4 What for was Pascal designed?

Il. Reading

1.  Remember the following words:

adopt v NPUHUMATh, IEPEHUMATh
allow v [I03BOJIATH, JaBaTh
alphanumeric OyKBEHHO-ITU(POBOIA
artificial HCKYCCTBEHHBIH
convenient YIOOHBIH, ITOIXOISATIHIA
distinguish v pa3inyarb
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generate v [IPOU3BOIAUTH

immediately HEMEJIEHHO
mnemonic MHEMOHWYECKHI
set Ha00p, KOMILICKT
whereas TOTra KaK

2. Memorize the word combinations.

alphanumeric names — 6ykBeHHO-IIU(POBBIEC UMCHA
low / high level languages — s13biku HHU3KOTO / BHICOKOTO YPOBHS

relative addresses — ornocurensuble anpeca

assembly language — si3b1k accemOiepa

HigirLevel Langwge l

source program — “cxojHas rnporpamma

Assermbly Language }
DN

Machine Languxge K

Hasdware ]

3. Study the text about Programming Languages.

A programming language is an artificial language invented to communicate
instructions or commands to a computer. In order to distinguish the the spectrum of
programming languages we divide them according to the convenience of the machine
computing or the work of a programmer. Machine language, mnemonic machine
language and assembly language are best for machines, whereas such languages as
FORTRAN, ALGOL, BASIC, PASCAL etc. are best for programmers.

Sometimes a machine language is called as a basic programming language or
autocode which refers to a computer instructions written in a machine code. This
machine code can be immediately obeyed by a computer without translation. The
machine code is the coding system adopted in the design of a computer to represent
the set of its instructions. The actual machine language is generated by the software,
but not by the programmer.

A mnemonic language deals with symbolic names for each instruction's part.
That is easier for the programmer to remember than the numeric code for the
machine. These alphnumeric names usually begin with the letter than with a number
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and refer to fields, files and subroutines in a program.
An assembly language is mnemonic, its addresses are symbolic and introduction

of data to a program, as well as reading of the program is much easier. All these three
types of programming languages are so-called low level languages because they have
a single corresponding machine equivalent.

High level programming languages on the contrary use the instruction
corresponding to several machine code instructions. Such languages as FORTRAN,
ALGOL, BASIC, PASCAL etc. are oriented to the problem, while low level
languages are oriented to the computer's machine code.

The programming languages are also divided into three basic categories
according to their similarity to English: machine languages, symbolic languages
and automatic coding languages. Comparing the convenience of the languages for
the computer and the programmer usages we can say that the machine languages are
used by the computer directly, while symbolic and automatic coding languages are
more similar to English, so they are more convenient for the use of the programmer.

Instructions in a machine language are almost always represented by particular
combinations of numbers and letters acceptable for a computer. Symbolic languages
use symbolic addresses in the operands and for the instruction's addresses. This fact
differs symbolic languages from the machine languages which use absolute
addresses.  The absolute address determines a physical location of data in the
memory. An indirect address is an absolute or symbolic address of the operand
needed by the instruction. This kind of addresses is very useful for the programmer
because it allows greater flexibility in programming by changing the contents of

indirect addresses, and moreover, even to change the program.

5. These statements are all false. Using information from the text point out
the mistakes and correct them.

1 The machine language is a kind of human language which can be immediately be
obeyed by a computer.

2 The machine code is the system of a machine languages.
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3 A mnemonic is a numerical name used for every part of instruction given in the
mnemonic machine language.

4 The actual machine language is generated by the hardware, but not by the
programmer.

5 The programming languages are also divided into two basic categories according
to their similarity to English.

6 The absolute address determines a philosophical location of data in a human
memory.

7 Medium level programming languages use the instruction corresponding to single

or several machine code instructions.

6. Choose the best answer.
a A machine language:
1 was a language which any computer could understand and obey immediately.
2 is a programming language which loads the basic computer instructions.
3 is a basic programming language which refers to instructions expressed in a
machine code.
b A mnemonic machine language uses:
1 mnemonic signs.
2 symbols, such as letters and numbers.
3 symbolic addresses.
c An assembly language has the following advantages for the programmer's use:
1 it has absolute addresses and requires the use of the assembler.
2 it has simple reading and introduction of data.
3 it has easy configuration.
d According to the article:
1 High level programming languages use the instruction corresponding to several
machine code instructions.
2 Such high level programming languages as FORTRAN, ALGOL, BASIC,

PASCAL etc. are oriented to the computer's machine code.
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3 For data description in the symbolic languages the programmer uses special
symbolic signs.
e Symbolic and automatic coding languages are more similar to

1 a human language.

2 English.

3 Russian.

7. Complete the following sentences with one word that is opposite in
meaning to the word in brackets.

1 Anindirect address allows great  (invariety) in programming.

2 Symbolic and automatic coding languages are more similar to English, so they are
more _ (uncomfortable) for the use of the programmer.

3 ALGOL was developed as a international language which gained
(uncertainty) in Europe more than in the United States.

4 The (shortcomings) of using GLOBOL are that it is simple in learning,
programs can be quickly written and tested.

5 The idea of an automatic computer that would not only add, multiply, subtract, and
divide but perform the sequence of reasonable operations (manually) was

given by the English scientist Charles Babbage.

6 PASCAL is noted for its (complexity) and structured programming
design.
7 ADA is a PASCAL-based language, but much more (narrow) than

PASCAL, being designed for both commercial and scientific problems.
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Check your skills

Choose the right answer. @
1 A machine which performs a sequence

of reasonable operations is called ... .
a hardware b internet ¢ computer d buffer
2 A computer system which includes programs for directing all computer operations
and electronic data is computer's ...
a operative system b software c hardware d main memory
3 The basic structure of ... contains three hardware units: the central processing
unit , the main memory and the peripheral devices.
a monitor b software ¢ inputunit d hardware
4 ... coordinates and controls the activities of all other computer units, reads,
interprets software instructions and performs all activities applied to data.
a bluetooth b CPU ¢ hardcopy d keyboard
5 The ... stores all the instructions and data currently being processed by the CPU.
a main memory b internal memory c external memory d secondary memory
6 The producing of the actual computations takes place in ...
a CPU Db controlunit c¢ arithmetic and logic unit  d calculator
7 The brain of the computer is its ...
a mouse b printer ¢ CPU d flash drive
8 ... give us an opportunity to transfer data into computer's memory.
a inputunit b main memory c storage device d CD disk
9 The final result of the processing from the computer system is given out by
a printer b keyboard c outputunit d control unit
10 The computer virtual display device is called ... .

a internet b processor c peripheral device d monitor

B Choose the right answer.
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1 Coding is a ... which handles the computer to accomplish only a part of
operations.
a short process of writing instructions b clear and exact determination of codes
¢ long process of debugging the code
2 Programming consists of ... produced to the computer to make it perform a
specific task.
a adiagram or a picture of a code b the complete number of instructions
c the specific address
3 The machine code or autocode can be ... by a computer without translation.
a recently carriedout b immediately obeyed ¢ sequentially retained
4 A mnemonic language deals with symbolic for each instruction’s part.
a addresses b names c letters and numbers
5 The Internet is a combination of a number of concepts that have ultimately been
merged together to provide the.
a personal computer b communication C service
6 The flow chart is a ... of a code which is always useful for visualizing the
relations between different parts of the code.
a diagramor a picture b letters or numbers ¢ 1'sandQ's
7 ... isarecent technological term that refers to a device that has a purpose and a
specific function, practical and useful in everyday life.
a smartphone b computer C gadget
8 The first commercial network was called ... .
a ARPANET b Ethernet c Telnet
9 The first use of network email occurred in ... by ....
a 1972, Ray Tomlinson b 1976, Larry Roberts
¢ 1983, The Massachusets Institute of Technology
10 High level programming languages use the instruction corresponding to ...
machine code instructions.
a sophisticated b acceptable c several
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Part 2

ADDITIONAL READING

I. MATRICULATION ALGEBRA DEFINITIONS

1.ALGEBRA is the science which deals with quantities.
These quantities may be represented either by figures or by letters. Arithmetic also

deals with quantities, but in Arithmetic the quantities are always represented by
figures. Arithmetic therefore may be considered as a branch of Algebra.

2.In Algebra it is allowable to assign any values to the letters used; in
Arithmetic the figures must have definite values. We are therefore able to state and

prove theorems in Algebra as being true, universally, for all values; whereas in
Arithmetic only each particular sum is or is not correct. Instances of this will

frequently occur to the student of Algebra, as he advances in the subject.

3.This  connection of  Arithmetic and Algebra the student
should recognize from the first. He may expect to find
the rules of Arithmetic included in the rules of Algebra.

Whenever he is in a difficulty in an algebraical  question,
he will find it useful to take a similar question in Arithmetic with simple figures, and

the solution of this simple sum in Arithmetic will often help him to solve correctly his
algebraical question.
4. All the signs of operation used in Arithmetic are used in Algebra with the

same significations, and all the rules for arithmetical operations are found among the

rules for elementary Algebra. Elementary Algebra, how ever, enables the student to

110



solve readily and quickly many problems which would be either difficult or impos-
sible in Arithmetic.

5. Signs and abbreviations. — The following signs and abbreviations are used
in Algebra .—

+ plus, the sign of addition.

— minus, the sign of subtraction.
X into, or multiplied by, the sign of multiplication.

+ by, or divided by, the sign of division.

~ the sign of difference ; thus, a~6 means the difference between a and b,
whichever is the larger.

=is, or are, equal to.

.. therefore.

6. The sign of multiplication is often expressed by a dot placed between the
two quantities which are to be multiplied together.

Thus, 2.3 means 2x3; and a. b means a x b.

This dot should be placed low down, in order to distinguish it from the decimal
point in numbers. Thus 3.4 means 3x4; but 3-4 means 3 decimal point 4, that is 3 +
4,

More often between letters, or between a number and a letter, no sign of

multiplication is placed.

Thus 3a means 3 x a; and bcd means b x ¢ x d.

1. The operation of division is often expressed by writing the dividend over
the divisor, and separating them by a line.
a

Thus — means a+ b.  For convenience in printing this line is sometimes
b a

written in a slanting direction between the terms ; thus a/b = —.
b
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The words sum, difference, multiplier, multiplicand, product, divisor, dividend,
and quotient are used in Algebra with the same meanings as in Arithmetic.

8. Expressions and terms. — Quantities in Algebra are represented by
figures and by letters. The letters may have any values attached to them, provided
the same letter always has the same value in the same question.

The letters at the beginning of the alphabet are generally used to denote known
quantities, and the letters at the end of the alphabet are used to denote quantities
whose values are unknown. For example, in the expression ax + by — ¢, it is
generally considered that a, b, and ¢ denote known values, but x and y denote
unknown values.

An algebraical expression is a collection of one or more signs, figures, and
letters, which are used to denote one quantity.

Terms are parts of an expression which are connected by the signs + or —.

A simple expression consists of only one term.

A compound expression consists of two or more terms.

Thus a, bc, and 3d are simple expressions; and x + 3yz — 2xy is a compound
expression denoting one quantity ; and x, 3yz, and 2xy are terms of the expression.

A binomial expression is a compound expression consisting of only two terms;
e.g., a+b is a binomial expression.

A trinomial expression is a compound expression consisting of only three
terms; e.g., a— b + c is a trinomial expression.

A multinomial expression is a compound expression consisting of more than
three terms.

Positive terms are terms which are preceded by the sign +.

Negative terms are terms which are preceded by the sign —.

When a term is preceded by no sign, the sign + is to be understood. The first
term in an expression is generally positive, and therefore has no sign written before it.

Thus, ina + 2b — 3c, a and 2b are positive terms, and 3c is a negative term.
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Like terms are those which consist of the same letter or the same combination
of letters. Thus, a, 3a, and 5a are like terms; bc, 2bc, and 6bc are like terms ; but ab

and ac are unlike terms.
9. The way in which the signs of multiplication and division are abbreviated or

even omitted in Algebra will serve to remind the student of the important rule in

Arithmetic that the operations of multiplication and division are to be
performed before operations of addition and subtraction.

For example — 2x3+4+2—5=6+2—5= 3.

A similar sum in Algebra would be

ab+ —e.

From the way in which this is written, the student would expect that he must
multiply a by b, and divide ¢ by d, before performing the operations of addition and

subtraction.

10. Index, Power, Exponent.—When several like terms have to be
multiplied together, it is usual to write the term only once, and to indicate the
number of terms that have to be multiplied together by a small figure or letter
placed at the right-hand top corner of the term.

Thus:—

a? means a.a, or a x a.

a’® means a.a. a, or axaxa.

a’ means a.a.a.a, or ax ax a x a.

a’is read a square; a’is read a cube ; a’is read a to the fourth
power, or, more briefly, a to the fourth; a’is read a to the seventh
power, or a to the seventh; and so on.

Similarly, (3a) * = 3a x 3a x 3a x 3a= 81a * and a® means that b a's are to
be

multiplied together.
11. Instead of having several like terms to multiply together, we may

have a number of like expressions to multiply together. Thus, (b + ¢) 2

means
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when the use of brackets has been ¢, and the product multiplied again by b+c;
i.e., (b+c)®=(b+c)x(b+c)xexplained.

12. The small figure or letter placed at the right-hand top corner of a
quantity to indicate how many of the quantities are to be multiplied together is
called an index, or exponent. This index or exponent, instead of being a
number or letter, may also be a compound expression, or, in fact, any quantity;
but we, at first, restricts ourselves to positive integral indices. We say,
therefore, that an index or exponent is an integral quantity, usually expressed
in small characters, and placed at the right-hand top corner of another
quantity, to express how many of this latter quantity are to be multiplied
together. A power is a product obtained by multiplying some quantity by itself
a certain number of times.

13. Notice carefully that an index or an exponent expresses how many of
a given quantity are to be multiplied together. For example, a > means that five
a's are to be multiplied together. In other words, the index expresses how many
factors are to be used. The index, if a whole number, is always greater by one
than the number of times that the given quantity has to be multiplied by itself.
For example, the 5 in a ° expresses the fact that five factors, each equal to a, are
to be multiplied together; or, in other words, that a is to be multiplied by itself
four times. Thus, a > = a x a x a xa x a. This fact is often overlooked by
beginners.

14. Factor, Coefficient, Co-Factor. — A term or expression may consist
of a number of symbols, either numbers or letters, which are multiplied

together. For example, the term 15a 2bc consists of the numbers 3 and 5 and
the

letters a, a, b, ¢ all multiplied together.

A factor (Lat. facere, to make) of an expression is a quantity which,
when multiplied by another quantity, makes, or produces, the given expression.
In the above example 3, 5, a, b, ¢, and also 15, ab, ac, &c., are all factors of
15a2bc. For we may consider that

15a’bc=3x5axaxbxc, 114



or that 15a%bc = 15 x ab x ac;

or that 15a%bc = 15 x a % b;

or that 15a” bc = ab x 15ac ; &c.

15. It is evident that the term 15a 2 bc may be broken up into factors in
several ways.  Sometimes the factors of a quantity may be broken up again
into simpler factors. Thus the factors 15 and a? bc may be broken up again into
5and 3 and into ab and ac; and ab and ac may be broken up again into a and b,
and into a and c. When a quantity has been broken up into its simplest factors,
these factors are called the simple or prime factors of the quantity. In whatever
way we begin to break up a given integral quantity into factors, if we continue
to break each factor into simpler factors as long as this is possible, we shall
always arrive at the same set of simple factors from the same integral quantity.
There is therefore only one set of simple or prime factors for the same integral
quantity. In the above example the simple factors of 15a 2bc are 3, 5, a, a, b, c.

16. When a quantity is Dbroker wup into only two factors,
either of these factors may be called the  Coefficient or
Co-Factor of the other factor. For example, in 15a2bc we may call 15 the coefficient
of a’bc, or 15a’the coefficient of bc, or 3ab the coefficient of 5ac, &c. It is
convenient, however, to use the word coefficient in the sense of numerical
coefficient, and to speak of 15 as the coefficient of a® bc in 15a%bc.  In this sense the
coefficient of a quantity is the numerical factor of the quantity.

17.In  Arithmetic the factors of a whole number or

integer are always taken to be whole numbers orintegers. The factors of a
fraction may be either integers or fractions. For example, the factors of 6/5 may be

either 3 and 2/5, or 2 and 3/5, or 6 and 1/5; or, again, the factors of 3/4 may be taken
as % and 2/3, or as 3 and 1/4. In the case of fractions, a fraction can be broken up
into different sets of simple factors in an infinite number of
ways.

18.The coefficient of a quantity may be either integral or fractional. Thus in

5/6ab the coefficient is 5/6.  When no coefficient is expressed, the coefficient one
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Is to be understood. Thus ab means once ab, just as in Arithmetic 23 means once
23.
19. Roots. — We have seen that axa = a® Here we multiply the quantity a

by itself and so get a®.  Suppose we reverse this process; that is, we have a quantity
given us, and we try to find some quantity which, when multiplied by itself, will

produce the given quantity. For example, what quantity multiplied by itself will give
a®? Evidently, a is the required answer. Again, what number multiplied by itself will
produce 16? Here 4 is the answer. In these cases we are said to find a root of a?, and

of 16.
A root of a given quantity is a quantity which, when multiplied by itself a

certain number of times, will produce the given quantity.

20. The square root of a given quantity is that quantity which, when two of
them are multiplied together, produces the given quantity.  Thus, the square root of
a’isa; because two a's multiplied together produce a® Again, the square root
of 16 is 4, because two fours multiplied together produce 16.

The square root of a quantity is indicated by the sign v, which was originally
the first letter in the word radix, the Latin for root. Thus, V16 =4 ; Va? = a.

21.The cube root of a given quantity is that quantity which, when three of the
latter are multiplied together, produces the given quantity. The cube root of a
quantity is indicated by the sign V.  Thus, 364 = 4, because 4 x 4 x 4 = 64.
Similarly, 3Va® = a, because a x a x a= a°.

22.In like manner 4V, 5V, 6 &c., are used to indicate the fourth, fifth, sixth,
&c.,

roots of a quantity. Thus, V64 = 2, because 2x2x2x2x2x2 = 64.  Similarly,

Na=a; 7Va'=a; 3WxP=x; Hy=y.
23. With regard to Square and Cube Boot, the student may notice that in

Mensuration, if the area of a square is given, the length of each side of the square is

expressed by the square root of the quantity expressing the area. For example, a
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square whose area is 16 square feet has each side 4 feet long.  Similarly, a cube
whose content is 27 cubic feet has each edge 3 feet long.

24. Brackets. — In Arithmetic each number, as, for example, 13, is
thought of as one number. It is true that 13 is equal to the sum of certain other

numbers; e.g., 6 + 4 + 3 = 13; but we do not necessarily consider 13 as made up of
these numbers, 6, 4, and 3. So also in Algebra each expression must be considered
as expressing one quantity, e.g., a + b — ¢ represents the one quantity which is
obtained by adding 5 to a and then subtracting ¢ from the sum of a and b.

So also each of the expressions in Exercises | a and | b represents one quantity.
The answer to each of these examples is the numerical value of the example when the
letters a, b, c, d, e, and f have the numerical values mentioned.

25. When an expression is made up of terms containing
the signs +, —, X, and =+, either expressed or understood, we know from Arithmetic
that the operations of multiplication and division are considered as indicating a closer
relation than the operations of addition and subtraction. The operations of
multiplication and division must be performed first, before the operations of addition
and subtraction.  For example,

3+8+2—2x3=3+4—-6=1.

Exactly the same rule applies in Algebra. For example, consider the expression
a + bc — d+ e + f. Here we must first multiply b by c, and divide d by e. Then we
add the product to a, then subtract the quotient, and finally add f to get the result.

26. Frequently, however, it is necessary to break this rule about the order of
operations, and we may wish some part of an expression to be considered as forming
but one term. This is indicated by placing in brackets that part which is to be

considered as one term.

For example, in Arithmetic, (3+7)%x2=10x%x2=20. Here we treat3+

7 as one term, and therefore we place it in brackets. If we leave out the brackets,
3 + 7x2 = 3 + 14 = 17. Exactly the same thing is done in Algebra. For

example, (a + b) xc means that the sum of a and b is to be multiplied by c; whereas
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a+tbxc means that first of all b is to be multiplied by c, and then the product is to be
added to a.

27. Negative quantitiess. — In  Arithmetic, in  questions
involving subtraction, we are always asked to take a smaller quantity from a
larger quantity. For example, if we have to find the difference between 5 and 7,
we say 7—5 = 2.  But suppose we are asked to subtract 7 from 5. Arithmetically
this is impossible.  In  Algebra such a question is allowable. We say that5 — 7 =
5—5—2 =—2, and we arrive at a negative answer, namely —2. In Algebra,
therefore, we may either subtract 5 from 7, or 7 from 5; and we consider it
correct to write a— 5, whether a is larger or smaller than b.

28. Instead of considering abstract numbers like 5 and 7, let us suppose that
we have to deal with concrete quantities such as £5 and £7. Suppose a
tradesman made a profit of £5 one day, and then lost £7 the next day. How should
we express his total profit? We should say £5 —£7 = —£2; his profits on the
two days amounted to —£2; or, in other words, he lost +£2. It appears then
that the negative result of —£2 profit can be expressed as a positive result of +
£2 loss.

29. Again, suppose a ship sails 5 miles towards a harbour, and then is

carried back by wind and tide 7 miles away from the harbour. ~ We might say that
the ship has advanced (5 — 7) miles, or —2 miles towards the harbour; or that the

ship has retired + 2 miles from the harbour.

30. In both these examples a negative answer can be expressed as a positive
answer by altering the form of the answer. This can always be done with concrete

quantities, and, in Arithmetic, whenever we arrive at a negative result, we
transpose the form of the answer and express the result as a positive answer. In

Algebra, however, it is convenient to leave a negative result and even to speak of a
negative quantity without expressing any positive quantity.  Thus we speak of —
a, or of —3b, &c., as well as of +a or of +3b, &c.

31. The signs, therefore, + and — are used to distinguish quantities of

opposite kinds.  Every term in an algebraical expression and also every factor in
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every term must be thought of as being preceded by either + or —. If no sign is
expressed, the sign + is understood. This use of the signs + and — is so constant
and so important that + and — are often spoken of as the signs in an expression, and

to change the signs in an expression means to change all + signs to —, and all —

signs to +. For example, a + b—<c is the same expression as -a—b+c with the

signs changed.
This use of + and — before each term must not be confused with the use of

the same signs to mark operations of addition and subtraction.

ADDITION AND SUBTRACTION

32. We know, from Arithmetic, that the operations of addition and
subtraction are mutually opposed. If we add to and subtract from the same
number some other number, we shall not alter the number with which we started.
For example, suppose we start with 7. Add and subtract 3, thus: 7 + 3—3 = 7;
adding and subtracting 3 has not altered the 7. This is true in Algebra.

In Arithmetic we can add together two or more abstract numbers and express
them more shortly as a single number, thus : 2 + 3 + 5 = 10; but in Algebra we can
only add together and express more shortly terms which are alike, thus: 2a + 3a +
5a = 10a. Terms which are unlike cannot be added together; thus a + b + ¢ cannot

be expressed in a shorter form.

33. The rules for addition are as follows: —

(1) Only like terms can be added.

(2) Add together all the like terms that are positive and all the like terms that
are negative; subtract the smaller of these sums from the larger, and prefix the

sign of the larger sum.
Remember that when no numerical coefficient is expressed the coefficient 1

IS understood.

34. Subtraction. — If we add together —7 and 20, we get 13. If we subtract
+ 7 from 20, we get 13. Therefore to subtract + 7 from 20 gives the same result as
adding -7 to 20.
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Conversely, since +7 added to 20 gives 27, we might infer that —7 subtracted
from 20 would give 27, and this would be correct. Hence we can also infer a

general rule for subtraction, viz.:. — Change the signs of all the terms in the express-ion
which has to lie subtracted, and then proceed as in addition. For

example: — Subtract 3a—4b from 8a + 2b.

Set down as in addition, and change the signs in the lower line, thus:

8a +2b

-3a+4b

5a+6b

By adding, we get 5a + 6i as the difference required.

In working subtraction sums, the signs in the lower lines should be

changed mentally. The above sum would then appear thus:

8a +2b

3a-4b

5a+6b.

The actual process of working this sum after setting it down would be as
follows: — Begin with the a's, minus 3 and plus 8; the plus is the larger by 5;

therefore set down 5a, omitting the plus sign because 5a is the first term. Again,
plus 4 and plus 2 give plus 6; therefore set down plus 6b.

35. As in addition, like terms must be arranged under like terms. Take
another example. From 5a°® + 5a> — 7a + 3a*—5 take 5a®> — 6a + 7 — 2a* + 2a°.
Arrange in order thus:

3a’+5a*+5a’-7a—5

-2a* +2a® +5a%-6a+7

5a* +3a®* —a—12.

The working of this question was as follows: — Begin with a* plus 2 and

plus 3 give plus 5a*. Then, for a®, minus 2 and plus 5, the plus is the larger by 3;
therefore set down + 3a*. Then a?minus 5 and plus 5 give O; therefore set
nothing down. Then a plus 6 and minus 7, the minus is the larger by 1;
therefore set down —a, the 1 being understood before the a. Lastly, minus 7 and

minus 5 give —12.
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36. Notice that in Algebra we do not consider which expression is the larger in
a subtraction sum. The answer may be either a positive or a negative quantity; and

so in Algebra we may subtract either a larger quantity from a smaller, or a
smaller quantity from a larger. Also the letters used in an algebraical expression may

have any value, so that we cannot always tell which, is the larger of two expressions.
We usually, therefore, pay no attention in Algebra to the magnitudes of the quantities
We use.

37. Since subtraction and addition are inverse operations, we can prove the
accuracy of our work in an addition sum by subtracting one or more of the

expressions added together from the sum; and we can prove the accuracy of a

subtraction sum by adding the expression subtracted to the remainder. To take an
example from Arithmetic: 7+5+3=15; to prove that this is correct, we
subtract 3 from 15, thus: 15— 3 = 12; then subtract 5 from 12, thus: 12 —5=7,;

we have now come back to 7, which is the number we started with; so we infer that
our addition was correct. In subtraction, 14—5 =9 and 5 + 9 = 14. This will be

evident to the student from his knowledge of Arithmetic.

MULTIPLICATION

38. In Arithmetic we say 2x3 = 6. No notice is taken of signs; but, if this be
expressed fully and correctly, we should say + 2x +3 = +6. Therefore, when two
terms with plus signs are multiplied together the product is plus.

Suppose +2 x -3 or -2 x +3. Evidently the product will not be the same in
either of these cases as in +2 x +3. Therefore we assume that +2 x -3 =-6 and -2 x
+3= -6.

Therefore, when one term has a plus sign and the other term has a minus sign
the product is minus.

Again, suppose -2 x -3. This is different from the last two cases, and we
assume that -2 x -3 = +6. Therefore, when two terms with minus signs are multiplied

together the product is plus.

From these results we can infer the rule of signs.
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Rule of signs. — Like signs produce plus; unlike produce minus.

39. The application of the rule of signs is very important when we come to deal
with indices or powers, and roots of quantities. For example:

(+a)’=+a x +a =+a’=a’.

(-a)?=-a x -a =+a’=a’.

(+a)®=+a x +a x+a =+a’=a’.

(-a)® =-a x -a x-a = -a°.

We see that a plus quantity raised to any power produces a plus result; a
minus quantity raised to an even power produces a plus result, e.g., (-a) °= a®;
but a minus quantity raised to an odd power produces a minus result,

e.g., (-a)’ =-a’.

Again, with roots V(a?) = either +a or -a, since + a x +a=a? and -a x - a = a?
also.

So that the square root of a positive or plus quantity is either plus or minus; that
IS, every positive quantity which is an exact square has two roots, these roots being of
opposite sign — the one plus and the other minus.

Since like signs produce plus, we cannot find the square root of any negative or
minus quantity, e.g., V(-a?) is impossible quantity, for -ax-a=+a? and

axa=+a’.

Again, 3\(+a%) = +a°, since +ax+ax+a=+a%and 3V(-a®) = -a° since
-ax-ax-a=-a’,

We see, therefore, that apparently there is only one real or possible cube root of
a given quantity, but this given quantity may be either plus or minus.

Similarly, for higher powers; if we are asked to find the 4th, 6th, 8th, or any
even root of a, given quantity, we can only do so when the given quantity is plus, and
then we can find two real roots, one of each sign. But, if we are asked to find the 5th,
7th, 9th, or any odd root of a given quantity, we may be able to do so whatever the
sign of the quantity is, but we can only find one real root, and the sign of this root
will be the same as the sign of the given quantity.

122



40. These conclusions must be understood to be true only in a limited sense.

It is only in a few cases that any root can be obtained exactly; as, for example, the
square roots of 4, 9, 16, &c., of a2, a*, a°®, &g. ; the cube roots of 8, 27, &o., and of

a®, a° a’ &c. But we can calculate roots of numbers to some required degree of

accuracy, or we can express the roots algebraically without actually calculating them,
e.g., 5V@%), ™V(a?), 8V(@®), &g. The student also will learn afterwards to consider
that every quantity has just as many roots as the power of the root, e.g., there are 5
fifth roots of any quantity, 6 sixth roots, 7 seventh roots, and so on.  One or more of
these roots will be real, and the rest only imaginary.

41. We have already seen that when any term is multiplied by itself the product
may be expressed in a simple form by the use of an index or power. Thus

axa=a’; bxbxb=b3; cxcxcxc=c*; and so on. By reversing the process,
b*=bxbxb xb and bxb= b?.

Therefore  b*xb*=bxbxb xb xb xb =b°®,

Hence we infer that different powers of the same form may be multiplied by
writing the quantity with an index equal to the sum of the indices of the multipliers.
In the above example, 4 + 2 = 6; therefore b*xb? =h°.

Similarly, b3xb® =b?®.

Also, since a= a', a? x a= a*, a* x a= a°; and so on.

Also we have seen that when two different terms are multiplied together the
product may be expressed by writing the two terms side by side.  Thus: a x b = ab;
c? xd* =c%d*.

42. In Arithmetic the student knows that, if several numbers have to be
multiplied together, the numbers may be taken in any order. For example:

2 x3 x4 =2 x4 x3=3x4x2=4x%x3x%x2, &c., for each product is equal to 24.
So also in Algebra the terms in any product may be taken in any order. So that

abc = acb = bca = bac = cab = cba.

If, therefore, in Algebra we have to multiply together two or more simple

factors, we may place the numerical factors all together, and we may gather together
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any factors which are powers of the same quantity, and apply the rule for the
multiplication of indices. For example:

3a? bc* x 2a b? c®=3x2 x a?x ax b3x b?x ¢*x ¢* =6x a’x b x c'=6a’b’c’.

43. In the multiplication of simple expressions like the above, the student will
find it advisable to take the numbers first, then the letters in alphabetical order, and,
lastly, to apply the rule of signs.

44. Dimension and degree. — If we take a simple expression and write down

separately all the letters used as factors of the expression, and if we then count the

letters, we obtain the number of the dimensions, or the degree of the term. Thus 3a ?
b® = 3xaxaxbxbxb, is of five dimensions, or of the fifth degree; or 3a? b* is of two
dimensions in a, and of three dimensions in b. In multiplication, the dimensions of the
product must be equal to the sum of the dimensions of the factors. With integral
indices, the dimension or degree of any term is equal to the sum of all the indices;
thus 3abc? is of the fourth degree, the indices being 1, 1, 2.

45. The following considerations will enable the student to test the correctness

of his work. Notice that —
(1) There are as many lines as there are terms in the multiplier.

(2) There are as -many terms in each line as there are

terms in the multiplicand

(3) With regard to signs, a plus sign in the multiplier
will leave all the signs the same as in the multiplicand. Conversely, a minus sign in

the multiplier will change all the signs of the multiplicand
in the corresponding line of the product.

(4) It is advisable to arrange both multiplicand and multiplier in descending
powers of some letter, because by so doing we shall find that the products produced in
the working will be easier to arrange in columns.

46. A compound expression in which all the terms are of the same

dimension is said to be homogeneous.
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Since the dimension of every term in a product is equal to the sum of the
dimensions of its factors, it follows that, if we multiply together two homogeneous

expressions, we shall obtain a homogeneous product.
47. The following rules will therefore enable us to read off the product when

two binomial expressions, such as x + 7 and x — 8, are multiplied together.

(1) The first and last terms in the product are obtained by multiplying together
the two first terms, and then the two last terms.

(2) The coefficient of the middle term in the product is obtained by adding
together, algebraically, the two lastterms; e.g.,

(a+ 6)(a+4) =a® + 10a+24.

Similar rules will hold if, instead of a number, we use any other kind of term
for the second term in each multiplier; e.g., (a + 2b)(a + 3b) = a? +5ab+6b?.

During the latter part of the seventeenth century a great German philosopher and
mathematician Gottfried Wilhelm von Leibnitz (1646—1716), was doing research on

the simplest numeration system. He developed a numeration system using only the
symbols 1 and 0. This system is called a base two or binary numeration system.

Leibnitz actually built a mechanical calculating machine which until recently
was standing useless in a museum in Germany. Actually he made his calculating
machine some 3 centuries before they were made by modern machine makers.

The binary numeration system introduced by Leibnitz is used only in some of
the most complicated electronic computers. The numeral 0 corresponds to off and the
numeral 1 corresponds to on for the electrical circuit of the computer.

Base two numerals indicate groups of ones, twos, fours, eights, and so on. The
place value of each digit in 1101 two is shown by the above words (on or off) and also
by powers of 2 in base ten notation as shown below.

The numeral 1101wo means (1x2%)* + (1x2%) + (0x2) + (1x1) = (1x8) +
(1x4) + (0x2) + (Ix1) =8 +4 + +0+1=13. Therefore 1101 4, =13
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2 224 2 1
2
Twos Ones
Eights Fours
1 1 0 1

A base ten numeral can be changed to a base two numeral by dividing by powers

of two.
From the above you know that the binary system of numeration is used

extensively in high-speed electronic computers. The correspondence between the two
digits used in the binary system and the two positions (on and off) of a mechanical
switch used in an electric circuit accounts for this extensive use.

The binary system is the simplest®place-value, power-position system of
numeration. In every such numeration system there must be symbols for the numbers
zero and one. We are using 0 and 1 because we are well familiar with them.

The binary numeration system has the advantage of having only two digit
symbols but it also has a disadvantage of using many more digits to name the same
numeral in base two than in base ten. See for example:

476 = 111011100 two

It is interesting to note that any base two numeral looks like a numeral in any
other base. The sum of 10110 and 1001 appears the same in any numeration system,
but the meaning is quite different. Compare these numerals:

10110 two 10110ten 10110seven
+1001two +1001ten  + 1001 seven

I1l. CLOSURE PROPERTY

In this lesson we shall be concerned with the closure property.
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If we add two natural numbers, the sum will also be a natural number. For
example, 5 is a natural number and 3 is a natural number. The sum of these two

numbers, 8, is also a natural number. Following are other examples in which two
natural numbers are being added and the sum is another natural number. 19+4 = 23
and only 23; 6+6=12 and only 12; 1429+357=1786 and only 1786. In fact, if you add
any two natural numbers, the sum is again a natural number. Because this is true, we
say that the set of natural numbers is closed under addition.

Notice that in each of the above equations we were able to name the sum. That
IS, the sum of 5 and 3 exists, or there is a number which is the sum of 19 and 4. In
fact, the sum of any two numbers exists. This is called the existence property.

Notice also that if you are to add 5 and 3, you will get 8 and only 8 and not
some other number. Since there is one and only one sum for 19+4, we say that the
sum is unique. This is called the uniqueness property.

Both uniqueness and existence are implied in the definition of closure.

Now, let us state the closure property of addition.

If a and b are numbers of a given set, then a+ b is also a number of that same
set. For example, if a and b are any two natural numbers, then a + b exists, it is
unique, and it is again a natural number.

If we use the operation of subtraction instead of the operation of addition, we
shall not be able to make the statement we made above. If we are to subtract natural
numbers, the result is sometimes a natural number, and sometimes not. 11—6 =5 and
5 is a natural number, while 9—9 =0 and 0 is not a natural number.

Consider the equation 4—7 = n. We shall not be able to solve it if we must
have a natural number as an answer. Therefore, the set of natural numbers is not
closed under subtraction.

What about the operation of multiplication? Find the product of several pairs of
natural numbers. Given two natural numbers, is there always a natural number which
is the product of the two numbers?

Every pair of natural numbers has a unique product which is again a natural

number. Thus the set of natural numbers is closed under multiplication.
127



In general, the closure property may be defined as follows: if x and y are any
elements, not necessarily the same, of set A (A capital) and * (asterisk) denotes an

operation *, then set A is closed under the operation asterisk if (x*y) is an element of
set A.

To summarize, we shall say that there are two operations, addition and
multiplication, for which the set of natural numbers is closed. Given any two natural
numbers x and y, X + y and x X y are again natural numbers. This implies that the sum
and the product of two natural numbers exists. It so happens that with the set of
natural numbers (but not with every mathematical system) the results of the
operations of addition and multiplication are unique.

It should be pointed out that it is practically impossible to find the sum or the
product of every possible pair of natural numbers. Hence, we have to accept the

closure property without proof, that is, as an axiom.

1IV. SOMETHING ABOUT MATHEMATICAL SENTENCES

In all branches of mathematics you need to write many sentences about
numbers. For example, you may be asked to write an arithmetic sentence that
includes two numerals which may name the same number or even different numbers.
Suppose that for your sentence you choose the numerals 8 and 11—3 which name the
same number. You can denote this by writing the following arithmetic sentence,
which is true: 8= 11—3.

Suppose that you choose the numerals 9+6 and 13 for your sentence. If you use
the equal sign ( = ) between the numerals you will get the following sentence
9+6=13. But do 9+6 and 13 both name the same number? Is 9+6= 13 a true sentence?
Why or why not?

You will remember that the symbol of equality ( =) in an arithmetic sentence
is used to mean is equal to. Another symbol that is the symbol of non-equality (#) is
used to mean is not equal to. When an equal sign ( =) is replaced by a non-equal sign
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(#), the opposite meaning is implied. Thus the following sentence (9+6+£13) is read:
nine plus six is not equal to thirteen. Is it a true sentence? Why or why not?

An important feature about a sentence involving numerals is that it is either
true or false, but not both.

A mathematical sentence that is either true or false, but not both is called a
closed sentence. To decide whether a closed sentence containing an equal sign ( =) is
true or false, we check to see that both elements, or expressions, of the sentence name
the same number. To decide whether a closed sentence containing a non-equal sign
(#) is true or false, we check to see that both elements do not name the same number.

As a matter of fact, there is nothing incorrect or wrong, about writing a false
sentence; in fact, in some mathematical proofs it is essential that you write false
sentences. The important thing is that you must be able to determine whether
arithmetic sentences are true or false.

The following properties of equality will help you to do so.

Reflexive: a=a

Symmetric: Ifa=b, thenb —a.

Transitive: Ifa=Dbandb =c, thena =c.

The relation of equality between two numbers satisfies these basic axioms for

the numbers a, b, and c.

Using mathematical symbols, we are constantly building a new language. In
many respects it is more concise and direct than our everyday language. But if we are
going to use this mathematical language correctly we must have a very good
understanding of the meaning of each symbol used.

You already know that drawing a short line across the = sign (equality sign) we
change it to # sign (non-equality sign). The non-equality symbol (#) implies either of
the two things, namely: is greater then or is less than. In other words, the sign of non-
equality (#) in 3+4#6 merely tells us that the numerals 3+4 and 6 name different
numbers; it does not tell us which numeral names the greater or the lesser of the two

numbers.
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If we are interested to know which of the two numerals is greater we use the
conventional symbols meaning less than (<) or greater than (>). These are inequality
symbols or ordering symbols because they indicate order of numbers. If you want to
say that six is less than seven, you will write it in the following way: 6<7. If you want
to show that twenty is greater than five, you will write 20>5.

The signs which express equality or inequality (=, #, >, <) are called relation

symbols because they indicate how two expressions are related.

In this chapter you will deal with rational numbers. Let us begin like this.
John has read twice as many books as Bill. John has read 7 books. How many

books has Bill read?

This problem is easily translated into the equation 2n = 7, where n represents
the number of books that Bill has read. If we are allowed to use only integers, the
equation 2n=7 has no solution. This is an indication that the set of integers does not
meet all of our needs.

If we attempt to solve the equation 2n = 7, our work might appear as follows.

2n=7,2n 7 2 7 7 7

2=2,2xn=21xn=2,n= 2.

The symbol, or fraction, 7/2 means 7 divided by 2. This is not the name of an
integer but involves a pair of integers. It is the name for a rational number. A rational
number is the quotient of two integers (divisor and zero). The rational numbers can
be named by fractions. The following fractions name rational numbers:

1 8 0 3 .9

2, 3, 5 1, 4. a

We might define a rational number as any number named by n

where a and n name integers and n # 0.

Let us dwell on fractions in some greater detail.
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Every fraction has a numerator and a denominator. The denominator tells you
the number of parts of equal size into which some quantity is to be divided. The
numerator tells you how many of these parts are to be taken.

2

Fractions representing values less than 1, like 3 (two thirds) for example, are
called proper fractions. Fractions which name a number
2 3
equal to or greater than 1, like 2 or 2, are called improper fractions.
1

There are numerals like 1 2 (one and one second), which name a whole
number and a fractional number. Such numerals are called mixed fractions.

Fractions which represent the same fractional number like

2, 4, 6, 8, andsoon, are called equivalent fractions.
We have already seen that if we multiply a whole number by | we shall leave

the number unchanged. The same is true of fractions since when we multiply both

integers named in a fraction by the same number we simply produce another name
for the fractional number.

1 1

For example, I x 2 = 2 We can also use the idea that | can be as

2 3

4
4

expressed a fraction in various ways: 2, 3, , and so on.

1 2
Now see what happens when you multiply 2 by 2. You will have
1 1 2 1 2x1 2

2= 12=2 x 2 = 2x2 = 4. Asa matter of fact in the above

operation you have changed the fraction to its higher terms.
6 6 2 6:2 3

Now look atthis;: 8 :1=8 : 2 = 8:2= 4.
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In both of the above operations the number you have chosen for 1 is

2 6

2 In the second example you have used division to change 8 to lower
3

terms, that is to 4 .The numerator and the denominator in this fraction

are
relatively prime and accordingly we call such a fraction the simplest fraction

for the given rational number.

You may conclude that dividing both of the numbers named by the numerator
and the denominator by the same number, not O or 1 leaves the fractional number
unchanged. The process of bringing a fractional number to lower terms is called
reducing a fraction.

To reduce a fraction to lowest terms, you are to determine the greatest common
factor. The greatest common factor is the largest possible integer by which both
numbers named in the fraction are divisible.

From the above you can draw the following conclusion® mathematical
concepts and principles are just as valid in the case of rational numbers (fractions) as

in the case of integers (whole numbers).

In our numeration system we use ten numerals called digits. These digits are
used over and over again in various combinations. .Suppose, you have been given
numerals 1, 2, 3 and have been asked to write all possible combinations of these
digits. You may write 123, 132, 213 and so on. The position in which each digit is
written affects its value. How many digits are in the numeral 7086? How many place
value positions does it have? The diagram below may prove helpful. A comma
separates each group or period. To read 529, 248, 650, 396, you must say: five
hundred twenty-nine billion, two hundred forty-eight million, six hundred fifty

thousand, three hundred ninety-six.
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But suppose you have been given a numeral 587.9 where 9 has been separated
from 587 by a point, but not by a comma. The numeral 587 names a whole number.
The sign (.) is called a decimal point.

All digits to the left of the decimal point represent whole numbers. All digits to
the right of the decimal point represent fractional parts of 1.

The place-value position at the right of the ones place is called tenths. You
obtain a tenth by dividing 1 by 10. Such numerals like 687.9 are called decimals.

You read .2 as two tenths. To read .0054 you skip two zeroes and say fifty four
ten thousandths.

Decimals like .666..., or .242424..., are called repeating decimals. In a
repeating decimal the same numeral or the same set of numerals is repeated over and
over again indefinitely.

We can express rational numbers as decimal numerals. See how it may be
done.

3L 4 4x4 16

100=031. 25= 4x25=100=0.16
The digits to the right of the decimal point name the numerator of the fraction, and

the number of such digits indicates the power of 10 which is the denominator. For example,

.217 denotes numerator 217 and a denominator of 103 (ten cubed) or 1000.
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In our development of rational numbers we have named them by fractional
numerals. We know that rational numerals can just as well be named by decimal
numerals. As you might expect, calculations with decimal numerals give the same
results as calculations with the corresponding fractional numerals.

Before performing addition with fractional numerals, the fractions must have a
common denominator. This is also true of decimal numerals.

When multiplying with fractions, we find the product of the numerators and the
product of denominators. The same procedure is used in multiplication with
decimals.

Division of numbers in decimal form is more difficult to learn because there is
no such simple pattern as has been observed for muliplication.

Yet, we can introduce a procedure that reduces all decimal-division situations
to one standard situation, namely the situation where the divisor is an integer. If we
do so we shall see that there exists a simple algorithm that will take care of all
possible division cases.

In operating with decimal numbers you will see that the arithmetic of numbers
in decimal form is in full agreement with the arithmetic of numbers in fractional
form.

You only have to use your knowledge of fractional numbers.

Take addition, for example. Each step of addition in fractional form has a
corresponding step in decimal form.

Suppose you are to find the sum of, say, .26 and 2.18. You can change the
decimal numerals, if necessary, so that they denote a common denominator. We may
write .26 = .260 or 2.18 = 2.180. Then we add the numbers just as we have added
integers and denote the common denominator in the sum by proper placement of the
decimal point.

We only have to write the decimals so that all the decimal points lie on the
same vertical line. This keeps each digit in its proper place-value position.

Since zero is the identity element of addition it is unnecessary to write .26 as

.260, or 2.18 as 2.180 if you are careful to align the decimal points, as appropriate.
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VIl. THE DIFFERENTIAL CALCULUS
No elementary school child gets a chance of learning the differential calculus,

and very few secondary school children do so. Yet | know from my own experience
that children of twelve can learn it. As it is a mathematical tool used in most branches
of science, this form a bar between the workers and many kinds of scientific
knowledge. | have no intention of teaching the calculus, but it is quite easy to explain
what it is about, particularly to skilled workers. For a very large number of skilled
workers use it in practice without knowing that they are doing so.

The differential calculus is concerned with rates of change. In practical life we
constantly come across pairs of quantities which are related, so that after both have
been measured, when we know one, we know the other. Thus if we know the distance
along the road from a fixed point we can find the height above sea level from a map
with contour. If we know a time of day we can determine the air temperature on any
particular day from a record of a thermometer made on that day. In such cases we
often want to know the rate of change of one relative to the other.

If x and y are the two quantities then the rate of change of y relative to x is
written dy/dx. For example if x is the distance of a point on a railway from London,
measured in feet, and y the height above sea level, dy/dx is the gradient of the
railway. If the height increases by 1 foot while the distance x increases by 172 feet,
the average value of dy/dx is 1/172. We say that the gradient is 1 to 172. If x is the
time measured in hours and fractions of an hour, and y the number of miles gone,
then dy/dx is the speed in miles per hour. Of course, the rate of change may be zero,
as on level road, and negative when the height is diminishing as the distance x
increases. To take two more examples, if x the temperature, and y the length of a
metal bar, dy/dx——y is the coefficient of expansion, that is to say the proportionate
increase in length per degree. And if x is the price of commodity, and y the amount
bought per day, then -dyldx is called the elasticity of demand.

For example people must buy bread, but cut down on jam, so the demand for

jam is more elastic than that for bread. This notion of elasticity is very important in
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the academic economics taught in our universities. Professors say that Marxism is out

of date because Marx did not calculate such things. This would be a serious criticism
if the economic "laws™ of 1900 were eternal truths. Of course Marx saw that they

were nothing of the kiad and "elasticity of demand" is out of date in England today
for the very good reason that most commaodities are controlled or rationed.

The mathematical part of the calculus is the art of calculating dy/dx if y has
some mathematical relations to x, for example is equal to its square or logarithm. The
rules have to be learned like those for the area and volume of geometrical figures and
have the same sort of value. No area is absolutely square, and no volume is absolutely
cylindrical. But there are things in real life like enough to squares and cylinders to
make the rules about them worth learning. So with the calculus. It is not exactly true
that the speed of a falling body is proportional to the time it has been falling. But
there is close enough to the truth for many purposes.

The differential calculus goes a lot further. Think of a bus going up a hill which
gradually gets steeper. If x is the horizontal distance, and y the height, this means that
the slope dy/dx is increasing. The rate of change of dy/dx with regard to y is written
d?/dx?. In this case it gives a measure of the curvature of the road surface. In the
same way if x is time and distance, d% /dx? is the rate of change of speed with time, or
acceleration. This is a quantity which good drivers can estimate pretty well, though
they do not know they are using the basic ideas of the differential calculus.

If one quantity depends on several others, the differential calculus shows us
how to measure this dependence. Thus the pressure of a gas varies with the
temperature and the volume. Both temperature and volume vary during the stroke of
a cylinder of a steam or petrol engine, and the calculus is needed for accurate theory
of their action.

Finally, the calculus is a fascinating study for its own sake. In February 1917 |
was one of a row wounded officers lying on stretchers on a steamer going down the
river Tigris in Mesopotamia. | was reading a mathematical book on vectors, the man
next to me was reading one on the calculus. As antidotes to pain we preferred them to

novels. Some parts of mathematics are beautiful, like good verse or painting. The
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calculus is beautiful, but not because it is a product of "pure thought". It was invented
as a tool to help men to calculate the movement of stars and cannon balls. It has the

beauty of really efficient machine.

1. You certainly remember that by extending a line segment in one direction

we obtain a ray. 2. Below is a picture of such an extension.

3. The arrow indicated that you start at point M, go through point N, and on
without end. 4. This results in what is called ray MN which is denoted by the symbol
MN. 5. Point M is the endpoint in this case. 6. Notice that the letter naming the

endpoint of a ray is given when first naming the ray.
7. From what you already know you may deduce that drawing two rays

originating from the same endpoint forms an angle. 8. The common point of the two

rays is the vertex of the angle.

L

—

*N

9. Angles, though open figures, separate the plane into three distinct sets of

points: the interior, the exterior, and the angle. 10. The following symbol.~ is

frequently used in place of the word angle.
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11.The angle pictured above could be named in either of the following ways: a)
angle LMN (or ~LMN); b) angle NML (or LL NML).
12.The letter naming the vertex of an angle occurs as the middle letter in

naming each angle. 13. Look at the drawing below.

— —

13.Ray PA (PA) and ray PB (PB) form a right angle, which means

that the angle has a measure of 90° (degrees). 15. Since PC
(except for point P) lies in the interior of _APB, we speak of

CPA being less than a right angle and call it an acute angle with a degree

—

measure less than 90°. 16. Since PD (except for point P) lies in the exterior
of <APB, we say that APD is greater than a right angle and call it an obtuse
angle with a degree measure greater than 90°.

Simple Closed Figures

17 A simple closed figure is any figure drawn in a plane in such a way that
its boundary never crosses or intersects itself and encloses part of the plane. 18.
The following are examples of simple closed figures. 19. Every simple closed
figure separates the plane into three distinct sets of points. 20. The interior of the
figure is the set of all points in the part of the plane enclosed by the figure. 21.
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The exterior of the figure is the set of points in the plane which are outside the

figure. 22. And finally, the simple closed figure itself is still another set of points.

O U &

23. A simple closed figure formed by line segments is called a polygon. 24.
Each of the line segments is called a side of the polygon. 25. Polygons may be
classified according to the measures of the

IAVAY?

angles or the measure of the sides. 26. This is true of triangles — geometric

figures having three sides — as-well as of quadrilaterals, having four sides.

27. In the picture above you can see three triangles. AABC is referred to as an
equilateral triangle. 29. The sides of such a triangle all have the same linear measure.
30. ADEF is called an isosceles triangle which means that its two sides have the same
measure. 31. You can see it in the drawing above. 32. AALMK being referred to as a
right triangle means that it contains one right angle. 33. In AMKL, M is the right
angle, sides MK and ML are called the legs, and side KL is called the hypotenuse. 34.
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The hypotenuse refers only to the side opposite to the right angle of a right triangle.

Below you can see quadrilaterals.

w

1 AN

S [/

35. A parallelogram is a quadrilateral whose opposite sides are parallel. 36.

w

Then the set of all parallelograms is a subset of all quadrilaterals. Why? 37. A
rectangle is a parallelogram in which all angles are right angles. 38. Therefore we can
speak of the set of rectangles being a subset of the set of parallelograms. 39. A square
Is a rectangle having four congruent sides as well as four right angles. 40. Is every
square a rectangle? Is every rectangle a square? Why or why not? 41. A rhombus is a
parallelogram in which the four sides are congruent. 42. Thus, it is evident that

opposite sides of a rhombus are parallel and congruent. 43. Is defining a square as a

special type of rhombus possible? 44. A trapezoidal has only two parallel sides. 45.

They are called the bases of a trapezoidal.

IX. SOMETHING ABOUT EUCLIDEAN AND NON-EUCLIDEAN

GEOMETRIES
1. It is interesting to note that the existence of the special quadrilaterals

discussed above is based upon the so-called parallel postulate of Euclidean geometry.
2. This postulate is now usually stated as follows: Through a point not on line L, there
Is no more than one line parallel to L. 3. Without assuming (ue momyckas) that there
exists at least one parallel to a given line through a point not on the given line, we
could not state the definition of the special quadrilaterals which have given pairs of

parallel sides. 4. Without the as sumption that there exists no more than one parallel
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to a given line through a point not on the given line, we could not deduce the
conclusion we have stated (chopmymuposamu) for the special quadrilaterals. 5. An
Important aspect of geometry (or any other area of mathematics) as a deductive
system is that the conclusions which may be drawn are consequences (ciencrsue) of
the assumptions which have been made. 6. The assumptions made for the geometry
we have been considering so far are essentially those made by Euclid in Elements. 7.
In the nineteenth century, the famous mathematicians Lobachevsky, Bolyai and
Riemann developed non-Euclidean geometries. 8. As already stated, Euclid assumed
that through a given point not on a given line there is no more than one parallel to the
given line. 9. We know of Lobachevsky and Bolyai having assumed independently of
(ue 3aBucuMo ot) one another that through a given point not on a given line there is
more than one line parallel to the given line. 10. Riemann assumed that through a
given point not on a given line there is no line parallel to the given line. 11. These
variations of the parallel postulate have led (npusean) to the creation (co3ganme) of
non-Euclidean geometries which are as internally consistent (renpotuBopeunBsI) as
Euclidean geometry. 12. However, the conclusions drawn in non-Euclidean
geometries are often completely inconsistent with Euclidean conclusions. 13. For
example, according to Euclidean geometry parallelograms and rectangles (in the
sense (cmbica) of a parallelogram with four 90-degree angles) exist; according to the
geometries of Lobachevsky and Bolyai parallelograms exist but rectangles do not;
according to the geometry of Riemann neither parallelograms nor rectangles exist. 14.
It should be borne in mind that the conclusions of non-Euclidean geometry are just as
valid as those of Euclidean geometry, even though the conclusions of non-Euclidean
geometry contradict (npotuBopeuar) those of Euclidean geometry. 15. This
paradoxical situation becomes intuitively clear when one realizes that any deductive
system begins with undefined terms. 16. Although the mathematician forms intuitive
images (o6passr) of the concepts to which the undefined terms refer, these images are
not logical necessities (HeoOxoaumocts). 17. That is, the reason for forming these in-
tuitive images is only to help our reasoning (paccy:xaeune) within a certain deductive

system. 18. They are not logically a part of the deductive system. 19. Thus, the
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Intuitive images corresponding to the undefined terms straight line and plane are not
the same for Euclidean and non-Euclidean geometries. 20. For example, the plane of
Euclid is a flat surface; the plane of Lobachevsky is a saddle-shaped

(cemmoobpasnerit) or pseudo-spherical surface; the plane of Riemann is an ellipsoidal

or spherical surface.

1. If you hold the sharp end of a compass fixed on a sheet of paper and then
turn the compass completely around you will draw a curved line enclosing parts of a
plane. 2. It is a circle. 3. A circle is a set of points in a plane each of which is
equidistant, that is the same distance from some given point in the plane called the
center. 4. A line segment joining any point of the circle with the center is called a
radius. 5. In the figure above R is the center and RC is the radius. 6. What other radii
are shown? 7. A chord bf a circle is a line segment whose endpoints are points on the
circle. 8. A diameter is a chord which passes through the center of the circle. 9. In the
figure above AB and BC are chords and AB is a diameter. 10. Any part of a circle
containing more than one point forms an arc of the circle. 11. In the above figure, the
points C and A and all the points in the interior of ZARC that are also points of the
circle are called arc

M M

AC which is symbolized as AC. 12. ABC is the arc containing points A
and C and all the points of the circle which are in the exterior of ZABC. 13. Instead
of speaking of the perimeter of a circle, we usually use the term circumference to
mean the distance around the circle. 14. We cannot find the circumference of a circle
by adding the measure of the segments, because a circle does not contain any
segments. 15. No matter how short an arc is, it is curved at least slightly. 16.
Fortunately mathematicians have discovered that the ratio of the circumference (C) to

a diameter (d) is the same for all
C
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circles. This ratio is expressed d 17. Since d = 2r (the length of a
diameter is equal to twice the length of a radius of the same circle), the follo-

wing denote the same ratio.

C C
d = 2r since d=2r
Cc C
18. The number d or 2r which is the same for all circles, is designated
by T 19. This allows us to state the following:
C C
d==n or 2r=rx

20. By using the multiplication property of equation, we obtain the

following:

C=ndorC=2nxr.

XI. THE SOLIDS

A solid is a three-dimensional figure, e.g. a prism or a cone.
A prism is a solid figure formed from two congruent polygons with their

corresponding sides parallel (the bases) and the parallelogram (lateral faces) formed
by joining the corresponding vertices of the polygons. The lines joining the vertices
of the polygons are lateral edges. Prisms are named according to the base - for

example, a triangular prism has two triangular bases (and three lateral faces); a
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quadrangular prism has bases that are quadrilaterals. Pentagonal, hexagonal, etc.

prism have bases that are pentagons, hexagons, etc.
A right prism is one in which the lateral edges are at right angles to the bases

(i.e. the lateral faces are rectangles) - otherwise the prism is an oblique prism (i.e. one
base is displaced with respect to the other, but remains parallel to it). If the bases are
regular polygons and the prism is also a right prism, then it is a regular prism.

A cone is a solid figure formed by a closed plane curve on a plane (the base)
and all the lines joining points of the base to a fixed point (the vertex) not in the plane
of the base. The closed curve is the directrix of the cone and the lines to the vertex
are its generators (or elements). The curved area of the cone forms its lateral
surface. Cones are named according to the base, e.g. a circular cone or an elliptical
cone. If the base has a center of symmetry, a line from the vertex to the center is the
axis of the cone. A cone that has its axis perpendicular to its base is a right cone;
otherwise the cone is a oblique cone. The altitude of a cone (h) is the perpendicular
distance from the plane of the base to the vertex. The volume of any cone is I/3hA,
where A is the area of the base. A right circular cone (circular base with
perpendicular axis) has a slant height (s), equal to the distance from the edge of the
base to the vertex (the length of a generator). The term “cone™ is often used loosely
for "conical surface".

A pyramid is a solid figure (a polyhedron) formed by a polygon (the base) and
a number of triangles (lateral faces) with a common vertex that is not coplanar with
the base. Line segments from the common vertex to the vertices of the base are
lateral edges of the pyramid. Pyramids are named according to the base: a triangular
pyramid (which is a tetrahedron), a square pyramid, a pentagonal pyramid, etc.

If the base has a center, a line from the center to the vertex is the axis of the
pyramid. A pyramid that has its axis perpendicular to its base is a right pyramid;
otherwise, it is an oblique pyramid, then it is also a regular pyramid.

The altitude (h) of a pyramid is the perpendicular distance from the base to the
vertex. The volume of any pyramid is I/3Ah, where A is the area of the base. In a

regular pyramid all the lateral edges have the same length. The slant height (s) of the
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pyramid is the altitude of a face; the total surface area of the lateral faces is 1/2sp,

where p is the perimeter of the base polygon.

A polyhedron is a surface composed of plane polygonal surfaces (faces). The
sides of the polygons, joining two faces, are its edges. The corners, where three or
more faces meet, are its vertices. Generally, the term "polyhedron™ is used for closed
solid figure. A convex polyhedron is one for which a plane containing any face does
not cut other faces; otherwise the polyhedron is concave.

A regular polyhedron is one that has identical (congruent) regular polygons
forming its faces and has all its polyhedral angles congruent. There are only five
possible convex regular polyhedra:

1) tetrahedron - four triangular faces,

2) cube - six square faces,

3) octahedron - eight triangular faces,
4) dodecahedron - twelve pentagonal faces,

5) icosahedron - twenty triangular faces.
The five regular solids played a significant part in Greek geometry. They were

known to Plato and are often called Platonic solids. Kepler used them in his
complicated model of the solar system.

A uniform polyhedron is a polyhedron that has identical polyhedral angles at
all its vertices, and has all its faces formed by regular polygons (not necessarily of the
same type). The five regular polyhedra are also uniform polyhedra. Right prisms and
antiprisms that have regular polygons as bases are also uniform. In addition, there are
thriteen semiregular polyhedra, the so-called Archimedian solids. For example, the
icosidodecahedron has 32 faces - 20 triangles and 12 pentagons. It has 60 edges and
30 vertices, each vertex beeing the meeting point of two triangles and two pentagons.
Another example is the truncated cube, obtained by cutting the corners off a cube. If

the corners are cut so that the new vertices lie at the centers of the edges of the
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original cube, a cuboctahedron results. Truncating the cuboctahedron and
"distorting" the rectangular faces into squares yields another Archimedian solid.
Other uniform polyhedra can be generated by truncating the four other regular
polyhedra or the icosidodecahedron.
XI1l. THE PYTHAGOREAN PROPERTY

The ancient Egyptians discovered that in stretching ropes of lengths 3 units, 4
units and 5 units as shown below, the angle formed by the shorter ropes is a right
angle. 2. The Greeks succeeded in finding other sets of three numbers which gave
right triangles and were able to tell without drawing the triangles which ones should
be right triangles, their method being as follows. 3. If you look at the illustration you
will see a triangle with a dashed interior. 4. Each side of it is used as the side of a
square. 5. Count the number of small triangular regions in the interior of each
square. 6. How does the number of small triangular regions in the two smaller
squares compare with the number of triangular regions in the largest square? 7. The
Greek philosopher and mathematician Pythagoras noticed the relationship and is
credited with the proof of this property known as the Pythagorean Theorem or the
Pythagorean Property. 8. Each side of a right triangle being used as a side of a
square, the sum of the areas of the two smaller squares is the same as the area of the

largest square.
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Proof of the Pythagorean Theorem

9. We should like to show that the Pythagorean Property is true for all right
triangles, there being several proofs of this property. 10. Let us discuss one of them.
11. Before giving the proof let us state the Pythagorean Property in mathematical

language. 12. In the triangle above, c represents the measure of the hypotenuse, and a
and b represent the measures of the other two sides.
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13. If we construct squares on the three sides of the triangle, the area-measure

will be a?, b? and ¢?. 14. Then the Pythagorean Property could be stated as follows: ¢ ?
= a? + b% 15. This proof will involve working with areas. 16. To prove that ¢ ? = a®+

b? for the triangle above, construct two squares each side of which has a measure a +
b as shown above. 17. Separate the first of the two squares into two squares and two
rectangles as shown. 18. Its total area is the sum of the areas of the two squares and
the two rectangles.
A = a*+2ab+b?

19. In the second of the two squares construct four right triangles. 20. Are they
congruent? 21. Each of the four triangles being congruent to the original triangle, the
hypotenuse has a measure c. 22. It can be shown that PQRS is a square, and its area is

c®. 23. The total area of the second square is the sum of the areas of the four triangles
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and the square PQRS. A = c?+4 (% ab). The two squares being congruent to begin
with?, their area measures are the same. 25. Hence we may conclude the following:
a?+2ab+b? = *+4(%: ab)
(@® + b%) + 2ab = ¢ + 2ab
26. By subtracting 2ab from both area measures we obtain a’+ b?* = ¢ which

proves the Pythagorean Property for all right triangles.
XIV. SQUARE ROOT

1. It is not particularly useful to know the areas of the squares on the sides of a
right triangle, but the Pythagorean Property is very useful if we can use it to find the

length of a side of a triangle. 2. When the Pythagorean Property is expressed in the

form ¢? = a? + b? we can replace any two of the letters with the measures of two

sides of a right triangle. 3. The resulting equation can then be solved to find the

measure of the third side of the triangle. 4. For example, suppose the measures of the

shorter sides of a right triangle are 3 units and 4 units and we wish to find the mea-

sure of the longer side. 5. The Pythagorean Property could be used as shown below:
¢’ =a’+b®, c*=3%+4° c*=9+16, c*=25.

6. You will know the number represented by c if you can find a number
which, when used as a factor twice, gives a product of 25. 7. Of course, 5x5 = 25, so
c =5 and 5 is called the positive square root (kopens) of 25. 8. If a number is a
product of two equal factors, then either (iro6oii) of the equal factors is called a
square root of the number. 9. When we say that y is the square root of K we merely
(Bcero smmb) mean that y? = K. 10. For example, 2 is a square root of 4 because 22 =
4. 11. The product of two negative numbers being a positive number, —2 is_also a

square root of 4 because (—2)? = 4. The following symbol + called a radical sign is
used to denote the positive square root of a number. 13. That is VK means the

positive square root of K. 14. Therefore V¥4 =2 and V25 = 5. 15. But suppose you

wish to find the ¥20. 16. There is no integer whose square is 20, which is obvious

from the following computation. 42= 16 so V16 = 4; a® = 20 so 4<a<5, 52 = 25, s0
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V25 = 5. 17. N20 is greater than 4 but less than 5. 18. You might try to get a closer

approximation of V20 by squaring some numbers between 4 and 5. 19. Since V20 is
about as near to 42 as! to 5%, suppose we square 4.4 and 4.5.
4.4°=19.36 a°=20 4.5%=20.25

20. Since 19.36<20<20.25 we know that 4.4<a<4.5. 21. 20 being nearer to

20.25 than to 19.36, we might guess that V20 is nearer to 4.5 than to 4.4. 22. Of

course, in order to make sure? that V20 = 4.5, to the nearest tenth, you might select
values between 4.4 and 4.5, square them, and check the results. 23. You could

continue the process indefinitely and never get the exact value of 20. 24. As a matter
of fact, V20 represents an irrational number, which can only be expressed
approximately as rational number. 25. Therefore we say that V20 = 4.5

approximately (to the nearest tenth).

XV. History of computer science

The history of computer science began long before
the modern discipline of computer science that

emerged in the twentieth century. The progression,

from mechanical inventions and mathematical
theories towards the modern concepts and machines, SR ' |
formed a major academic field and the basis of a

massive world-wide industry.

Early history. Early computation

The earliest known tool for use in computation was the abacus, and it was
thought to have been invented in Babylon circa 2400 BCE. Its original style of usage
was by lines drawn in sand with pebbles. This was the first known computer and most
advanced system of calculation known to date - preceding Greek methods by 2,000

years. Abaci of a more modern design are still used as calculation tools today.
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In 1115 BCE, the South Pointing Chariot was invented in ancient China. It was
the first known geared mechanism to use a differential gear, which was later used in
analog computers. The Chinese also invented a more sophisticated abacus from

around the 2nd century BCE, known as the Chinese abacus.

In the 5th century BCE in ancient India, the grammarian Panini formulated the
grammar of Sanskrit in 3959 rules known as the Ashtadhyayi which was highly
systematized and technical. Panini used metarules, transformations and recursions
with such sophistication that his grammar had thecomputing power equivalent to a
Turing machine. Between 200 BCE and 400 CE, Jaina mathematicians in India
invented the logarithm. From the 13th century, logarithmic tables were produced by

Muslim mathematicians.

The Antikythera mechanism is believed to be the earliest known mechanical
analog computer. It was designed to calculate astronomical positions. It was
discovered in 1901 in the Antikythera wreck off the Greek island of Antikythera,
between Kythera and Crete, and has been dated to "circa” 100 BC.

Mechanical analog computer devices appeared again a thousand years later in
the medieval islamic world and were developed by Muslim astronomers, such as the
equatorium by Arzachel, the mechanical geared astrolabe by Abt Rayhan al-Birtini
and the torquetum by Jabir ibn Aflah. The first programmable machines were also
invented by Muslim engineers, such as the automatic flute player by the Bant Miisa
brothers Teun Koetsier (2001). musical automata, looms, calculators”, "Mechanism
and Machine theory" and the humanoid robots by Al-Jazari. Muslim mathematicians
also made important advances in cryptography, such as the development of
cryptanalysis and frequency analysis by Alkindus. When John Napier discovered
logarithms for computational purposes in the early 17th century, there followed a
period of considerable progress by inventors and scientists in making calculating

tools.
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None of the early computational devices were really computers in the modern
sense, and it took considerable advancement in mathematics and theory before the

first modern computers could be designed.

Algorithms
In the 7th century, Indian matematician Brahmagupta the first explanation of the

Hindu-Arabic numeral system and the use of zero as both aplaceholder and a decimal
digit.

Approximately around the year 825, Persian mathematician Al-Khwarizmi
wrote a book, "On the Calculation with Hindu Numerals", that was principally
responsible for the diffusion of the Indian system of numeration in the Middle East
and then Europe. Around the 12th century, there was translation of this book written
into Latin: "Algoritmi de numero Indorum". These books presented newer concepts
to perform a series of steps in order to accomplish a task such as the systematic
application of arithmetic to algebra. By derivation from his name, we have the term

algorithm.

Binary logic
Around the 3rd century BC, Indian mathematician Pingala discovered the binary

numeral system. In this system, still used today to process all modern computers, a

sequence of ones and zeros can represent any number.

In 1703, Gottfried Leibniz developed logic in a formal, mathematical sense with
his writings on the binary numeral system. In his system, the ones and zeros also
represent "true" and "false" values or "on" and "off" states. But it took more than a
century before George Boole published his Boolean algebra in 1854 with a complete

system that allowed computational processes to be mathematically modeled.

By this time, the first mechanical devices driven by a binary pattern had been
invented. The industrial revolution had driven forward the mechanization of many
tasks, and this included weaving. Punch cards controlled Joseph Marie Jacquard's

loom in 1801, where a hole punched in the card indicated a binary "one™ and an
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unpunched spot indicated a binary "zero". Jacquard's loom was far from being a

computer, but it did illustrate that machines could be driven by binary systems.

The Analytical Engine

It wasn't until Charles Babbage, considered the "father of computing,” that the
modern computer began to take shape with his work on the Analytical Engine. The
device, though never successfully built, had all of the functionality in its design of a
modern computer. He first described it in 1837 — more than 100 years before any
similar device was successfully constructed. The difference between Babbage's

Engine and preceding devices is simple - he designed his to be "programmed".

During their collaboration, mathematician Ada Lovelace published the first ever
computer programs in a comprehensive set of notes on the analytical engine. Because
of this, Lovelace is popularly considered the first computer programmer, but some
scholars contend that the programs published under her name were originally created

by Babbage.

Birth of computer science

Before the 1920s, "computers"” were human clerks that performed computations.
They were usually under the lead of a physicist. Many thousands of computers were
employed in commerce, government, and research establishments. Most of these
computers were women, and they were known to have a degree in calculus. Some

performed astronomical calculations for calendars.

After the 1920s, the expression "computing machine” referred to any machine
that performed the work of a human computer, especially those in accordance with
effective methods of the Church-Turing thesis. The thesis states that a mathematical
method is effective if it could be set out as a list of instructions able to be followed by
a human clerk with paper and pencil, for as long as necessary, and without ingenuity

or insight.
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Machines that computed with continuous values became known as the "analog"
kind. They used machinery that represented continuous numeric quantities, like the

angle of a shaft rotation or difference in electrical potential.

Digital machinery, in contrast to analog, were able to render a state of a numeric
value and store each individual digit. Digital machinery used difference engines or

relays before the invention of faster memory devices.

The phrase "computing machine” gradually gave away, after the late 1940s, to
just "computer" as the onset of electronic digital machinery became common. These

computers were able to perform the calculations that were performed by the previous

human clerks.

Since the values stored by digital machines were not bound to physical
properties like analog devices, a logical computer, based on digital equipment, was
able to do anything that could be described "purely mechanical.” Alan Turing, known
as the Father of Computer Science, invented such a logical computer known as
the Turing Machine, which later evolved into the modern computer. These new

computers were also able to perform non-numeric computations, like music.

From the time when computational processes were performed by human clerks,
the study of computability began a science by being able to make evident which was

not explicit into ordinary sense more immediate.

Emergence of a discipline
The theoretical groundwork

The mathematical foundations of modern computer science began to be laid
by Kurt Godel with his incompleteness theorem (1931). In this theorem, he showed

that there were limits to what could be proved and disproved within a formal system.
This led to work by Goédel and others to define and describe these formal systems,

including concepts such as mu-recursive functions and lambda-definable functions.
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1936 was a key year for computer science. Alan Turing and Alonzo Church
independently, and also together, introduced the formalization of analgorithm, with

limits on what can be computed, and a "purely mechanical model for computing.

These topics are covered by what is now called the Church—Turing thesis, a
hypothesis about the nature of mechanical calculation devices, such as electronic
computers. The thesis claims that any calculation that is possible can be performed by

an algorithm running on a computer, provided that sufficient time and storage space

are available.

Turing also included with the thesis a description of the Turing machine. A
Turing machine has an infinitely long tape and a read/write head that can move along
the tape, changing the values along the way. Clearly such a machine could never be
built, but nonetheless, the model can simulate the computation of any algorithm

which can be performed on a modern computer.

Turing is so important to computer science that his name is also featured on the
Turing Award and the Turing test. He contributed greatly to British code-breaking
successes in the Second World War, and continued to design computers and software
through the 1940s, but committed suicide in1954.

At a symposium on large-scale digital machinery in Cambridge, Turing said,
"We are trying to build a machine to do all kinds of different things simply by

programming rather than by the addition of extra apparatus".

In 1948, the first practical computer that could run stored programs, based on the

Turing machine model, had been built — the Manchester baby.

In 1950, Britain's National Physical Laboratory completed Pilot ACE, a small

scale programmable computer, based on Turing's philosophy.

hannon and information theory

Up to and during the 1930s, electrical engineers were able to build electronic
circuits to solve mathematical and logic problems, but most did so in an "ad hoc"

manner, lacking any theoretical rigor. This changed with Claude Elvin's publication
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of his 1937 master's thesis, A Symbolic Analysis of Relay and Switching Circuits.
While taking an undergraduate philosophy class, Shannon had been exposed to
Boole's work, and recognized that it could be used to arrange electromechanical
relays (then used in telephone routing switches) to solve logic problems. This
concept, of utilizing the properties of electrical switches to do logic, is the basic
concept that underlies all electronic digital computers, and his thesis became the
foundation of practical digital circuit design when it became widely known among the

electrical engineering community during and after World War 1.

Shannon went on to found the field of information theory with his 1948 paper
entitled A Mathematical Theory of Communication, which appliedprobability theory
to the problem of how to best encode the information a sender wants to transmit. This

work is one of the theoretical foundations for many areas of study, including data
compression and cryptography.
Wiener and Cybernetics

From experiments with anti-aircraft systems that interpreted radar images to
detect enemy planes,Norbert Wiener coined the term cybernetics from the Greek
word for "steersman." He published "Cybernetics” in 1948, which influenced

artificial intelligence. Wiener also compared computation, computing machinery,

memory devices, and other cognitive similarities with his analysis of brain waves.

XVI. ADescription of Antivirus Programs
A revolution in personal computers, the IBM PC the first PC.

By Mary Bellis, About.com Guide http://inventors.about.com

In July of 1980, I1BM representatives met for the first time with Microsoft's Bill

Gates to talk about writing an operating system for IBM's new hush-hush “personal™

computer.
IBM had been observing the growing personal computer market for some time. They

had already made one dismal attempt to crack the market with their IBM 5100. At one
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point, IBM considered buying the fledgling game company Atari to commandeer
Atari's early line of personal computers. However, IBM decided to stick with making
their own personal computer line and developed a brand new operating system to go

with.

IBM PC aka Acorn

The secret plans were referred to as "Project Chess". The code name for the
new computer was "Acorn". Twelve engineers, led by William C. Lowe, assembled in
Boca Raton, Florida, to design and build the "Acorn”. On August 12, 1981, IBM
released their new computer, re-named the IBM PC. The "PC" stood for "personal

computer" making IBM responsible for popularizing the term "PC".

IBM PC Open Architecture

The first IBM PC ran on a 4.77 MHz Intel 8088 microprocessor. The PC came
equipped with 16 kilobytes of memory, expandable to 256k. The PC came with one or
two 160k floppy disk drives and an optional color monitor. The price tag started at
$1,565, which would be nearly $4,000 today.

What really made the IBM PC different from previous IBM computers was
that it was the first one built from off the shelf parts (called open architecture) and
marketed by outside distributors (Sears & Roebucks and Computerland). The Intel
chip was chosen because IBM had already obtained the rights to manufacture the
Intel chips. IBM had used the Intel 8086 for use in its Displaywriter Intelligent
Typewriter in exchange for giving Intel the rights to IBM's bubble memory

technology.

IBM PC Man of the Year

Less than four months after IBM introduced the PC, Time Magazine named the

computer "man of the year"
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On August 12, 1981, IBM introduced its new revolution in a box, the "Personal
Computer" complete with a brand new operating system from Microsoft, a 16-bit
computer operating system called MS-DOS 1.0.

What is an Operating System

The operating system or OS is the foundation software of a computer, that
which schedules tasks, allocates storage, and presents a default interface to the user
between applications. The facilities an operating system provides and its general
design exerts an extremely strong influence on the applications created for the

computer.

IBM & Microsoft History

In 1980, IBM first approached Bill Gates of Microsoft, to discuss the state of

home computers and what Microsoft products could do for IBM. Gates gave IBM a

few ideas on what would make a great home computer, among them to
have Basic written into the ROM chip. Microsoft had already produced several

versions of Basic for different computer system beginning with the Altair, so Gates

was more than happy to write a version for IBM.

Gary Kildall

As for an operating system (OS) for an IBM computer, since Microsoft had
never written an operating system before, Gates had suggested that IBM investigate
an OS called CP/M (Control Program for Microcomputers), written by Gary Kildall
of Digital Research. Kindall had his Ph.D. in computers and had written the most
successful operating system of the time, selling over 600,000 copies of CP/M, his

operating system set the standard at that time.
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The Secret Birth of MS-DOS

IBM tried to contact Gary Kildall for a meeting, executives met with Mrs
Kildall who refused to sign a non-disclosure agreement. IBM soon returned to Bill
Gates and gave Microsoft the contract to write a new operating system, one that
would eventually wipe Gary Kildall's CP/M out of common use.

The "Microsoft Disk Operating System" or MS-DOS was based on Microsoft's
purchase of QDQOS, the "Quick and Dirty Operating System" written by Tim Paterson
of Seattle Computer Products, for their prototype Intel 8086 based computer.

However, ironically QDOS was based (or copied from as some historians feel)
on Gary Kildall's CP/M. Tim Paterson had bought a CP/M manual and used it as the
basis to write his operating system in six weeks. QDOS was different enough from
CP/M to be considered legally a different product. IBM had deep enough pockets in
any case to probably have won an infringement case, if they had needed to protect
their product. Microsoft bought the rights to QDOS for $50,000, keeping the IBM &
Microsoft deal a secret from Tim Paterson and his company, Seattle Computer

Products.

Deal of the Century

Bill Gates then talked IBM into letting Microsoft retain the rights, to market
MS-DOS separate from the 1BM PC project, Gates and Microsoft proceeded to make a
fortune from the licensing of MS-DOS. In 1981, Tim Paterson quit Seattle Computer

Products and found employment at Microsoft.

"Life begins with a disk drive." - Tim Paterson.

XVII. The History of the Graphical User Interface or GUI —
The Apple Lisa

ByMary Bellis, About.com Guide http://inventors.about.com
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No, Steve, | think its more like we both have a
rich neighbor named Xerox, and you broke in to steal

the TV set, and you found out I'd been there first, and

you said. "Hey that's no fair! | wanted to steal the TV

set! - Bill Gates' response after Steve Jobs accused

WWW.image.yandex.ru

Microsoft of borrowing the GUI (Graphical User Interface) from Apple for Windows
1.0*
The Lisa - The Personal Computer That Works The Way You Do - Apple

promotional material
A GUI (pronounced GOO-ee) is a graphical user interface to a computer. Most

of you are using one right now. Take a look at your computer screen, the GUI
provides you with windows, pull-down menus, clickable buttons, scroll bars, icons,
images and the mouse or pointer. The first user interfaces to computers were not

graphical or visually oriented; they were all text and keyboard commands. MS-DOS is

an example of a text and keyboard method of computer control that you can still find
on many PCs today.

The very first graphical user interface was developed by the Xerox Corporation at
their Palo Alto Research Center (PARC) in the 1970s, but it was not until the 1980s

when GUIs became widespread and popular. By that time the CPU power and

monitors necessary for an effective GUI became cheap enough to use in home
computers.

Steve Jobs, co-founder of Apple Computers, visited PARC in 1979 (after buying
Xerox stock) and was impressed by the "Alto", the first computer ever with a
graphical user interface. Several PARC engineers were later hired by Apple and
worked on the Apple Lisa and Macintosh. The Apple research team contributed much
in the way of originality in their first GUI computers, and work had already begun on
the Lisa before Jobs visited PARC. Jobs was definitely inspired and influenced from
the technology he saw at PARC, however, enough for Bill Gates to later defend
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Microsoft against an Apple's lawsuit overwindows 1.0 having too much of the "look
and feel" of a Apple Maclintosh. Gates' claim being, "hey, we both got it from Xerox."

The lawsuit ended when Gates finally agreed that Microsoft would not use Maclintosh
technology in Windows 1.0, but the use of that technology in future versions of
Windows was left open. With that agreement, Apple lost its exclusive rights to certain
key design elements.

In 1978, Apple Computers started on a business system to complement their
successful Apple 1I/111 line of home computers. The new project was code named
Lisa, unofficially after the daughter of one of its designers and officially standing for
Local Integrated Software Architecture. Steve Jobs was completely dedicated to new
project, implementing feature after feature and delaying the release of Lisa, until he
was finally removed as project manager by then Apple president Mark Markkula. The

Lisa was finally released in January 1983.

Side Note: Don't worry about Jobs. He then turned his attention to the

Macintosh.

The Lisa was the first personal computer to use a GUI. Other innovative
features for the personal market included a drop-down menu bar, windows, multiple
tasking, a hierarchal file system, the ability to copy and paste, icons, folders and a
mouse. It cost Apple $50 million to develop the Lisa and $100 million to write the
software, and only 10,000 units were ever sold. One year later the Lisa 2 was released
with a 3.5" drive instead of the two 5.25" and a price tag slashed in half from the
original $9,995. In 1985, the Lisa 2 was renamed the Macintosh XL and bundled with
MacWorks system software. Finally in 1986, the Lisa, Lisa 2 and Macintosh XL line
was scrapped altogether, literally ending up as landfill, despite Steve Jobs saying,

"We're prepared to live with Lisa for the next ten years."

Specifications The Lisa/Lisa 2/Mac XL
CPU: MC68000
CPU speed: 5 Mhz
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FPU:

Motherboard RAM:

ROM:

Serial Ports:
Parallel Ports:
Floppy Drive:

Hard Drive:
Monitor:

Power Supply:
Weight:
Dimensions:

System Software:

Production:

Initial Cost:

None

minimum 512 k - maximum 2MB

16k

2 RS-323

1 Lisa - 0 Lisa 2/MacXL

2 internal 871k 5.25"
1 internal 400k Sony 3.5" Lisa 2/MacXL

5 MB internal;
Built-In 12" - 720 x 360 pixels

150 Watts

48 Ibs.

152" Hx 18.7"Wx 13.8" D
LisaOS/MacWorks

January 1983 to August 1986
$9,999

The high cost and delays in its release date helped to create the Lisa's demise,

but where the Lisa failed the Macintosh succeeded. Continue reading about Apple's

history with our next chapter on the Macintosh.

A month after the Lisa line was cut; Steve Jobs quit his job at Apple. However,

do not worry about what happened to Jobs. He then turned his attention to the NeXT

computer.

XVIII. The Invention of the Apple Macintosh - Apple Computers - Steve

Jobs and Steve Wozniak

By Mary Bellis, About.com Guide http:/inventors.about.com

"Hello, I am Macintosh. Never trust a computer you cannot lift... I'm glad to be out of
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that bag" - talking Macintosh Computer.
In December, 1983, Apple Computers ran its' famous "1984"

Macintosh television commercial, on a small unknown station

solely to make the commercial eligible for awards during 1984.

| The commercial cost 1.5 million and only ran once in 1983, but
news and talk shows everywhere replayed it,making TV history.
The next month, Apple Computer ran the same ad during the
NFL Super Bowl, and millions of viewers saw their first glimpse of the Macintosh
computer. The commercial was directed by Ridley Scott, and the Orwellian scene
depicted the IBM world being destroyed by a new machine, the "Macintosh".
Could we expect anything less from a company that was now being run by the

former president of Pepsi-Cola. Steve Jobs, co-founder of Apple Computers had been

trying to hire Pepsi's John Sculley since early 1983. In April of that year he
succeeded. But Steve and John discovered that they did not get along and one of John
Sculley's first actions as CEO of Apple was to boot Steve Jobs off the Apple "Lisa"
project, the "Lisa™ was the first consumer computer with a graphical user interface or
GUI. Jobs then switched over to managing the Apple "Macintosh" project begun by
Jeff Raskin. Jobs was determined that the new "Macintosh™ was going to have a
graphical user interface, like the "Lisa" but at a considerably lower cost.

Note: The early Mac team members (1979) consisted of Jeff Raskin, Brian
Howard, Marc LeBrun, Burrell Smith. Joanna Hoffman and Bud Tribble. Others

began working working on the Mac at later dates.

Specifications Macintosh 128K

CPU: MC68000

CPU speed: 8 Mhz

FPU: None

RAM: 128k Dram not expandable
ROM: 64k
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Serial Ports:
Floppy:
Monitor:
Power:
Weight:
Dimensions:

System Software:

Production:
Cost:

Seventy-four days after the introduction of the "Macintosh", 50,000 units had
been sold, not that strong a show. Apple refused to license the OS or the hardware,
the 128k memory was not enough and a single floppy was difficult to use. The
"Macintosh” had "Lisa's" user friendly GUI, but initially missed some of the more
powerful features of the "Lisa" like multitasking and the 1 MB of memory. Jobs
compensated by making sure developers created software for the new "Macintosh",
Jobs figured that software was the way to win the consumer over.

In 1985, the "Macintosh” computer line received a big sales boost with the
introduction of the LaserWriter printer and Aldus PageMaker, home desktop
publishing was now possible. But 1985 was also the year when the original founders
of Apple left the company.

Steve Wozniak returned to college and Steve Jobs was fired, his difficulties with

John Sculley coming to a head. Jobs had decided, to regain control of the company
away from Sculley, he scheduled a business meeting in China for Sculley and planned
for a corporate take-over, when Sculley would be absent. Information about Jobs' true
motives, reached Sculley before the China trip, he confronted Jobs and asked Apple's
Board of Directors to vote on the issue. Cveryone voted for Sculley and Jobs quit, in
lieu of being fired. Jobs later rejoined Apple in 1996 and has happily worked there
ever since. Sculley was eventually replaced as CEO of Apple.
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XIX. The Unusual History of Microsoft Windows

By Mary Bellis, Aboutcom Guide http:

//inventors.about.com
On November 10, 1983, at the Plaza Hotel in

New York City, Microsoft Corporation formally

announced Microsoft Windows, a next-generation
operating system that would provide a graphical user interface (GUI) and a

multitasking environment for IBM computers.

Introducing Interface Manager

Microsoft promised that the new product would be on the shelf by April 1984.
Windows might have been released under the original name of Interface Manager if
marketing whiz, Rowland Hanson had not convinced Microsoft's founder Bill Gates

that Windows was the far better name.

Did Windows Get Top View?

That same November in 1983, Bill Gates showed a beta version of Windows to
IBM's head honchos. Their response was lackluster probably because they were
working on their own operating system called Top View. IBM did not give Microsoft
the same encouragement for Windows that they gave the other operating system that
Microsoft brokered to IBM. In 1981, MS-DOS became the highly successful operating
system that came bundled with an IBM computer.

Top View was released in February of 1985 as a DOS-based multitasking
program manager without any GUI features. IBM promised that future versions of
Top View would have a GUI. That promise was never kept, and the program was

discontinued barely two years later.
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A Byte Out of Apple

No doubt, Bill Gates realized how profitable a successful GUI for IBM

computers would be. He had seen Apple's Lisa computer and later the more successful

Macintosh or Mac computer. Both Apple computers came with a stunning graphical user

interface.

Wimps

Side Note: Early MS-DOS diehards liked to refer to MacOS (Macintosh
operating system)as "WIMP", an acronym for the Windows, Icons, Mice and Pointers

interface.

Competition

As a new product, Microsoft Windows faced potential competition from IBM's
own Top View, and others. VisiCorp's short-lived VisiOn, released in October 1983,
was the official first PC-based GUI. The second was GEM (Graphics Environment
Manager), released by Digital Research in early 1985. Both GEM and VisiOn lacked
support from the all-important third-party developers. Since, if nobody wanted to
write software programs for an operating system, there would be no programs to use,
and nobody would want to buy it.

Microsoft finally shipped Windows 1.0 on November 20, 1985, almost two
years past the initially promised release date.

"Microsoft become the top software vendor in 1988 and never looked back" -

Microsoft Corporation.

Apple Bytes Back

Microsoft Windows version 1.0 was considered buggy, crude, and slow. This

rough start was made worse by a threatened lawsuit from Apple Computers. In

September 1985, Apple lawyers warned Bill Gatesthat Windows 1.0 infringed on
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Apple copyrights andpatents, and that his corporation stoled Apple'strade secrets.

Microsoft Windows had similar drop-down menus, tiled windows and mouse support.

Deal of the Century

Bill Gates and his head counsel Bill Neukom, decided to make an offer to
license features of Apple's operating system. Apple agreed and a contract was drawn

up. Here's the clincher: Microsoft wrote thelicensing agreement to include use of

Apple features in Microsoft Windows version 1.0 and all future Microsoft software
programs. As it turned out, this move by Bill Gates was as brilliant as his decision to
buy QDOS from Seattle Computer Products and his convincing IBM to let Microsoft
keep the licensing rights to MS-DOS. (You can read all about those smooth moves in
our feature on MS-DOS.)

Windows 1.0 floundered on the market until January 1987, when a Windows-
compatible program calledAldus PageMaker 1.0 was released. PageMaker was the first
WYSIWYG desktop-publishing program for the PC. Later that year, Microsoft

released a Windows-compatible spreadsheet called Excel. Other popular and useful

software like Microsoft Word and Corel Draw helped promote Windows, however,

Microsoft realized that Windows needed further development.

Microsoft Windows Version 2.0

On December 9, 1987, Microsoft released a much- §

improved Windows version 2.0 that made Windows based

computers look  more like ~aMac. Windows 2.0 had icons

WWW.image.yandex.ru

to represent programs and files, improved support for expanded-memory hardware
and windows that could overlap. Apple Computer saw a resemblance and filed a

1988 lawsuit against Microsoft, alleging that they had broken the 1985 licensing

agreement.
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Copy This Will You

In their defense, Microsoft claimed that the licensing agreement actually gave
them the rights to use Apple features. After a four-year court case, Microsoft won.
Apple claimed that Microsoft had infringed on 170 of their copyrights. The courts
said that the licensing agreement gave Microsoft the rights to use all but nine of the
copyrights, and Microsoft later convinced the courts that the remaining copyrights
should not be covered by copyright law. Bill Gates claimed that Apple had taken ideas
from the graphical user interface developed by Xerox for Xerox's Alto and Star
computers.

On June 1, 1993, Judge Vaughn R. Walker of the U.S. District Court of
Northern California ruled in Microsoft's favor in the Apple vs. Microsoft & Hewlett-
Packard copyright suit. The judge granted Microsoft's and Hewlett-Packard's motions
to dismiss the last remaining copyright infringement claims against Microsoft
Windows versions 2.03 and 3.0, as well as HP NewWave.

What would have happened if Microsoft had lost the lawsuit? Microsoft
Windows might never have become the dominant operating system that it is today.

On May 22, 1990, the critically accepted Windows 3.0 was released. Windows
3.0 had an improved program manager and icon system, a new file manager, support
for sixteen colors, and improved speed and reliability. Most important, Windows 3.0
gained widespread third-party support. Programmers started writing Windows-
compatible software, giving end users a reason to buy Windows 3.0. Three million
copies were sold the first year, and Windows finally came of age.

On April 6, 1992, Windows 3.1 was released. Three million copies were sold in the first two
months. TrueType scalable font support was added, along with multimedia capability, object linking
and embedding (OLE), application reboot capability, and more. Windows 3.x became the number

one operating system installed in PCs until 1997, when Windows 95 took over.

Windows 95

On August 24, 1995, Windows 95 was released in a r!lj



buying fever so great that even consumers without home computers bought copies of

the program. Code-named Www.image.yandex.ru

Chicago, Windows 95 was considered very user-friendly. It included an integrated

TCP/IP stack, dial-up networking, and long filename support. It was also the first

version of Windows that did not require MS-DOS to be installed beforehand.

Windows 98

On June 25, 1998, Microsoft released Windows 98. It was the last version of
Windows based on the MS-DOS kernel. Windows 98 has Microsoft's Internet

browser "Internet Explorer 4" built in and supported new input devices like USB.

Windows 2000

Windows 2000 (released in 2000) was based on Microsoft's NT technology.
Microsoft now offered automatic software updates over the Internet for Windows
starting with Windows 2000.

Windows XP
According to Microsoft, “the XP in Windows XP

¢ stands for experience, symbolizing the innovative

experiences that Windows can offer to personal

Www.image.yandex.ru computer users." Windows XP was released in October

2001 and offered better multi-media support and increased performance.

Windows Vista
Codenamed Longhorn in its development phase, Windows Vista is the latest
edition of Windows.
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XX. A Description of Antivirus Programs

By Carole Ann, eHow Contributor, //htpp: www ehow.com) facts 6818930 description-
antivirus. ..

)
=

Protection

Antivirus software can offer protection from the threat of worms, trojans,
spyware, viruses and malware. According to Top Ten Reviews, a good antivirus
program can also protect your computer from phishing scams, keyloggers, rootkits
and email-borne threats. Phishing scams are programs that appear to be legitimate
sites in an attempt to obtain sensitive information from the user. Keyloggers track
every keystroke made on your computer to steal passwords and account information.

A rootkit takes control of your computer without your knowledge.

Installation/Use

Installation and setup of security software should be simple and quick. In addition, it
should be user-friendly, even for beginners. Top Ten Reviews notes that everyday
users want to be able to install the program and forget about it, without the need for

ongoing maintenance.

Updates

Antivirus software should include updates as new viruses are identified. Automatic

updates are often built into the software. Consumer Search notes that most programs
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include one year of free updates before requiring the purchase of a subscription or a

new version.

Signature Checking

Signature checking is by far the most common method used by antivirus programs
to detect malicious threats. The software has an extensive database of known viruses
and malware, and each time it scans a file it compares the results to the information
contained in its database. If the software finds a "signature"” match, it will either warn
the user or remove it right away, mostly depending on the seriousness of the threat.
Some threats can be quarantined by the antivirus program, as well. Basically, it
encrypts the file with different code to render it useless instead of removing it
altogether. Of course, with new viruses coming out every day, the database must be

kept completely up to date for the software to detect incoming threats.

Behavior Monitoring

Another way to detect malicious files or programs

on a computer is through monitoring its behavior.
RS Programs that attempt to access certain parts of the

\_% !“ rootkey registry or modify an existing executable file

iy (*.exe) for instance, will send a red flag up, and the

software will take action against the threat if necessary. This approach is a good one
to use because it can then detect malicious software that has not yet been added to the
database simply by the way it is acting. However, this can also lead to the program
warning the user about every single thing it finds, which may get irritating over time.
Antivirus software is becoming more advanced by the second, though, and these false

warnings are being lessened every day.

Emulation

The third common way for antivirus programs to pick out threats is to emulate

the file in a safe environment created by the software itself. For instance, if a

suspicious file or files has entered the computer, the program will take the executable
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files of the program and run them behind the scenes in a simulated setting to see what
it does. If the software finds it is indeed malicious and a threat, it will then either
quarantine or delete the harmful material before real damage can be done. This
method can also trigger false warnings, and at that point it usually leaves it up to the
user what to do with the file. If the user recognizes and trusts the program, the
antivirus software will let it remain. If the user chooses for the program to take action

against it, the perceived threat will be removed.
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Active Vocabulary

Russian-English Dictionary of Mathematical Terms

“A-

a0COIIOTHAS BEJIMYMHA,
a0COJIIOTHOE 3HAYCHUE

absolute value

aOCOJIIOTHBIM, MOJIHBIN  KBaapaT perfect square
adciucca abscissa
anreopa algebra
aKkcuoma axiom
aKCHOMa 3aBEPIICHHOCTH completeness axiom
aKCHoMa IOJIs field axiom
aKCHOMa TopsIJIKa order axiom
anreOpanyeckast KpuBas algebraic curve
aHaJIn3 analysis
aHTHJIOrapu(dM antilogarithm
apryMeHT, He3aBHCHUMas IIEPEMECHHAs argument
apu(MeTHKA arithmetic
apka, ayra arc
armodema apothem
aCCOIMATUBHBIH associative

-B-
Oe30macHbIN secure
0eckoHeUHbIH(0) infinite(ly)
OCCKOHEYHO MaJioe PHUPAIICHNE increment
OECKOHEYHBIN IIPEIET infinite limit

OecKkoHeYHas IPOU3BOIHAS

infinite derivative

OCCKOHCUHBIHN PsijT

infinite series

OOKOBOM, JIaTepaIbHbBIN

lateral

-B-
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BBOJHUTH to introduce
BEJIMYMHA, 3HAUCHUE value
BEPTHKAIbHBIN vertical

BepIrHA (BEpIIMHBI)

vertex (vertices)

BETBb (y THIIEPOOJIBI)

branch

BHeNTHHH (y2on)

exterior

BHOCHTB BKJIa[

to contribute

BHYTPEHHHE TOUYKHU

interior points

BHYTPECHHUH (y20.1) interior
BOTHYTBIN concave
BOOOpaKAEMBIN fictitious
BIIMCAHHBIN KPYyT inscribed circle
BpAaIllCHHE rotation
BEIOUPATH to select
BBIOOD choice
BBIBOJIUTH, ITOJTy4aTh, H3BJICKATh (O to derive
3HAHUN)
BBIIAFOIIUIACS distinguished
BBIITYKJIBIH convex
BBIPOKICHHBIN degenerating
BBIPOYKIATHCS to degenerate
BBICOTA I10J] HAKJIOHOM slant height
BBICOTa TPEYTOJHLHUKA altitude
BBIUHCIIEHUE computation
BBIYHCIISITh compute

T-
r€OMETPUUIECKOE MECTO TOUEK locus (pl. loci)
TOPHU30HTAILHBIN horizontal
THYTbh, CTH0ATh, H3rN0ATh to bend (bent-bent)
IpaHb face
rpadb, ¢acka, peopo edge
rpagreHT gradient
rpahuk graph

JI-
JIBYYICHHBI, ONHOMUHAJIBbHBIN binomial
JICCTBOBATH to operate
JIEUCTBATEIILHOE YHCIIO real number
JIENaTh BBIBOJI to conclude

174




ACIINMOC

dividend

TETINTEID

divisor

ACCSITUYHBIN JIOTaprupM

common logarithm

ACTCPMHUHAHT, OIIPECACIINTCIIb

determinant

JTAPEKTPHCa

directrix (pl. Dirextrices)

JTUCKPUMUHAHT discriminant
TUCTPUOYTHUBHBIN distributive
g depeHITnanbHOE HCUUCICHUE differential calculus
g depeHInpoBaHue differentiation
JIOJeKadIp, JBEHAIIATUIPAHHUK dodecahedron
IpoOb fraction
JI0Ka3bIBaTh to prove
JI0KA3aTeILCTBO proof
Ayra, apka arc

-E-

EBKkinioBa reomeTpus

Euclidean geometry

‘U-
WAIEHTAYHBIN identical
M3rH0, HAKJIOH slope
U3MEPEHUE, Mepa, MPeIe, CTENCHb measure
W3HYPCHHE, HCTOLICHUE, HCUCPIIAHNE exhaustion
nu300pakeHme, 00pas, OTpaKEHNE image
n300peTaTh to invent
MKOCAdpP, IBAAaTUTPAHHUK icosahedron
UKOCHIOCKAIP, icosidodecahedron
TPUALATHABYXTPAHHUK
HHTETpaI integral
WHTETPaIbHOE HCUHUCICHHE integral calculation
WHTETPUPOBAHKE integration
WHTEPBAJ interval
WHTEPIIPETAIS interpetation
UPPAHOHATBHBIN irrational
APPALMOHAILHOCTD irrationality
HCYHCIICHHUE calculus

-3-
3aMKHYTBIN, 3aKPBITHIN closed
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3aKpBITasi KpUBast closed curve
3aKPBIThI HHTEPBAII close interval
3epKaIbHOE OTPAKCHHE mirror image
3HaMEHATEIIb denominator
3HAYMTEIIbHBIN significant
K-
KacaTesabHas tangent
KacaTeJbHasl IIIOCKOCTh tangent plane
KacaTbCs to concern
KpaTHOE YHCIIO multiple
KBaJIPaHT, Y€TBEPTh Kpyra guadrant
KBaJIpaTHBIN (00 ypaBHEHUSX ) quadratic
KOMMYTaTUBHBIN commutative
KOMILIEKCHOE complex
KOMILJICKCHOE YHCJIO complex nuber
KOMIIJIEKTOBATh to complete
KOHI'DY?HTHBIN congruent
KOHEYHBIN finite
KOHMYECKUI conic
KOH(UTYpaIHs, OuepTaHue configuration
KOIUTAHAPHBIHN, PACIIOIOKEHHHBIH B coplanar
OJIHOM IIJIOCKOCTHU
KpHBas curve
KpHBHU3HA curvature
KPVIJIBIHA, KDYTOBOM circular
KyOH4YecKoe cubic
KYOOOKTadaAp, TPEXTPaHHHUK cuboctahedron
-JI-
JTMHENRHBIN linear
JUHHUS OTCYCTA reference line
Jorapudm logarithm
-M-
MaHTHCCA mantissa
MaTeMaTHYCCKUN mathematical
MTHOBEHHEBIN, MOMEHTAJILHBIN instantaneous
METOJ OECKOHEYHO MAJIBIX BEIUIHH infinitesimal method
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MHOTOTPaHHUK polyhedron

MHOTOTPAHHBIA, OJUAIPUUCCKHIA polyhedral

MHOTOYJICHHBIN polynomial

MHOTOYTOJIbHUK polygon

MHO>KECTBO set

MHOKHUTEJb, HaKTOP factor

MOMEHT UHEPLUHU moment of inertia
-H-

HAKJIOHHAs! JIMHUS, KOCAsT JTMHHSI oblique

HaTpaBJICHUE direction

HaripaBJICHHBIC YK CJld

directed numbers

HaTypaJbHBIN Jorapudm

natural logarithm

Ha4aja0 KOOPAMHAT origin
HavajabHast OCh initial axis
HE3aBUCUMBII independent
HEU3MEHHBIN unvarying
HENpepbIBHAS, (YHKIIHS continuous function
HEOIIPEICIICHHBIN undefined
HEYJIIOBUMBII elusive
HYJICBOH yroJ null angle

-O-
0000111aTh to generalize
0003HaYaTh to denote
0003peBaTh to review
0011IEE 3HAUYEHHUE total
001 in common
oOpasyroras IIOBEPXHOCTH generator - generatrix
oOpaTHas BEIMYHHA reciprocal
00paTHO conversely
00BeEM volume
OJHOBPEMEHHBIN simultaneous
OJIHO3HAYHOE COOTBETCTBHE, one-to-one mapping
0TOOpaKEHUE
OJIHOOOpAa3HBIN uniform
OKTa’aP, BOCbMUTPAHHUK octahedron
ONPEACTIATE to determine
opAuHaTa ordinate
OCHOBHOM, I'JIaBHBIN principal
0Ch axis
OTKPBITBIN open
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OTKpbITasA KpuBast open curve
OTHOIIIEHHE relation
OTPaXKATh to retlect
OTPE30K segment
OTPHILIATCIIbHBIN negative
OYEBUIHBIN obvious

-II-
napauieJorpaMm parallelogram
[IEHTarpaMma pentagram
nepeMeHHasi BeInunHa, QyHKIUs fluent
epeceKaThCs to intersect
MEPICHINKYIIPHBIN perpendicular
UpaMuIa pyramid
[TnaToHOB, oTHOCSIMICS K [TmaTtony Platonic
IIJIOCKOCTHAsI KpUBast plane curve
IUIOCKOCTHOM, TNIOCKUI planar
IJIOCKOCTD, IIJIOCKOCTHOM plane
[UIOIAb BCEH IMMOBEPXHOCTH total surface area
[IOBEPXHOCTH surface
[IOJIMHOYKECTBO subset
MOJIPa3ACIIATLCS, PACaaThCs Ha to fall (fell,fallen) into
10JIpa3yMeBaTh to imply
IO TYUHSATHCSI TPaBUIIaM (3aKOHAM) to obey laws
IMO3HAKOMMTLCS C to be familiar (with)
MTOJIHBINA YTOJI round angle
[IOJIOYKATEIBHBIN positive
MOJTYIIPABUJILHBINA semiregular
[TOHSITHE notion
[TOHSATHE, KOHIIENT concept
110 YACOBOM CTPEJIKE clockwise
IPOTUB YaCOBOU CTPEIIKU anticlockwise
MIPABIIBHBIN regular
(0 MHO20Y20IbHUKAX U M.O.)
Mpeaea OTHOIIEHUS limit of a ratio
peaeiIbHBINA Clydai limiting case
OpeanoJaraTh to assume, to suppose
[IPEICTABIATE to imagine, to represent
peoOpa3oBaHue translation
pr3Ma prism
IPUMCHCHHEC application
[PUIINCHIBATH to credit
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IPOSKIINS projection
IIPOM3BEICHHE product
ITPOM3BO/THAS derivative
IpOM3BOAHAS, (DITFOKCHUS fluxion
IIPOCTOM simple
npoctoe (uucio) prime
IPOTHBOPEYHTH to contradict
IIPOTUBOPEYHNE contradiction
poreaypa procedure
IPSMOI straight
IS TUYTOJIbHUK pentagon
TS TUYTOJILHBIN pentagonal
-P-
PaBHOCTOPOHHHI equilateral
PABHOYTOJIbHBII equiangular
paguyc radius
pPa3BEPHYTHIN YIOJI flat angle
pa3BUTHE development
pasiararhb to resolve

Pa3JI0KCHHUC MHOKHUTEICH

factorization

pacinojaratbCsa MCXIAy

to lie between

paccMaTpHBaTh to regard
PacCTOSIHUE distance
paLMOHATBHBII rational
peniaTh to solve
poCT growth
-C-

CBOJUTH B TaOJIAIY tabulate
CBOKMCTBO property
ceueHune section

CHUCTCMaA IIPAMOYI'OJIBHBIX KOOPAHNHAT

Cartesian coordinates

CHUCTCMaA 3allnCu

notation

CKOPOCTH, OBICTPOTA velociy
CKOPOCTBH U3MEHEHUS rate of change
CII0KEHHE addition
COKpalaTh to cancel
COKpaIaTh, IPEOOPa30BLIBATH to reduce
COOTBETCTBOBATH to correspond
CpeIHUH mean
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CpeHsIs BeMn4YKrHA (3HAYCHHE) average
CChLIAThCS Ha to refer (to)
CTCTICHb degree
cTepeorpaduuecKkuii stereographic
CTOpOHA (B YpaBHCHUH) side
chepa sphere
cymMMa sum
CYIIIECTBOBATh to exist

-T-
Ta0JmMIa table
TBEPJ0C TEJIO0 solid
TETpadAp, HYCTHIPEXTPAHHHUK tetrahedron
TOYKA point
TPAHCICHICHTHBII transcendental
TPEYrOJIbHBIN, TPEXCTOPOHHUU triangular

TpeXMEPHBIN, 00HEMHBIH,
IIPOCTPAHCTBEHHbIN

three-dimensional

Y-

YBCJINYNBATDH

to enlarge

YroJI HOHIKEHUS (T1aIeHIs)

depression angle

YI'OJI BO3BBIIICHUSA

elevation angle

VIJIMHEHHBIH elongated
yI00CTBO convenience
YIOBJIETBOPSTE to satisfy
YKa3bIBaTh to indicate
YMHOXXEHHEC multiplication
ypaBHCHUE equation
ycekaTb, 00pe3aTh; OTCEKaTh BEpXYHIKY | to truncate
YCKOpEHHE acceleration
YCTAHOBUTD to establish
-X-
XapaKTEPUCTUKA characteristic
-II-
LIEJIBINA, BECH, TTOIHBIN entire
LEJIO€ YHCIIO integer
1EJIb purpose
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LIEHTP MAcChI (TSHKECTH) centroid

Y-
4acTHOE guotient
4acTh unit
qrClia CO 3HAKaMU signed numbers
YUCIIATEH numerator
YHCIIa CO 3HAKAMH signed numbers

-11I-
IIECTUYTOJIBLHUK hexagon
IIIECTUYTOJIbHBIN hexagonal

-
DJIEMEHT, COCTaBHAs 4acTh element
DJIEMEHTAPHBIN elementary
DIUINATIC ellipse
DILTUITHICCKUIT elliptical
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The Monolingual Dictionary of Computer Science Terminology
A

Accamulator a register in a CPU in which intermediate arithmetic

and logic results are stored
ATX ATX (Advanced Technology eXtended) is a

motherboard form factor specification developed by
Intel in 1995 to improve on previous de facto
standards like the AT form factor.

AT (form factor) The AT form factor referred to the dimensions and
layout (form factor) of the motherboard for the IBM
AT.

AGP The Accelerated Graphics Port (often shortened to
AGP) is a high-speed point-to-point channel for
attaching a video card to a computer's motherboard,

primarily to assist in the acceleration of 3D computer

Bus a subsystem that transfers data between computer
components inside a computer or between computers

Blu-ray Disc a optical disc storage medium designed to supersede
the DVD format

BASIC BASIC is a family of general-purpose, high-level

programming languages whose design philosophy
emphasizes ease of use - the name is an acronym

from Beginner's All-purpose Symbolic Instruction
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Cache

CD-ROM

Chip

Control core

Core memory

CPU

Conventional PCI

Computer case

Code.

C
a small, but fast memory that transparently improves
the performance of a larger, but slower memory or
storage device.
a pre-pressed compact disc that contains data
accessible to a computer for data storage and music
playback. It is read in an optical disc drive.
a miniaturized electronic circuit (consisting mainly of
semiconductor devices, as well as passive
components) that has been manufactured in the
surface of a thin substrate of semiconductor material.
the memory that stores the microcode of a CPU;
originally read-only memory was employed.
In modern usage, a synonym for main memory;,
dating back from the time when the dominant main
memory technology was magnetic core memory.
the portion of a computer system that carries out the
instructions of a computer program, and is the
primary element carrying out the computer's
functions.
Conventional PCI (PClI is an initialization formed
from Peripheral Component Interconnect, part of the
PCI Local Bus standard and often shortened to PCI)
is a computer bus for attaching hardware devices in a

computer.

A computer case (also known as a computer chassis,
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Computer form

factor

Chipset

Channel 1/0O

DVD

DASD

cabinet, box, tower, enclosure, housing, system unit
or simply case) is the enclosure that contains most of

the components of a computer (usually excluding the
display, keyboard and mouse).

in computing, the form factor is the name used to
denote the dimensions, power supply type, location
of mounting holes, number of ports on the back
panel, etc.

a chipset, PC chipset, or chip set refers to a group of
integrated circuits, or chips, that are designed to work
together. They are usually marketed as a single
product.

in computer science, channel 1/O is a generic term
that refers to a high-performance input/output (1/O)
architecture that is implemented in various forms on
a number of computer architectures, especially on

mainframe computers.

an optical disc storage media format, and was
invented and developed by Philips, Sony, TOSHIBA,

and Time Warner in 1995. Its main uses are video and
data storage. DVDs are of the same dimensions as
compact discs (CDs), but store more than six times as
much data.

mainframe terminology introduced by IBM denoting
secondary storage with random access, typically
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(arrays of) hard disk drives.

DIMM DIMM which means (dual in-line memory module)
comprises a series of dynamic random-access
memory integrated circuits. These modules are
mounted on a printed circuit board and designed for
use in personal computers, workstations and servers.
DIMM replaced SIMM which is the single in-line
memory module.

DisplayPort displayPort is a digital display interface developed by
the Video Electronics Standards Association (VESA).
The interface is primarily used to connect a video
source to a display device such as a computer
monitor, though it can also be used to transmit audio,
USB, and other forms of data.
DVI digital Visual Interface (DVI) is a video display
interface developed by the Digital Display Working
Group (DDWG). The digital interface is used to
connect a video source to a display device, such as a
computer monitor.
DRAM Dynamic random-access memory (DRAM) is a type
of random-access memory that stores each bit of data

in a separate capacitor within an integrated circuit.

Expansion card a printed circuit board that can be inserted into an
expansion slot of a computer motherboard to add

functionality to a computer system
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Express card ExpressCard is an interface to allow peripheral
devices to be connected to a computer, usually a
laptop computer. Peripherals include Firewire
800,USB 2.0/3.0,soundcards, TV Tuner cards, PCle
graphics cards and CAC cards.

EEPROM stands for Electrically Erasable Programmable Read-
Only Memory and is a type of non-volatile memory
used in computers and other electronic devices to
store small amounts of data that must be saved when

power is removed.

EFROL an EPROM (rarely EROM), or erasable

programmable read only memory, is a type of
memory chip that retains its data when its power

supply is switched off.

Firewall a hardware device or software to protect a computer

from viruses, malware, trojans etc.
Firmware fixed, usually rather small, programs and data

structures that internally control various electronic
devices.

Floppy disk a data storage medium that is composed of a disk of
thin, flexible ("floppy") magnetic storage medium
encased in a square or rectangular plastic shell.

Floppy disk

drive
Flash memory  atype of non volatile computer storage chip that can

a device for reading floppy disks.
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Hard disk drive

Hardware

HDMI

be electrically erased and reprogrammed. It was
developed from EEPROM (electrically erasable
programmable read-only memory) and must be
erased in fairly large blocks before these can be
rewritten with new data. The high density NAND
type must also be programmed and read in (smaller)
blocks, or pages, while the NOR type allows a single
machine word (byte) to be written or read

independently.

a non-volatile storage device that stores digitally
encoded data on rapidly rotating rigid (i.e. hard)
platters with magnetic surfaces.

multiple physical components of a computer, upon
which can be installed an operating system and a
multitude of software to perform the operator's
desired functions.

(High-Definition Multimedia Interface) is a compact
audio/video interface for transferring encrypted
uncompressed digital audio/video data from a HDMI-
compliant device (“the source" or "input™) to a
compatible digital audio device, computer monitor,

video projector, and digital television.
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Input device

Input/output

I0PS

Keyboard

Mainframe

any peripheral piece of computer hardware
equipment) used to provide data and control signals to

an information processing system.

the communication between an information
processing system (such as a computer), and the
outside world possibly a human, or another
information processing system.

(Input/Output Operations Per Second, pronounced

eye-ops) is a common performance measurement used
to benchmark computer storage devices like hard disk

drives (HDD), solid state drives (SSD), and storage
area networks (SAN). As with any benchmark, IOPS
numbers published by storage device manufacturers

do not guarantee real-world application performance.

K

an input device, partially modeled after the typewriter
keyboard, which uses an arrangement of buttons or

keys, to act as mechanical levers or electronic

powerful computers used mainly by large
organizations for critical applications, typically bulk

data processing such as census, industry and consumer

188



Motherboard

Memory

Monitor

Mouse

Mini-VGA

Microcode

Mask ROM

statistics, enterprise resource planning, and financial

transaction processing.
the central printed circuit board (PCB) in many

modern computers and holds many of the crucial
components of the system, while providing connectors
for other peripherals.

devices that are used to store data or programs
(sequences of instructions) on a temporary or
permanent basis for use in an electronic digital
computer.

an electronic visual display for computers. The
monitor comprises the display device, circuitry, and an
enclosure.

a pointing device that functions by detecting two-
dimensional motion relative to its supporting surface.
Mini-VGA connectors are used on some laptops and
other systems in place of the standard VGA connector.
a layer of hardware-level instructions or data
structures involved in the implementation of higher
level machine code instructions in many computers
and other processors; it resides in special high-speed
memory and translates machine instructions into
sequences of detailed circuit-level operations.

a type of read-only memory (ROM) whose contents
are programmed by the integrated circuit

manufacturer.
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Network

Nonvolatile memory

Non-volatile

random- access memory

Optical disc drive

Operating system

Pen drive

Peripheral

a collection of computers and devices connected by
communications channels that facilitates

communications among users and allows users to
share resources with other users.

or non-volatile storage is computer memory that can
retain the stored information even when not powered.
Is random-access memory that retains its information
when power is turned off (non-volatile). This is in
contrast to dynamic random-access memory (DRAM)
and static random-access memory (SRAM), which
both maintain data only for as long as power is

applied.

O

Is a disk drive that uses laser light or electromagnetic
waves near the light spectrum as part of the process of

reading or writing data to or from optical discs.
is a set of software that manages computer hardware

resources and provide common services for computer

another name for a USB flash drive.
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Personal computer

Printer

Power supply unit

Programmable
read-only  memory

PCI Express

PCI-X

RAID

a device attached to a host computer but not part of it,
and is more or less dependent on the host. It expands

the host's capabilities, but does not form part of the
core computer architecture. Some computer peripheral
include (Express Card, USB Drive, SD Card Memory

Stick, router, external SSD & HDD Drives).
any general-purpose computer whose size,
capabilities, and original sales price make it useful for
individuals, and which is intended to be operated
directly by an end user, with no intervening computer
operator.

a peripheral which produces a text or graphics of
documents stored in electronic form, usually on
physical print media such as paper or transparencies.
A unit of the computer that converts mains AC to low-
voltage regulated DC for the power of all the
computer components.

Is a form of digital memory where the setting of each
bit is locked by a fuse or antifuse.

IS @ computer expansion bus standard designed to
replace the older PCI, PCI-X, and AGP bus standards.
Is a computer bus and expansion card standard that
enhances the 32-bit PCI Local Bus for higher

bandwidth demanded by servers.

an umbrella term for computer data storage schemes
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RAM

ROM

Server

Software

Simm

Solid-state-drive

Static random-access
memory

that can divide and replicate data among multiple hard
disk drives in order to increase reliability, allow faster

access, or both.

a form of computer data storage. Today, it takes the
form of integrated circuits that allow stored data to be
accessed in any order (i.e., at random).

a class of storage media used in computers and other

electronic devices.

any combination of hardware or software designed to
provide services to clients. When used alone, the term

typically refers to a computer which may be running a
server operating system, but is also used to refer to
any software or dedicated hardware capable of
providing services.

a general term primarily used for digitally stored data
such as computer programs and other kinds of
information read and written by computers. Today,
this includes data that has not traditionally been
associated with computers, such as film, tapes and
records.

or single in-line memory module, is a type of memory
module containing random access memory used in
computers from the early 1980s to the late 1990s.

IS a data storage device that uses integrated circuit

assemblies as memory to store data persistently.

Is a type of semiconductor memory where the word
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Synchronous dynamic
random-access memory

Tape drive

Terminal

Trackpad

USB

USB flash drive

static indicates that, unlike dynamic RAM (DRAM), it

does not need to be periodically refreshed.
Is dynamic random access memory (DRAM) that is

synchronized with the system bus.

T

A peripheral device that allows only sequential access,
typically using magnetic tape.

an electronic or electromechanical hardware device
that is used for entering data into, and displaying data
from, a computer or a computing system.

a pointing device consisting of specialized surface that
can translate the motion and position of a user's

fingers to a relative position on screen

a specification to establish communication between
devices and a host controller (usually a personal

computers). USB is intended to replace many varieties
of serial and parallel ports.

a flash memory data storage device integrated with a
USB (Universal Serial Bus) 1.1, 2.0, or 3.0 interface.
USB flash drives are typically removable and

rewritable, and much smaller than a floppy disc.
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A Video Graphics Array (VGA) connector is a three-
row 15-pin DE-15 connector. The 15-pin VGA

connector is found on many video cards, computer

VGA

monitors, and some high definition television sets. On
laptop computers or other small devices, a mini-VGA
port is sometimes used in place of the full-sized VGA
connector.
Volatile memory also known as volatile storage, is computer memory
that requires power to maintain the stored information.
a computer program that can replicate itself and spread
Virus from one computer to another. The term "virus" is also
commonly, but erroneously, used to refer to other
types of malware, including but not limited to adware
and spyware programs that do not have a reproductive

ability.

Webcam Is a video camera that feeds its images in real time to a
computer or computer network, often via USB,

ethernet, or Wi-Fi.
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